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PRESIDENCY UNIVERSITY
BENGALURU

SCHOOL OF ENGINEERING

TEST 1
Sem & AY: Odd Sem. 2018-20 Date: 27.09.2018
Course Code: CSE 307 Time: 11AM fo 12PM
Course Name: DATA MINING Max Marks: 40
Program & Sem: B.Tech (CSE)} & V DE Weightage: 20%

instructions:
(i) all guestions carry equal marks
(i} ~answer all questions sequentially

Part A [Memory Recall Questions]

Answer all the Guestions. Each Question carries two marks. {4x2M=8M)
1. What is Data Mining? (C.0.NO.1) [Knowledge]
2. Briefly explain on category of Data Mining Tasks. (C.0.NO.1) [Knowledge]

3. Infer the condition of entropy and entropy gain for an effective spilt up.
(C.0.NO.2) [Comprehension]
4. What is Stratified Sampling? (C.0.NO.2) [Knowiedge]

Part B [Thought Provoking Questions]
Answer both the Questions. Each Question carries fwo marks. {(2x6M=12M)
5. Describe in detail the challenges on Data Mining (C.C.NO.1} [Knowledge]

6. FFor the following vectors, X and Y, Calculate the Similarity and Dissimilarity
measures.

o ox=(1,1,1,1),y={2, 2, 2, 2) cosine, correlation, Euclidean
i) x=(0,1,0, 1), y=(1,0, 1, 0) cosine, correlation, Euclidean, Jaccard
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Part C [Problem Solving Questions]

Answer both the Questions. Each Question carries ien marks.

(2x10M=20M)

7. Explain in detail with exampie and relevant diagram different types of Data sets.

(C.O.NO.1) [Knowledge]

8. From the given data shown in Table 1 set by using entropy based discretization,
Identify the best among the three boundary values of hours 4.5, 6.5, 10 with

justification.
(C.0.NO.2) [Application]
User iD 1 2 3 4 5
Hours Studied 4 5 8 12 15
Test Attented No Yes No Yes Yes

Table. 1

Page 2 of 2



SCHOOL OF ENGINEERING

Date: 27-09-2019

Semester: V Time: 11AM to 12PM
Course Code: CSE307 Max Marks: 40

Course Name: Data Mining Weightage. 20%

Extract of question distribution [outcome wise & level wise]
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Of the questions must be such that even a below average students must be able to
attempt, About 20% of the questions must be such that only above average students must

be able to attempt and finally 20% of the questions must be such that only the bright
students must be able to attempt.

[ hereby certify that All the questions are set as per the above guide lines. Dr. Thivakaran
T K]
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Annexure- [I: Format of Answer Scheme
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3. 1) Scalability Any three out of four points with brief descriptions [0 minutes

il)Dimensionality Each carries 2 marks
iii)Hetreogenous / Total 6 Marks
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PRESIDENCY UNIVERSITY
BENGALURU

SCHOOL OF ENGINEERING

TEST -2
Sem & AY: Odd Sem. 2019-20 Date: 16.11.2018
Course Code: CSE 307 Time: 11:00 AM 10 12:00 PM
Course Name: DATA MINING May Marks: 40
Program & Sem: B.Tech (CSE} & V Welghtage: 20%

instructions:
. Answer all questions sequentiaily

Part A [Memory Recall Questions]

Answer all the Questions. Each Question carries two marks. {40x2M=8M)

1. Differentiate model overlitiing and undertitting with respect to decision tree based
aigorithms. (C.O.NO 4) [Comprehension]

Z. Name the two most significant characteristics of rule based classifiers.
(C.O.NO.4) [Knowledge]
3. Find the Gini Index of a set, which has 2 exampies of class C1 and 4 examples of
class C2. {C.O.NO.4) [Comprehension]

4. Define the iwo rule evaluation melrics namely, support and confidence of an
association rule X - Y. (C.O.NQO.3) [Knowledge]

Part B [Thought Provoking Questions]
Answer both the Questions. Each Question carries six marks. {(2Gx6M=12M)

5. Given frequent 3-itemset L; = {{1,2,3},{1,2,4},{1,3,4,},{1,3,5},{2,3,4}}, generate
the candidate 4-itemsets £, using Aprior algorithm. Justify the answer.
(C.0O.NO.3) [Application]
8. Draw the FP Tree for the following transaction database using minimum support
count as 2. {C.O.NO.3) [Application]



TID ltemns
1 A CD
2 B,CE
3 | ABCE
4 B, E

Part C [Problem Solving Questions]

Answer both the Questions. Each Question carries ten marks. (201 0M=20M)

7. Foliowing is the training data set for a decision tree classifier o predict the faciors
affecting sunburn. (C.O.NQ.4) [Application]
a. Whatis the entropy of this data set?

b. Using multi-way spiit on the atiributes and eniropy as the impurity
measure, find the reot node of the tree.

c. Draw the decision tree after first iteration.

Name | Hair Height Lotion | Sunburned
Sarah | Blonde | Average | No Yes

Dana | Blonde | Tall Yes No

Alex Brown | Short Yes No

Annie | Blonde | Short No Yes

Emily | Red Average | No Yes

Pete Brown | Talil No No

John | Brown | Average | No No

Katie | Blonde | Short Yes No

8. a) Using a neat diagram define confusion matrix with its four terms.

(C.0O.NO.4) [Knowledge]
b) For the following confusion matrix of a certain binary classifier, calculate the

classification accuracy and precision. (C.0.NO.4) [Appilication]

PREDICTED CLASS
Class = Yes | Class = No
ACTUAL CLASS Class = Ves 100 5
Class = No 10 50
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GAIN MORE KNOWLEDGE
REACH GREATER HEIGNTS

Semester: V
Course Code: CSE 307

Course Name: Data Mining

Date: 16.11.2019

Time: 11.00am — 12.00noon
Max Marks: 40

Weightage: 20%

Extract of question distribution [outcome wise & level wise]

Memory recall Thought
type rovoking type
Unit/Module yP g Iup Problem Solving | Total
Number/Unit [Marks allotted]| [Marks allotted] type Marks
Q.NO | C.O.
NO /Module Title Bloom’s Levels| Bloom'’s Levels | [Marks allotted]
K C A
1 4 4 — Classification 2 2
2 4 4. Classification 2 2
3 4 4. Classification 2 2
4 3 3. Frequent 2 2
Patterns
5 3 3 Frequent 6 6
Patterns
6 3 3 Frequent 6 6
Patterns
7 4 4 Classification 10 10
8 4 4 Classification 10 10
Tot 4 4 32 40
al
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K =Knowledge Level C = Comprehension Level, A = Application Level

Note: While setting all types of questions the general guideline is that about 60%

Of the questions must be such that even a below average students must be able to
attempt, About 20% of the questions must be such that only above average students must
be able to attempt and finally 20% of the questions must be such that only the bright
students must be able to attempt.

Annexure- II: Format of Answer Scheme

;Z SCHOOL OF ENGINEERING

—r—
SOLUTION
R Date: 16.11.2019
Semester: V Time: 11.00am - 12.00 noon
Course Code: CSE 307 Max Marks: 40
Course Name: DATA MINING Weightage: 20%
Part A (4Q x 2M = 8Marks)
QNo Max. Time
Solution Scheme of Marking required for
each Question
1. | Underfitting - when model is too simple, both Definition 1 + 1 = 2 marks 5 mins
training and test errors are large. The model has
yet to learn the true structure of the data. Hence it
performs poorly on training and test data.
Overfitting : As the size of the tree increases, the
tree has fewer training and test errors. When the
tree becomes too large, the test error increases
although training error decreases.
2. | Rules generated have to be mutually exclusive and 1 + 1 =2 marks S mins
exhaustive.
3. P(C1)=2/6 P(C2)=4/6 Partial — 1 5 mins
Gini = 1 — (2/6)2 — (4/6)2 = 0.444 Complete - 2
4. Support — fraction of transactions that have both X 1+1=2 S mins
and Y.







Confidence — measures how often items in Y
appear in transactions having X

Part B (2Q x 6M = 12Marks)
QNo Scheme of Marking Max. Time
Solution required for
each Question
5. Cy ={{1,2,3,4}}. The {1,3,4,5} cannot be a | Results of Join step ---- 2 marks 5 mins
frequent itemset, since one of its subsets Results of Prune step ----- 2
{1,4,5} isnotin F; marks
Justification---------- 2 marks
6. Ly Re-arranged TDB 2+ 3+ 3 =6 marks 10 mins
Item | Support
count
A |2
B 3
C 3
E 3
Items
TID
1 C A
2 BCE
3 BCEA
4 B E
FP Tree







Part C

(2Q x 10M = 20 Marks)

No

Solution

Scheme of Marking

Max. Time
required for
each
Question

a)Ent(S) = 0.95443

b)For attribute ‘Hair’:

Values(Hair) : [Blonde, Brown, Red]

S =[3+,5-]

SBlonde = [2+,2'] E(SB]onde) =1

SBrown = [0+,3'] _ E(SBrown) =0

Sred = [1+,0-] E(Sred) =0

Gain(S,Hair) = 0.95443 — [(4/8)*1 + (3/8)*0 +

(1/8)*0] = (.45443

For attribute ‘Height’:

Values(Height) : [Average, Tall, Short]

SAverage = [2+,1'] E(SAverage) =0.91829

Stan = [0+,2-] E(Stan) =0

Sshort = [1+,2-] E(Sshort) = 0.91829

Gain(S,Height) = 0.95443 — [(3/8)*0.91829 + (2/8)*0

+(3/8)*0.91829] =0.26571

For attribute ‘Lotion’:

Values(Lotion) : [Yes, No]

SYes = [O+,3-] E(SYeS) =0

Sno = [3+,2-] E(Sno) = 0.97095

Gain(S,Lotion) = 0.95443 — [(3/8)*0 + (5/8)*0.97095]
=0.01571

Hence root node is ‘Hair’.
¢) Root node = Hair

Hair = red then leaf node is “YES”
Hair = brown then leaf node is “NO”
Hair = blonde then decision is not clear

a) Ent(S)=2M
b) Gain of each
attribute 3x2=6M
Root node = 2 marks
c)tree after first iteration
= 2 marks

10 mins

PREDICTED CLASS

Class = Yes Class = No
ACTUAL | Class=Yes | TP FN
CLASS
Class = No FP TN

a)
b) Accuracy = 150/165 = 0.91
Precision = TP/Total Yes =100/110=0.91

2+3+5=10M

10 mins
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PRESIDENCY UNIVERSITY
BENGALURU

GAIN MORE KNOWLEDGE
REACH GREATER MEIGHTS

SCHOOL OF ENGINEERING

END TERM FINAL EXAMINATION
Semester: Odd Sem. 2019 - 20
Course Code: CSE 307
Course Name: DATA MINING
Program & Sem: B.Tech (CSE) & V (DE-I)

Date: 20 December 2019 .
Time: 9:30 AM to 12:30 PM
Max Marks: 80
Weightage: 40%

Instructions:
() Read the all questions carefully and answer accordingly.
(i) Write the answers legibly.

Part A [Memory Recall Questions]

Answer all the Questions. Each Question carries 2 marks. (10Qx2M=20M)
1. Identify the type of attributes in each of the following cases as nominal, ordinal, interval or ratio.
a) Weight b) Gender c) Position in class d) Age in Years
(C.0.No.1) [Knowledge]
. Define Data warehousing. (C.0.No.1) [Knowledge]
. A certain attribute called “Marks” in the data set has values 4, 8, 15, 25. It is required to
transform these values using Z-score normalization where the mean is 13 and standard
deviation is 7.96.what are the transformed values of “Marks”. (C.0O.No.2) [Knowledge]
. Differentiate between Mutually exclusive rules and Exhaustive rules. (C.0.No.2) [Knowledge]
. Define anti-monotone property (aprori property). (C.0.No.3) [Knowledge]
. What is training set and test set? (C.0.No.3) [Knowledge]
. Mention any two requirements of clustering in data mining. (C.0.No.2) [Knowledge]
. Calculate Minkowski distance for the following points p(3,2) and q(4,6).
‘ (C.0.No.2) [Knowledge]

w N

O~ O N

9. Define Web mining.
10. Define Text Mining.

Part B [Thought Provoking Questions]

Answer all the Questions. Each Question carries 10 marks.

(C.0.No.3) [Knowledge]
(C.0.No.3) [Knowledge]

(3Qx10M=30M)

11. Using Naive bayes classifier from the given training set predict the class of the test set:
Test Set =Sample x = {Green,Nonveg,Indian}

(C.0.No.2) Comprehension]

Order Box Color Type Origin Pays or Not
(class)

1 Green Veg Indian Yes

2 Green Veg Indian No

3 Green Veg Indian Yes

4 Red Veg Indian No
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5 Red Veg Mexican Yes
6 Red Non-veg Mexican No
7 Red .| Non-veg Mexican Yes
8 Red Non-veg Indian No
9 Green Non-veg Mexican No
10 Green Veg Mexican Yes
12. a) Explain the KDD process with appropriate diagram. (C.0.No.1) [Knowledge]

b) Using Min Max normalization find the normalized value for the attribute height (cm) in the
range (1, 2), given the value of attributes are: 65cm, 40cm, 85cm, 72cm, 50cm.

(C.0O.No.2) [Comprehension]

13. Perform K mean clustering for the given data points. Consider K1 (92, 36) and K2 (85, 28) in

the beginning. (C.0.No.2) [Comprehension]
Data Point Length Breadth
1 92 36
2 85 28
3 84 30
4 89 34
5 91 36
6 94 38

Part C [Problem Solving Questions]

Answer both the Questions. Each Question carries 15 marks. (2Qx15M=30M)
14. For the given proximity (Distance) matrix, perform agglomerative single link hierarchical
clustering and represent the cluster using Dendogram. (C.O.No.3)[Application]
M1 M2 M3 M4 M5

M1 0

M2 18 0

M3 6 14 0

M4 12 10 18 0

M5 22 20 4 16 0

15. Form the following customer details create a decision tree using information gain.

Customer | Age Group Income Credit Range Class

No. Buy computer
1 Young High Weak Yes

2 Senior Low Weak Yes

3 Young High Weak Yes

4 Young High Weak Yes

5 Young Low Weak No

6 Young Low Strong No

(C.O.No.3)[Application]
Page 2 of 2



SCHOOL OF Engineering

BEACH GREATER HIIGHTS

Extract of question distribution [outcome wise & level wise]

END TERM FINAL EXAMINATION

Memory recall Thought
Q.NO | C.O.NO| Unit/Module type provoking type Problem Solving | Total
(% age Number/Unit [Marks allotted]| [Marks allotted] type Marks
of CO) | /Module Title | Bloom’s Levels| Bloom’s Levels | [Marks allotted]
K C A

1 Unit 1 2

2 Unit 1 2

3 Unit 2 2

4 Unit 2 2

5 Unit 3 2

6 Unit 3 2

7 Unit 4 2

8 Unit 4 2

9 Unit 5 2

10 Unit 5 2

11 Unit 4 10

12 Unit 1,3 5 5

13 Unit 2 10

14 Unit 5 15

15 Unit 4 15
Total Marks 25 25 30

K =Knowledge Level

Note: While setting all types of questions the general guideline is that about 60% Of the
questions must be such that even a below average students must be able to attempt,

C = Comprehension Level, A = Application Level

About 20% of the questions must be such that only above average students must be




able to attempt and finally 20% of the questions must be such that only the bright
students must be able to attempt.

| hereby certify that all the questions are set as per the above guidelines.
Faculty Signature:

Reviewer Commend:

Format of Answer Scheme

__;,? SCHOOL OF ENGINEERING

==
o= SOLUTION
Semester: 2019-2020 Date: 20 Dec 2019
Course Name: Data Mining Max Marks: 80
Program & Sem: CSE,V Sem Weightage: 40 %
Part A (10Q x 2M = 20Marks)
QNo Max. Time
Solution Scheme of | required for
Marking each Question
1 a | Ratio - 0.5M
b | Nominal Roreuch 3Min
C | Ordinal
d Interval
2 DataWarehouse: A Data warehouse is an integrated, subject-oriented 2M 3Min
and time variant repository of information in support of management’s
decision making process.
-1.13, -0.62, 0.25, 1.50 0.5%*4=2M 4Min

Mutually exclusive rules
e Classifier contains mutually exclusive rules if the rules are
independent of each other
: 2M
e Every record is covered by at most one rule

Exhaustive rules (0.5 for AMin
e Classifier has exhaustive coverage if it accounts for every each
possible combination of attribute values difference)
Each record is covered by at least one rule
Any nonempty subset of a frequent itemset must be frequent 2Mm 2Min

Training set is the information used to train an algorithm. The
training data includes both input data and the corresponding
expected output. Testing data, on the other hand, includes only M




input data, not the corresponding expected output. The testing

(1+1) 3Min
data is used to assess how well your algorithm was trained, and
to estimate model properties
7 «  Scalability (Any two) 2M 2Min
+ Able to deal with noise and outliers (1+1)
8 2M 3Min
am
formula
1M Ans)
9 Web Mining is the use of the data mining techniques to 2M 3Min
automatically discover and extract information from web
documents/services Discovering useful information from the
World-Wide Web and its usage patterns
10 | Text Mining is used to extract relevant information or knowledge 2M 3Min
or pattern from different sources that are in unstructured or semi- Vs
structured form.
Part B (3Q x 10M = 30 Marks)
Max.
Q Solution Scheme of | Time
Marking required
No for each
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Data Mining Steps in KBD

Evalustion S

& Present Kniovsledge

Data Mining

P L Patterns

Seiection and { T ‘
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Cleaning and .

Integration Datawarehouse

Data Cleaning :Remove noise and inconsistent data

‘Data Integration :Multiple data source combined

Data Selection : Relevant data for analysis is retrieved

Data Transformation : consolidation, aggregations, summary
Data Mining : intelligent method to extract interesting patterns
Pattern Evaluation: Truly interesting patterns.

Knowledge Presentation : Visualization (charts),

5M

13Min

NIV A = A0
G5 TMGr s = RS
110 . NeudI U, = A
bfg) B YICad vty 7 ok
i 5M 13Mins
T N
12 o) = 65 = ,g?_ém(” S (1) s = "85
b) . o O p = &
b) o = \l(i_,wlt“i Can ~ A - .
> TN
cHes . B SN0 (1) 4y T S
& = =
e Ha-Lo (o o so= T
CQV> ’} =2 = i‘ﬂb o
g) S0 - {.‘)“iji O (g | = y - 2
Ly 557
13 N -

(€52

NN N iy S Voo =

b

\ o T
| W =
< R e 2
I 204D Conilno ot \ém't P ==
/" - Yz - e

4 - [ - .
a3, 2.6 ) Cgaem 25y T .
K2e.= {  RE=x 30 2R Y o
. = 4 [ T
K= (Rea- = , =23 )
.Q\.g)\ *}’7&1}\1\/\‘ (Y ¢ ?f\io{,. Dy g Y .
Y o [ CHD 0= ¢ Do —2Ha - _
i\\ —- D - D —
| LS § G =
- S E i o T T D [
RS Qfs‘iﬁ’\*' N Q}; o\

10M

26Mins




U ik =

= O, ey
= WVES O S: e A= J?‘C_:(l SO =DTA (RS ) T

j:\u :skf:» Qo

, = TR e
SN

T

B G VI W e S

CocNsat oh

c.‘)(\bcﬁ..va> AN S

(B2 ao%0
. TR

Y A . o

e <, S ..(\53\ 1= —

= 0T, 2 D -
Pocnde. s A 38D I
e . RO R A ‘;} AN =2t ;l‘-w\r( BN .
“““ I e - T
J \/I Y- .

BT A BTN

R P L2 a0 .
=
e SEN—— ? 2 A2
PartC (2Q x 15M = 30Marks)
Max.
Q Solution Scheme of | Time
Marking | reduired
No for each
Question
R Y \ Ao rM ol s
el V- " U ——
14 RSH W= Moy i S
msl_e ot —
Myl 2 1 i \ R = —_
el oz W20 I T A A
T - i e R T =S N P -y
aX D .
: i V edt | yAs e, EENIETE 15M 35M|n
i LD ﬁ
! M2 b IR L o T_ } ,,,,,,,
Coizpisth & 4 x4 o | i
DT RN U NI W T =
i A L T mawasy | v
! PN T T TR VE G W E STV -
| S S e
A P
]

AN ra xa sy

i LA (e a2 043 of (rz pds 2 )
= vkon, O 14y 207
=  ]A4%

¥ i { pany [ ez tas) )
_{_w ,,,,,,,,, = vdm [y =) L ob (Mu, ks D ]

A — sl Yoy {2 . & )

Iy = 1

! -
Jida mhdee aloove vakedd x edvbumresn T
E_.Sa_b‘ﬂ?:;'\/ls s’ TG, 3 e b

' Scanned by CamScamner




T s
¢ .

. ﬁv{b,u.;(e,\_‘l» 1 ﬂ’l‘a’fj" (\—{Q;b\h(“ LU loe ' S
e VU MUNMEMS T e ]
vzl T o B

M2 14 )
RN = 10 <

= DTG e as) )
= oada Ul (2 v Ao M2, diMams)

s (N8, 1, SRe )
= )y -
A= o (v (s, M2, Ms) )

bz o A LMD, ey p ) EICSIVES |
= _envimy (A2 V8, V4 )
. = 12

AQC%Z"T\ a8 Okden  clboosing yritnimanng  Le, 1D

T T AT . L M0 lML@j eidld
e ovno a olaaalea .

CMiMas | L2 1Y
L1 113M5] o
Fef2rmnT] Vo2, ()

A_LrriMamsT T wan 1)

— _weenld Ltz X L) A LMEM2Y) |, ol (vimsy)
3 A2 s A {vAaspay) ]

= paim (IR 4 20,02, 0% 16)

i vl s V5

i ?fq—\a‘iikj sl 2. So dart ¢ LAA)&___L.MJMS Mﬁ!\ﬁ_z’}]ff—)

T

&

b
pu 99

&
fvomamerent
F
#

-

A o

b,

Mz NE

Z

=<
S
z—d-‘"““_’
n




’v(/

R Aobyleon ‘ ' ;
02 iz |
Goash i Wn f-fjg nu/b n;m;m ca Lk\'{ Nzcij A xur,(f;\ l,-V//_ ,/
4 - W\.n«(% [ N *‘3 . (IR - -
< | 3 ;
2 L areyer >J.(u.‘ }f ldnxf‘\ . 7es b
i) \(.mLU\t? /’ Yo }\“ PNTOVS - Fhas i
* b \h\un . ;’ l{c3£~ | Laeak {[ B \/oc - ;i“v
VS' Mo ] L@( z[ S dendl - i} - Z*—f@ : : SR
I A‘Y«“V(\\j i Aessa Ehé!r[ﬁ;? i IIRAGS g R

Eﬂ_ﬁ% (= = bz @Cj
| z:fi{;‘“\éq R () - (a} 57&} (2

> - 15M 35Mins

"m[z{ntm/)x = O C]}S’? 1 -

ad - Ll e

. }‘D”‘o’ P{Jd\f\\f)b\_{o 5&% [)Tnu{:)

N Kﬂfaw@l% {ﬂm LX%/ e T .
Ty = 9 3 ‘:'_3 B . L i A ..“'
G T 2o <5- fi;%’fl’?ﬁ

e T oebin, f,@iﬁ = O czé6 R
E o=l [ \ X.0: qﬁé =+ r;DBXD

AN TEC N gy

L -0 8%52% wﬁ%~~w .

“E s pegen -«w‘m«-mm«_-w»g

C{ = D-d182- 0 ooq
Cian. [5 J:‘!%Q/({n\x_}bb EL O YD

F‘?-‘”l Silibrcth. Tcome. '_

Qisk| > \ o 0,71 SO o= &\moxtm ~Lie LC,L) -
), 2) .

B L P O Y O

~

- - - TPl

= = f\*l\xoqza +D
. ( - L*"L J) i s - - - e e ot

-

B B O*HE?—,— 1
@(mm — . O-qIBZ. O UusS F
(am/q imm\» o Ll | :

° Fox_ odd fouﬁ" e;,o(ﬁ k- Ka&v\aﬂ

) Cf\d 2 i) T \‘ 7 \ (

e ' A = — 1 les L '7.(' Adee ]

\;x::y)& oy 1o\ i 5 0 5 ). Es")a(j”?
( ' T '




E.= (;.}\;}-L \) v 020 -0
(ol —oars o
C(Q/b\f\ <w ;CW‘ ht&) D \ 5) B k

LJ\CLM/\ (5> ﬂ%ﬁ (\Tc«{»jf O N2 e T
> {C’w\/\ (e, N eepne) = O U\CD\ e
C\ I Ass CS (s SZ\_c\m‘g: {7 {,\/»\5(7 'ON \ g ) e . -
T IR . e 1@
So. & ALY ) e vu ae}w) AT A
E PSD {a”xiilamm Lo lee Jb.te. Doseamdd olenad. .
C‘Js m’t t\‘»ooh‘ . R : e

A At RSeR. oxe W.QS N 50, At ol
‘}: %k\-’\&% C,QM\\R*\

}Mk«mf\ Ine ome o Low we g ack ;_{W line
_Dne. 0\)(2/\\}& k&m f%zcm\mﬂ S0 10 Ly d

}{ \Qmj Hat AL':»MO@/%_.‘ weujd/\ Q@&P@@& Jo Jow

m W0 W’h\oé&i R ] -

amsm 'Acmcmnu%@ “Emm\ Cvech&ﬁamp) Cm;a
9 | alier Louu \ \)ml«
5 ,,;ﬁ.»%@km‘%’ \ neak - \\50
|

dourge LDLO (C%\%m'\g _NB
f:@'ai?;ﬂﬁt@ﬁsts Lb) 3Hupe, 3*}\ =4
By = ] JL@;;,'/}X — A Gse.l2\
_ > 0 \>) 3 \»




‘;T oy \(\\it}‘; L)L\ t*Q' /\8&7 (!‘fr@ 1_({) .

”j:,(,#j‘;'QCLf_u,\ e oo - e

For SIS hute | Gredit fasge’ -
F;c@«} ;’J.f J5 |+ T : - S — -

weelt [ ) J3 J 4] T = —
swoe (O [ o | R YT
g e

- G [ :2_\ 7){ B

e = LEE— PG L

T T R -

) [f i (§ R g~ e o S5 E /] i e ’“Mvv

N e

So 7&?‘7’1&( Aeclsion  Hue il be i

@‘Qﬁl{ V é&lo W ) , :

CPeplompsy







	CSE 307 DATA MINING
	CSE 307 DATA MINING 
	CSE 307 Data Mining (DE-I)

