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PRESIDENCY UNIVERSITY
BENGALURU

SCHOOL OF ENGINEERING

TEST 4
Sem & AY Odd Sem 2019-2¢ Oate: 28.08.2018
Course Code: CSE 404 Time: 5:30 10 10:30 AM
Course Name: SOCIAL NETWORK ANALYTICS Max Marks: 40
Program & Sem: B.Tech & VIi CE Weightage: 20%

instructions:
(i)  Aead the quesiion properly and answer accordingly
(i} Question paper consists of 3 parts.
(§)  Scientific and Non-programmable calculsiors are parmitied.

Part A [Memory Recall Questions]

Answer all the Gueslions. Each Question carries six marks. (30O xeM=18M)
1. Define ‘'density’ of a network with suilable example (C.O.NG.1) [Knowledge]

2. Describe the steps to compute Eigen vector centrality of a node in a network graph.
(C.O.NO.1) [Knowiedge]

3. Stale the differences between walks, trails and paths in a network graph with proper

Hlustration. (C.O.NG.1) [Knowledge]
Part B [Thought Provoking Questions]

Answer both the Questions. Each Question carries five marks. {(ZOxEM=10M)

4. 'Closeness central ‘fy measures gfobas position of a node, whereas degree centrality
captures such position locally’ — review the statement.
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tigenvector ceniralily overcomes one imporiant drawback of other centrality
measures-discuss.
(CO.NG 1) [Comprehension]
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Pari C [Problem Solving Guestions]
Answer both the Questions. Each Question carries six marks. {(20x6M=12M)

8. interpret the network data of the following directed graph (Figure 1) in the form of an
edgeiist and an adjacency matrix. (C.O.NGC.1} [Application]

Figure 1

7. For the following network graph {Figure 2), compute Betweenness for node 2 and node
3‘ {C.C.1) [Application]
A
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Figure 2



SCHOOL Cr ENGINEERING

TEST -1

Semester: Vi Date: 28.09.2019
Course Code: CSE 404 Time: 9:30t0 10:30 AM
Course Name: Social Network Analytics Max Marks 40

Program & Sem. B. Tech & VI Weightage 20%

Extract of question distribution [outcome wise & level wise]

¥ g ‘l' N 1

| Memory recall Thought

| type ~ provoking type |
Unit/Module P b 9P - Problem Solving = Total

Number/Unit [Marks allotted]i [Marks allotted] | type ‘ Marks
Q.NO | C.O.NO ': | ; i

| : ! ! ,
! /Module Title ’ Bloom'’s Levels! Bloom's Levels | (Marks allotted]
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‘T W;_(:EDT m‘"!’\f/ib"d'u'lé? ~ los [ - A ’ T 6
2 CO1 | Module 1 EOBE— e f”“f"*'w”‘“fw“wz"“'é ﬁ
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~ I Total | ' 18 10 12 40
5 Marks | | f i |
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K =Knowledge Level C = Comprehension Level. A = Application Level
Note: While setting all types of questions the general guideline is that about 60%

Of the questions must be such that even a below average students must be able to
attempt, About 20% of the questions must be such that only above average students must
be able to attempt and finally 20% of the questions must be such that only the bright
students must be able to attempt.

[l hereby certify that All the questions are set as per the above guide lines. Mr. Tapas
Guha |

Reviewers’ Comments
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Semester: Vi

Course Code: C5E 297

Course Name: Social Network Analytics
Program & Sem: B.Tech & Vil

SOLUTION

Date: 28.09.2019
Time 930 to 10:30 AM
Max Marks: 40
Weightage: 20%

Part (30~ OM = 18 Marks)
Q | o " Max. Tim
No Solution Scheme of l}’(iﬁ”’t‘d
Marking . loreach
L ] . Question
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connected the connections of that node are. as in case of clation
ne[\/\m‘}\ or “Friend ol a Fricnd concept’. chave w explain a
tittle). This is not taken into account by degree. behweenness |

4 omarks or

discussion

marks

pasic | O mins
+ 4
for

compuiationad

steps.

o

R ntarks

difference

(20N M

)
i ﬂlustmtzon.
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for | 6 mins
+ 3

“marks for proper |

= [} Marks)

Scheme E'

Murking

review.

P& i Cigetiveclol cenitrdlity
| |
] I - Suggested by Bonacich {1972
% | - Problem what if the node has high cegree dut all of is
| % connected to the r r dant cenrality
! ) connected your <
¢ ;
‘; ‘ - Eigenvecic T
. | othars v
© Tigenvecion centralily Measure .5 Dase? 00 walns
- Starts by assigning centrality score of 110 ali nodas vi = 1 rar all o
+ Recomputes scores of each node as waighted sum of centraliues of all nodes o
a node's neighborhood: vi = Xijpvj
- Normalizes v by dividing each vatue by the larqest value
» Repeat sleps 2 and 3 until values of v \'”w changing
3 o S o
:, 0
3 W
« Walk {nodes and edges can be fLL*t‘dLr"’i
L GLES LD The SR TS o
|
Part 8
Q No
SoleiiGi
4 Degree is a node-level metric describin mng o the number of nodes f
adjacent to each of the nodes (or the number of links each node !
has). In directed networks. one also distinguishes in-degree
(number of incoming ties) and out-degree (number of outgoing -
ties). A self-loop (ie. retweeting one’s own tweet in oa
communication network) contributes 2 1o the degree as it
Fcounts 1 tor both out-degree and tor + | in~degree.
g - Thus it captures data local to that particular node.
Farness is a sum of geodesic distances from each node to all the
other nodes in the network. so the metric shows how far cach -
node is from all the others
- Closeness 1s nverse of farness. so i captures how close the
- node is to all the others. thus making it a global measure,
Naturally. Closeness measures global position of a node.
whereas degree captures such position locally. i
5 The centxdim of a node should be defined by how well-

i mark
cach centrality
+ 3 for proper
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required for
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- Betweenness for node 2: compuiniion
. one geodesic from 1 to 4, and goes througnh 2 >
I T

* one geodesic from 1 to 3. and goes via 2 -> 171
« two paths from 1 to 5. and both through 2 > 2/2

4

* two paths from 4 to 3. but only one via 2 -> 1:2
Betweenness for node 2

“ —
i 3

o sum{TI+ 11+ 2/2+1/2)=3.5
. Betweenness for node 5:

- Sum (01 (for path from 7 to 4) +0.1 (for path from 3
to 1) + 1/2 (for two paths from 3 to 4) + 0 (for all
other paths that alsc do not go through node 5. and
henice this fraction would equal to 0y = 0.5,

[ SUUN S - - B - e e e
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PRESIDENCY UNIVERSITY

= BENGALURU
A —
‘&m“wm SCHOOL OF ENGINEERING
TEST -2

Sem & AY: Odd Sem 2019-20 Date: 20.11.2019
Course Code: CSE 404 Time: 9.30 AM to 10.30 AM
Course Name: SOCIAL NETWORK ANALYSIS Max Marks: 40
Program & Sem: B.Tech (CSE) & VIl Sem Weightage: 20%

Instructions:
()  Read the question properly and answer accordingly.
() Question paper consists of 3 parts.
(i)  Scientific and Non-programmable calculators are permitted.

Part A [Memory Recall Question]

Answer all the Questions. Each question carries six marks. (3Qx4M=12M)
1. Explain Cliques with relevant example. (C.O.NO.2)[Comprehension]
2. Explain k-clique and k-club reachability in a network graph. (C.O.NO.2)[Comprehension]
3. Explain the concept of Affiliation networks. (C.0.NO.2)[Comprehension]

Part B [Thought Provoking Question]
Answer both the Questions. Each question carries five marks. (2Qx6M=12M)

4. Explain the method of finding maximum clique in a given network with relevant example.
(C.0.NO.2)[Comprehension]

5. Discuss the Edge Betweenness and vertex similarity, name 2 similarity measure.
(C.0.NO.2)}[Comprehension]

Part C [Problem Solving Questions]
Answer both the Questions. Each question carries six marks. (2Qx6M=12M)

6. Apply the Clique Percolation Method (CPM) algorithm to detect at least two communities from
within the following network. Assume the input parameter k = 3. (C.O.NO.2)[Application]

Page 1 0of 2



7. Wirite the homophily test algorithm. Apply the Homophily Test algorithm to check for any
evidence of homophily in the following heterogeneous network graph.
(C.0.NO.2)[Application]

Page 2 of 2



SCHOOL OF ENGINEERING

GAIN MORE KNOWLEDGE
REALH GREATER HEIGHTS

Semester: VIl

Course Code: CSE 404
Course Name: Social Network Analytics
Program & Sem: B.Tech & VI

TEST - 1i

Date: 20-11-2019
Time: 9:30 to 10:30 AM
Max Marks: 40
Weightage: 20%

Extract of question distribution [outcome wise & level wise]

Memory recall Thought
type rovoking type
Unit/Module P P JuP Problem Solving | Total
Number/Unit | [Marks allotted]| [Marks allotted] type Marks
Q.NO CONO
/Module Title | Bloom’s Levels| Bloom’s Levels | [Marks allotted]
K| C 1l A K C A K C A
1 CcO2 Module 2 - 04 | - 4
2 CO2 Module 2 - 04 | - 4
3 CO2 Module 3 - 04 | - 4
4 CO2 | Module 2 - 06| - 6 o
5 CO2 Module 3 - |06 | - 6
6 CO2 Module 2 - - 08 |8
7 CO2 Module 3 - - 08 |8
Total 12 12 16 |40
Marks

| hereby certify that all the questions are set as per the above guidelines. [MR
SATHISHI KUMAR]






Semester: Vil

Course Code: CSE 297

Course Name: Social Network Analytics
Program & Sem: B.Tech & VI

Annexure- II: Format of Answer Scheme

_;{7 SCHOOL OF ENGINEERING

S PR,

g - SOLUTION

GAIN MORE KNOWLEGGE
AFACH GREATER HEIGHTS

Date: 20-11-2019
Time: 9:30 to 10:30 AM
Max Marks: 40
Weightage: 20%

Part A (3Q x 4M = 12 Marks)
Q Max. Time
No Solution Scheme of required
Marking for each
Question |
1 Definition=1 6 min

Cligue: a maximum complete subgraph in which all nodes
are adjacent to each other

) i Y e : 3 }
L5} AT
Lo LA %‘”’&}4 Nodes 5, 6, 7 and 8 form a clique
B v 4
/ 2

NP-hard 1o find the maximum clique in a network

Straightforward implementation to find cliques is very
expensive in time complexity

Graph =2
Solution=1







2 HE . : Describing =1 6 min
Reachability : k-clique, k-club 8
Graph =1
. ) Solution=2
Any node in a group should be reachable in k hops
k-clique: a maximal subgraph in which the largest geodesic
distance between any two nodes <=k
k-club: a substructure of diameter <=k
2 4 . )
Cliques: {1, 2, 3}
1 6 2-cliques: {1, 2,3,4,5},{2,3,4,5, 6}
3 5 2-clubs: {1,2,3,4},{1, 2,3, 5},{2, 3,4, 5, 6}
Commonly used in traditional SNA
Often involves combinatorial optimization
3 1t . Definition=2 6 min
Affiliation Networks: a.k.a. two-mode network
Example=2
Affiiation netviorks are exampies of a class of graphs calied bxpam‘te qraphs
Hamely, nodes can be divided into two sets 10 Such a way that every edge connedts a node n
one set to 3 node w the other seb. {In other words, there are no edges joinuing a pair of
nodes that belong o the same sat 3k edges go betwean the tio sets.)
Affiliation networks represents the participation of 2 set of propls n a set of
oot
Part B (2Q x 6M = 12 Marks)
Q Scheme of Max. |
No Solution Marking Time j
required |

for each
Question |







Maximum Clique Example

NS TN 3
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* Suppose we sample a sub-network with nodes {1-9} and find a
clique {1,2, 3} of size 3
» Inorder to find a clique >3, remove all nodes with degree <=3-
1=2
~ Remove nodes 2 and 9
- Remove nodes 1 and 3
- Remove node 4

Example=3
Algorithm=3

8 min

Clustering based on Vertex Similarity

¢ Apply k-means or similarity-based clustering to nodes
» Vertex similarity is defined in terms of the similarity of their
neighborhood

+ Structural equivalence; two nodes are structurally equivalent
iff they are connecting to the same set of actors

Nodes 1 and 3 are
structurally equivalent;
So are nodes 5 and 6.

» Structural equivalence is too restrict for practical use.

Edge Betweenness

»

The strength of a tie can be measured by edge betweenness

Edge betweenness: the number of shortest paths that pass
along with the edge

7N /?: The edge betweenness of e(1, 2} is
Z N‘“‘ 5 /k//\rr/\ 4 (=6/2 + 1), as all the shortest
[ i “"‘{ 4 W“T 1) paths from 2 to {4, 5, 6, 7, 8, 9}
1 L?\J have to either pass e{1, 2} or e(2,
"‘”““\fi /" 3), and e(1,2) is the shortest path

between 1and 2

* The edge with higher betweenness tends to be the rldg

Vertex
Similarity =2
Edge
Betweenness=2
Similarity
Measures=2

10







Vertex Similarity

* Jaccard Similarity Jaccardic,. v = ;\
Closinele, o)) BYIARY)
. s . . kS D R B
Cosine similarity 1 AN

e ORI AN
/7 o =

o A N 7
{\ %} A //’: . { //_.,ﬁfl/ /\1/
{\8/}/ \/’J\\’// I
e, “"‘.\‘6/‘ (2,1

i
,/(i('(’(ll‘(/{ i. (;} mE e

costne(d,6) =

Part C

(20Q x 8M = 16 Marks)

Q No

Solution

Scheme of Max.
Time
required
for cach
Question

Marking

CPM Example

Cliques of size 3:
{1,2,31,{1, 3,4}, 4,5, 6},

{56,754 1{5,6,8), (5,7, 8],
{6,7,8}

N
o s\\{4. 5, 6) /}--w v
o {r2y) (56

Communities: \_,T/ ‘} P /\ \

{1; 2/ 3; .4} : i ‘/(;,6,{%“_,%}__‘,___/{5' . 8}\

4; 5 6 7 ; 8 \\mm ) /f é \\.\"
{_ M } /l\v \K ‘ N //f

13, 4\ N

Algorithm =4 | 12 min

Example=4







Homophily Test: If the fraction of heterogeneous
(cross-gender) edges is significantly less than 2pg
then there is evidence for homophily

\

/

\D

Cross-gender edpes:
50 18

PERTLCEWIES
9173

1t no homophily, #f of
cross-gender edges
should be 2pg - 479
8outof 18

= Lvidence of
homophily

Algorithm=4
Test=4

12 min







SCHOOL OF ENGINEERING

END TERM FINAL EXAMINATION

Semester: Odd Semester: 2019 - 20 Date: 30 December 2019

Course Code: CSE 404 Time: 9:30 AM to 12:30 PM
Course Name: SOCIAL NETWORK ANALYSIS Max Marks: 80
Program & Sem: (CSE/ECE/EEE) & VI (OE-1)) Weightage: 40%

Instructions:
(i)  Read the question properly and answer accordingly
()  Question paper consists of 3 parts.
(i)  Scientific and Non-programmable calculators are permitted.

Part A [Memory Recall Questions]
Answer all the Questions. Each Question carries 3 marks. (5Qx3M=15M)

1. Define ‘degree’ of a node in a network graph with proper example.  (C.O.No.1) [Knowledge]
2. State the differences between walks, trails and paths in a network graph.
(C.0.No.1) [Knowledge]

3. Describe the concept of Affiliation networks. (C.0.No.2) [Knowledge]

4. State the differences between Content based recommendation and Collaborative filtering
with relevant examples. (C.0O.No.3) [Knowledge]

5. List the challenges of recommender systems. . (C.0.No.3) [Knowledge]

Part B [Thought Provoking Questions]
Answer all the Questions. Each Question carries 5 marks. (7Qx5M=35M)

6. Explain the concept of Eigenvector centrality of a node in a network graph. Describe the steps
to compute the same. (C.0.No.1) [Comprehension]
7. Discuss Cosine and Jaccard similarity measures with relevant example.
(C.O.No.2) [Comprehension]
8. Explain the method of finding maximum clique in a given network with relevant example.
(C.0.No.2) [Comprehension]
0 Nicriics the Sehellina model of seareaation with proper illustrations. State its utility.



(C.0U.No.3) [Comprehension]
Part C [Problem Solving Questions]
Answer all the Questions. Each Question carries 10 marks. (3Qx10M=30M)

13. Apply the Clique Percolation Method (CPM) algorithm'to detect at least two communities
from within the following network. Assume the input parameter k = 3.
g
10

(C.0.No.2) [Application]
14. Compute PageRank for pages A, B and C in the following network. Assume Initial rank of
each page to be 1 and damping factor d = 0.85. (C.O.No.3) [Application]

7 3

15. Let us consider the following dataset as ratings of 3 Books B1, B2, B3 by 4 readers R1, R2,
R3, R4. Using the collaborative filtering algorithm

Book No Readers Books rating

241 R1 B1 3
222 R1 B3 2
276 R2  B1 5
273 R2 B2 3
2000 R3 B1 2
229 R3 B2 3
231 R3 B3 1
239 R4 B2 3



END TERM FINAL EXAMINATION

Extract of question distribution [outcome wise & level wise]

Memory recall Thought
Q.NO | C.O.NO| Unit/Module type provoking type Problem Solving | Total
(% age Number/Unit [Marks allotted]| [Marks allotted] type Marks
of CO) | /Module Title | Bloom’s Levels| Bloom’s Levels | [Marks allotted]
K C A

1 CO1 Module 1 03 03
2 CO1 Module 1 03 03
3 CcO2 Module 3 03 03
4 CO3 Module 4 03 03
5 CO3 Module 4 03 03
6 CO1 Module1 05 05
7 Cco2 Module 2 05 05
8 CcO2 Module 2 05 05
9 Cco2 Module 3 05 05
10 Cco2 Module 3 05 05
11 CO3 Module 4 05 05
12 CO3 Module 4 05 05
13 CO2 Module 2 10 10
14 CO3 Module 4 10 10
15 CO3 Module 4 10 10

Total Marks 15 35 30 80




I nerepy certry mat all ine questons are SEt as perl e dbove guiagelnes.
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REACH GBIATER HEIGHTS

Semester: Odd Sem. 2019-20 Date: 30.12.2019

Course Code: CSE 404 Time: 3 HRS
Course Name: SOCIAL NETWORK ANALYTICS Max Marks: 80
Program & Sem: B-TECH & VI Weightage: 40%
Part A (5Q x 3M = 15Marks)
Q Max.
No Solution Scheme of Time
Marking required
for each
Question
1 Degree (Un Directed Graphs)
Number of edges incident on a node .
1.5 for 5 Mins
undirected
graph
The dagree of B is 3 +
1.5 for
undirected

graph




Walk (nodes and edges can be repeated). B -> A-> D -> A (what s passed
through the network goes through the same node A twice, and through edge 3 twice )

Trail (edges can not be repeated but nodes can). A-> D -> E -> A-> B (what
is passed through the network does not use the same edge twice, but passes through node Atwice)

Path (no edges/nodes can be repeated): B -> A -> E -> D (no edge or node is
repeaéed, whatis passed through the network goes through the unique sequence of nodes
and edges)

Affiliation Networks: a.k.a. two-mode network

1.5 for
definition
y 5 Mi
ins
1.5 for
example
Affiliation networks are examples of a class of graphs called bipartite graphs.
Namely, nodes can be divided into two sets in such a way that every edge connects a node in
one set to 3 node in the other set. (In other words, there are no edges joining a pair of
nodes that beleng to the same set; all edges go between the two sets.}
Affdliation networks represents the participation of 2 set of people In 3 set of
. focl,
Assumption: a user’s interest should match the
description of the items that the user should be
recommended by the system. 1.5 for
— The more sirilar the item’s description to that of the Content
user’s interest, the more likely that the user finds the Based .
iter’s recommendation interesting. - ) 5 Mins
Filtering
-+
Goal: find the similarity between the user 1.5 for
and all of the existing items is the core of Collaborative
this type of recommender systems Filtering

1. Describe the items to be recommended

2. Create a profile of the user that describes the
types of items the user likes

3. Compare items with the user profile to
determine what to recommend




termns Recommended

TN [LEEEREa

m i

Collaborative Filtering

«  Match people with similar interests as a
basis for recommendation.

1) Many people must participate to make it

likely

that a person with similar interests will

be found.

2) There must be a simple way for people to
express their interests.

3) There must be an efficient algorithm to
match people with similar interests.

Example of CF MxN Matrix
with M users and N items
(An empty cell is an unrated item)

ftems/ Data Search Data XML
Users Mining Engines Bases

Alex 1 5 4
George 2 3 4

Mark 4 5 2
Peter 4 5

Challenges of Recommender System
+ The Cold Start Problem

« Data

Recommender systems use historical data or information
provided by the user to recommend items, products, etc.
When user join sites, they still haven’t bought any product, or
they have no history.
It is hard to infer what they are going to like when they start on
a site.

Sparsity

3 marks for
writing five
challenges

5 Mins
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Part B

(7Q x 5M = 35 Marks)

Max.
Q Solution Scheme of Time
Marking required
No for each
Question
Problem: what if the node has high degree but alt of its connections are not well-
connected to the rest of the network. Shouldnt centrality be defined by how well- f
6 connected your connections are? 2.5 for
Eigenvector cenfrality = A node is central to the exient that the node is connected to definition 13 Mins
others who are central. +
E«gsenvec:;:)r centrality measulre is basedf(:n wa:}ks. . oo 2.5 for
« Starts by assignin tralit ¢ nodes (vi = ralti .
Y gning centrality score o ‘oa odes (vi o” } . algorlthm
+ Recomputes scores of each node as weighted sum of centralities of all nodes in
a node's neighborhood: vi = xijvj
» Normalizes v by dividing each value by the largest value
« Repeat steps 2 and 3 until values of v stop changing.
Vertex Similarity
7 PN O
+ Jaccard Similarity  Jaeccardie, . o o eyt 2.5 for
o R equation 13 Mins
» Cosine similarity Clomdere Loga 20, ) o NN Y +
2.5 for
example
Sereoerred {4 O }*r:};)‘ = ;
i1 6 i 1
[T E VSRS NS \/;l L4 ¢
8 . . . .
Finding the Maximum Clique
2.5 for 15 Mins
In a clique of size k, each node maintains degree >= k-1 definition +
— Nodes with degree < k-1 will not be included in the maximum clique 2.5 for
Recursively apply the following pruning procedure example

— Sample a sub-network from the given network, and find a clique in the
sub-npetwork.

~ Suppose the clique above is size k, in order to find out a farger clique,
all nodes with degree <= k-1 shouid be removed.

Repeat until the network is small enough

Many nodes will be pruned as social media networks follow a
power law distribution for node degrees




* Suppose we sample a sub-network with nodes {1-9} and find a
cligue {1, 2, 3} of size 3
« Inorder to find a clique >3, remove all nodes with degree <=3-
1=2
— Remove nodes 2 and 9
— Remove nodes 1 and 3
— Remove node 4

There is a population of individuals of two types.

Each individual wants io have at least ¢ other agents of its own type as
neighbors.

Unsatisfied individuais move in a sequence of rounds as foilows in
each round, in @ given order, each unsatisfied moves to an unoccupied cel}
where it will be satisfied (details can differ with similar qualitative
behaviour).

These new locations may cause different individuals to be unsatisfied,
leading te a new round of movement.

Agents placed
randomly in grid

X X|0O
X100 0
X | X X1 X
X110 XX
C |0

Agents are satisfied with their location in the grid if at
least t of their neighbors are agents of the same type.
t = threshold

Note that the grid is now more segregated than before

Previously
satisfied " 0O 0|0
agent no
3gonger X /0|0
satisfied! X X X X X
XX XX
O*

%

Sometimes an agent can’t find a new

location that will satisfy — leave alone
or move to random location

2 for
definition
+ 2 for
example
+
1 for utility

15 Mins
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people of the same sort or with the same tastes and interests will be found
fogether.
»  Your friends are more similar to you in age,
race, interests, opinions, etc. than a random
collection of individuals
«  Homophily: principle that we tend to be similar to our friends
Homophily Test: If the fraction of heterogeneous {cross-gender)
edges is significantly less than 2pg then there is evidence for
homophily

Cross-gender edges:
50f18

s,
\\ p=6/9=2/3
\ G=3/9=1/3
’”‘w«.\%‘ 1f no homophily, # of
7 \\ cross-gender edges
should be 2pg = 4/9 =
8outof 18

~ Evidence of
homophily

2.5 for
definition+
2.5 for
example

13 Mins

11

With the rapid growth of W most of the users use information retrieval toels Fike search engines to find

information from the web.
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There are tens and hundreds of search engines availabie but some are popular like Google, Yahoo, Bing etfe.,
hecause of their crawling and ranking methodoiogies.

The search engines download. index and store hundreds of millions of web pages. They answer tens of millions
of gueries svery day. 5o Wab mining and ranking mechanism becomes very impartant for effective nformation

retrieval.

Before presenting the pages to the user, & ranking mechanisey &5 done by the search engines to present the
most relavant pages af the top and less relevant ones at the bottom.

3 for
architecture
+
2 for
ilustration

12 Mins
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HITS

+ Hyperiink Induced Topic Search{HITS} Algarithm [13] ranks the web page by processing in links and out
links of the web pages. In this algorithm a web page is named as authority if the web page is pointed by
many hyperlinks and a web page is names as HUB if the page poinis to various hyperlinks. &uthorities
and hubs are dllustrated in Figure

= Hubs and authorities are assigned respective scores. Scores are computed in a mutually reinforcing way;
an authority pointed to by several highly scored hubs should be a strong autherity while a hub that
points to several highly scored authorities should be a popular hub.

+ Let ap and hp represent the authority and hub scores of page p, respectively. 8 {p) and | {p] denote the
set of referrer and reference pages of page p, respectively. The scores of hubs and authorities are

calcuiated as follows;

ap == E hip
GEFLPY

2.5 for hubs
+

2.5 for
authorities

14 Mins
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HITS is a purely link-based algorithm. It is used to rank pages that are retrieved from the web,
based on their textual contents to a given query. Once these pages have been assembled, the
HITS algorithm ignores textual content and focuses itself on the structure of the web only.

PartC (3Q x 10M = 30Marks)
Max. Time
Solution Scheme of required for
Marking each
Question

s CPM is such a method to find overlapping communities

-1 t . .
ned 5 for Algorithm 20 Mins
* A parameter k, and a network ;
— Procedure

= Find out all cliques of size k in a given network § for Calculation

+ Construct a cligue graph. Two cligues are adjacent if they share k-1

nodes
« Each connected components in the clique graph forma
community
g
10
2 5 7 Cligues for k=3:
1 {1,2,34{1.3,4).{2,5,6}.
{5.6,7}.{5.6,8), {6, 7,8},
{5,7,8),{5.7,9}
a 4 8 B
K-cligue Communities: {258 {1.2,3}
{1,2.3, 4
{2‘ 56,78, 9} BETY BER
&9 {1.34}

{8,7.8) {6,7.8}




So
PR{A)=0a5 +0.85 = 1/2

PR(B} =0.15 + 0.85 x PR(A} + 1/2
PR(C) = 0.15 + 0.85 « PR(B)

By solving the above system of linear equations, we get

PR{A) = 0.575

6 for Calculation

PR(B)=113
PR{Ci=111
15 | i)

BiIB2B3 ,
R13 2 2 3for-l'\-llatr|x
R2> S 3 9 3 for Book-Book 20 Mins
“os st Similarity Matrix
R32 3 1 +
4 for predicting
R4 7 3 2 ratings

ii)

Bl B2 B3
Bl 1 1 099
B2 1 1 078
B30.990.78 1
iii)

Bl B2 B3

R1 3 2.56 2
R25 3 411
R3 2 3 1
R425 3 2
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