PRESIDENCY UNIVERSITY
BENGALURU

SCHOOL OF ENGINEERING

TEST 1
Sem & AY: Cdd Sem. 2018-2¢ Date: 01.10.201
Course Code: ECE 218 Tirme: 8:30AM fo 10:30AM
Course Name: INFORMATION THEORY AND CODING Miax Marks: 40
Program & Sem: B.Tech (ECE)} & Vil Weightage: 20%

instructions:
{. Question paper consists of 3 paris.
it. Scientific and Non-programmabile calculators are permiited.

Part A [Memory Recall Questions]
Answer all the Questions. Each Question carries four marks. {3Qx4M=12M)

1. A binary scurce is emitting an independent sequence of ‘0’s and ‘“1's with probabilities
o and 1-p respectively. Tabulate the source entropy H(S) versus probabilities.

(C.O.NQ.1) [Knowledge]

2. A discrete source emits one of six symbols once every miili-sec. The symbol

probabilities are 1/2, 1/4, 1/8, 1/16, 1/32 and 1/32 respeciively. Find the average

information rate and also express H(S} in nats/symbol. (C.0.NGC.1) [Comprehension]

3. State Shannen's first theorem. Define average length of the code?

({C.O.NQ.1) [Knowledge]
Part B [Thought Provoking Questions]

Answer both the Questions. Each Question carries sight marks. {(2Ox8M=16M)

4, A zero memory source has a source alphabet S = {84, 85, 83} with P={1/2, 1/4, 1/4}.
A 5 P
Find the source entropv. Aiso determine the entrooy of its 2™ extension by listing all
¥
slements for 2™ extension and verify that H (S2) = 2 H(S). {C.O.NO.1) [Application]

fji

Apply Shannon’s encoding algorithm 1o the set of messages {my, ma Ma My, Ms} with
their respective probabilities as {1/8, 1/16, 3/16, 1/4, 3/8}. Obtain the code table.
(C.ONC.1) [Application]
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Part © [Problem Solving Questions]

Answer the Questions. The Question carries twelve marks. (1Gxi20=12M)

¢. Censider the state diagram of the Markov source with a souice S = {A, B, C, D} as
shown in Fig. 1. (C.O.NG. 1) [Application]

. Compute the slaie probabiiities using state equations.

{5Mi]
.  Find the entropy of each siate and source entropy. I5M
fii.  Find the entropy of the adicint source. [2M]
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Semester: Vi

Course Code: ECE 216
Course Name: information Theory and Coding

Date: 01-10-2019

Time: 9.30 AM - 10.30 AM

Max Marks: 40
Weightage: 20%

Extract of question distribution [outcome wise & level wise]

Unit/Module Number/Unit Memory Thought
recail type | provoking type
Q.NO. | C.ONO /Module Title
{Marks [Marks allotted)
allotted] Problem Solving | Totai
Bloom’s Levels type Marks
Bloom’s
Levels [Marks allotted]
K C A
1 1 1/1/ Fundamentals of 4 4
Coding Theory and
Source Coding
2 1 1/1/ Fundamentals of 4
Coding Theory and
Source Coding
3 1 1/1/ Fundamentals of 4 4
Coding Theory and
Source Coding
4 i 1/1/ Fundamentals of 8 8
Coding Theory and
Source Coding
5 1 1/1/ Fundamentals of 8 8
Coding Theory and
Source Coding
8 1 1/1/ Fundamentals of 12 i2
Coding Theory and
Source Coding
Total 8 28 40
Marks




K =Knowledge Level C = Comprehension Level, A = Application Level
Note: While setting all types of questions the general guideline is that about 60%

Of the guestions must be such that even a below average students must be able to
attempt, About 20% of the questions must be such that only above average students must
be able to attempt and finally 20% of the questions must be such that only the bright
students must be able to attempt.
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Aunnexure- [I: Format of Answer Scheme

Semester: Vil
Course Code: ECE 216
Course Name: Information Theory and Coding

= SCHOOL OF ENGINEERING

oy

SOLUTION

AN MORE KROWLECGE Date. 01 '1 0“201 g

KEACK GRIATER HICHTS

Time: 8.30 AM - 10.30 AM
Max Marks: 40
Weightage: 20%

Part A (3Q x4 M =12 Marks)
Q Max.
No Solution Scheme Time
of required
. for each
Marking Question
1| Entropy H(S) = Y2, pi 109’{:} 1 6 mins
+1
1
=plog;+(1-—p)lag 1/(1—-p) + 2
The table 1 below shows tabulation of entropy values versus probabilities
Table 1: H(S) versus p )
p (0| 61 0.2 63 [ 04 05| 06 ! 07 | 08 09 |1
HES) 60469 | 6.722 1 0881 {097 ) 1 | 0.97 ; 0.881 1 0.722  0.469 | O
2 | Entropy H(S) =X%,pilog = 2 6 mins
+1
=05log2+ 0.251log 4+ 0.1251log 8 + 0.0625 log 16 + +1
(2) 0.03125 log 32 = 1.9375 bits/message-symbol
1 nat = 1.443 bits
Hence 1 bit = 0.693 nats, so H(S)= (1.9375)(0.693) = 1.34268 nats/symbol
Information rate R, = r; H(S)
Given rs = 1 message symbol/m-sec = 10° message symbols/sec
Therefore Information rate R, = 1937.5 bits/sec
3 | “Shannon’s first theorem” or “Noiseless coding theorem “ states that “given a 2+2 6 mins

code alphabet with ‘r” symbols and source alphabet of ‘q” symbols, the average
length of code-words can be made as close to Hr(S) as possible by increasing
the extension”.

The average length L of the code is computed as L = Z?=1 Pili

Pi refers to probabilities of source symbols and li refers to word lengths in
binary digits or binits

PartB (2Q x 8M = 16 Marks)




Step 1: The symbols are arranged in order of decreasing
probabilities as follows:

ms my m3 oy ma
6/16 [4/16 [3/16 |2/16 | 1/16
4 p2 p3 P4 ps

Step 2: The sequences of a’s are computed:-

o1 =0; a2 =6/16 =0.375:03 =6/16 + 4/16 =0.625;

a4 = 10/16 + 3/16 =0.8125; as= 13/16 + 2/16 =0.9375
and as= 15/16 + 1/16 =1

Step 3: The smallest integer value of li is found using

2izly ) foralli=12345

Fori=1, 21216/ =2 66

Smallest value of 11 is 2, thereforell = 2

For i=2, 21224 smallest value of 12 = 2

Similarly we get13 = 3,14 = 3and 15 =4

Step 4: The decimal numbers @; are expanded in binary
form upto ki places: a1 = 0; a2 =(0.375)10 = (011 )

Q No Scheme of Max. Time required
Selution Marking for each Question
4 Given S = {81, Sz, 83} with P={1/2, 1/4, 1/4}. 2+2+2+2 10 mins
3
H(S) = Z pi log—
i=1 pt
H(S) = 1.5 bits/message-symbol
The 2™ extension of the basic source with 3 symbols
will have 32 = 9 symbols which can be listed along with
their probability of occurrence as follows in Table 1:
The entropy of the 2™ extended source is
9
H(s?) = Y pjlog—
= pJ
=Y log4 +4(1/8) log 8 + 4(1/16) log 16
=3 bits/m-symbol
=2 x 1.5 bits/m-symbol
Therefore H(S?) = 2 H(S) (proved)
Table 1:
Symbol | Probability
S1 54 (172)(172) =1/4
81 S2 (1/2)(1/4) =1/8
Sy S3 (1/2)(1/4) =118
S2S4 (1/4X(172) =1/8
S2 82 (1/4)(1/4) =1/16
S S3 (1/4)(1/4) =1/16
S3 51 (1/4)(1/2)=1/8
$3S2 (1/4)(1/4) =1/16
S3S3 (1/4)(1/4) =1/16 :
5 Shannon’s encoding algorithm 2+2+2+2 11 mins




a3 =(0.625)10= (101)2 04 =(0.8125)0= (1101
as =(0.9375)0=(.1111)p

Step 5:

a1 =0 and 11 = 2, code for sl is 00
a2=(01ll)andl2 = 2, code fors2 is 01

a3 = (.101)2 and 13 = 3,code fors3is 101
os=(.1101)and 14 = 3,ccde fors4is 110
as=(1111)xand 15 = 4,code fors5is 1111

Symbols | pi Code 11 in binits
ms 3/8 00 2
my 1/4 01 2
m3 3/16 101 3
my 1/8 110 3
m 1/16 1111 4

Table 1: Code table for the problem

PB)=04PA)+0.5PD) - 2)
PC)=0.6 PIC)+ 0.5 PB) ---- 3)
PMO)=04PC)+0.5PB) ----4)
Fromegn.(1) P(A) = 1.25 P(D) ----- &)
Fromeqn.2)PB)=PO) - (6)
From eqn.(3) P(C) = 1.25 PD) -----(7)
But P(A)+ P(B)+ P(C) + P(D) =1 —---(8)
Solving we get, P(D) = P(B) = 2/9; P(A) = P(C) =5/18;
(ii) Entropy of each state is
Hi =57 pijlog1/vij

Ha = 0.971 bits/state

Similarly Hp = 1 bits/state

Hc = 0.971 bits/state and Hp = [ bits/state

(iii)  The entropy of the source is H(S) = })1., Pi Hi
H(S) = P(A) Ha + P(B) Hg + P(C) Hc + P(D)Hp
H(S) = 0.9839 bits/binary digits
Adjoint source is H(S*) = Y&, P(mi)log 1/p(mi)
H(S’)=(2)5/18 log 18/5 +(2)2/9 log 9/2 bit/m-symbol
Therefore H(S”) > H(S)

Part C (1Q x 12M = 12 Marks)
QNo Scheme of Max. Time
Solution Marking required for
each Question
@ From the state diagram, the state equations are 5+5+42 18 mins
6 P(A)=0.6 P(A) + 0.5 P(D) --—--- (1)
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PRESIDENCY UNIVERSITY
BENGALURU

GAKN MORE KNOVAEDGE
REACH GREATER HEIGNTS

SCHOOL OF ENGINEERING
TEST -2

Sem & AY: Odd Sem 2019-20

Course Code: ECE 216

Course Name: INFORMATION THEORY AND CODING
Program & Sem: B.Tech (ECE) & VII

Date: 19.11.2019

Time: 9.30 AM to 10.30 AM
Max Marks: 40
Weightage: 20%

Instructions:
() Read the question properly and answer accordingly.
(i) Question paper consists of 3 parts.

(iii) Scientific and Non-programmable calculators are permitted.

Part A [Memory Recall Questions]

Answer all the Questions. Each Question carries four marks.

(3Qx4M=12M)

1. Devise an Instantaneous binary code in two ways for a source producing 5 symbols

namely S1to S5.

[4] (C.0.2) [Knowledge]

2. Assuming the received sequence (in the absence of noise) at the receiver as 001100,
Check whether the codes given in Table-1 are uniquely decodable and instantaneous?

Table-1

Source Symbols Code-A Code-B
St 0 0

S2 10 01

S3 ~ 110 011

S4 ' 1110 0111

[4] (C.0.2) [Analysis]

3. Define Mutual Information? How mutual information is related to joint entropy of the

channel?

[4] (C.0.2) [Knowledge]
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Part B [Thought Provoking Questions]
Answer both the Questions. Each Question carries eight marks. (2Qx8M=16M)

4. Consider a source of 8 alphabets A to H with corresponding probabilities as P= {0.22,
0.20, 0.18, 0.15, 0.10, 0.08, 0.05, 0.02} respectively. Compute the Huffman code for this
source, moving the composite symbol “as low as possible”. Determine the code efficiency
and compute the variance of the word-lengths. List any two merits of Huffman coding over
Shannon-Fano coding. [8] (C.0.2) [Analysis]

5. (i) State and prove Kraft Inequality relation. [5] (C.0.2) [Analysis]
(i) Consider a binary block code with 2" code words of same length n. Verify that Kraft

Inequality is satisfied for such a code. [3] (C.0.2) [Analysis]

Part C [Problem Solving Questions]
Answer the Question. The Question carry twelve marks. (1Qx12M=12M)

6. A discrete memory less source has an alphabet of 7 symbols as described below:
Source S= {s1, s2, 53, 54, S5, S6, 57} With its corresponding probabilities as {0.25, 0.25, 0.125,
0.125, 0.125, 0.0625, 0.0625} respectively. Compute Shannon-Fano code for this source
and find the coding efficiency. Draw the code-tree. Justify why the computed source code
has an efficiency of 100%? Also illustrate the properties of Joint Probability Matrix in a
discrete communication channel? [12] (C.0.2) [Analysis]
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GAIN MORE KNOWLEDGE
REACH GREATER HEIGHTS

Semester: VI
Course Code: ECE 216

Course Name: Information Theory and Coding

Date: 19-11-2019

Time: 9.30 AM - 10.30 AM
Max Marks: 40
Weightage: 20%

Extract of question distribution [outcome wise & level wise]

Unit/Module Number/Unit Memory Thought
recall type | provoking type
Q.NO. | C.O.NO /Module Title
[Marks [Marks allotted]
allotted] Problem Solving | Total
Bloom's Levels type Marks
Bloom’s
Levels [Marks allotted]
K C A
1 2 2/2/ Channel Coding 4 4
2 2 2/2/ Channel Coding 4 4
3 2 2/2/ Channel Coding 4 4
4 2 2/2/ Channel Coding 8 8
5 2 2/2/ Channel Coding 8 8
6 2 2/2/ Channel Coding 4 8 12
Total 12 4 24 40
Marks

K =Knowledge Level C = Comprehension Level, A = Application Level

Note: While setting all types of questions the general guideline is that about 60%

Of the questions must be such that even a below average students must be able to
attempt, About 20% of the questions must be such that only above average students must
be able to attempt and finally 20% of the questions must be such that only the bright

students must be able to attempt
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Annexure- II: Format of Answer Scheme

g’ SCHOOL OF ENGINEERING

p—p—

SOLUTION

GAIN MORE KROWLEDGE
REACH GREATER HEIGHYS

Semester: VI
Course Code: ECE 216
Course Name: Information Theory and Coding

Date: 19-11-2019
Time: 9.30 AM - 10.30 AM

Max Marks: 40

Weightage: 20%

Part A

(3Q x4 M =12 Marks)

QNo

Solution

Scheme of Marking

Max. Time
required for each
Question

Start assigning S1->0. Hence all other code-words
should start with ‘1” according to prefix property.
Let us assign for S2->10.

Let us assign for S3->110. (we cannot assign ‘11°
for S3, as no other combinations left for S4 & S5)
Let us assign for S4->1110 and for S5>1111

Code Table-1 of 2 types of instantaneous codes

Source Symbols Code-A Code-B

S1 0 00

S2 10 01

S3 110 10

S4 1110 110

S5 1111 111

1
+1
+2

6 mins

Given the received sequence as 001100.

If Code-A is used, it is decoded as S1 S1S3 S1.

If Code-B is used, it is decoded as S1 S3 S1 S1.
Both Code-A and Code-B are uniquely
decodable.

Code-A can be decoded without referring to the
succeeding symbols. So Code-A is an
instantaneous code.

When Code-B is used for decoding, at every stage
we have to wait for the succeeding symbols to

6 mins







arrive and hence Code-B is not an instantaneous
code.

When an average information of H(A) is
transmitted over the channel, an average amount of
information equal to equivocation H(A/B) is lost
in the channel due to inter-symbol conversion (due
to noise). The balance of information received at
the receiver w.r.to an observed output symbol is the
mutual information denoted as I (A, B).

I (A, B)y=H(A) - H(A/B).

The mutual information is related to joint entropy
of the channel by

I (A, B)=H(A) + H(B) - H(A,B). (Venn diagram)
Where H(A,B) is the joint entropy.

2+1+1

6 mins

Part B

(2Q x 8M = 16 Marks)

QNo

Solution

Scheme of
Marking

Max. Time required
for each Question

Huffman Coding
Given S ‘with P= {0.22, 0.20, 0.18, 0.15, 0.10, 0.08,
0.05, 0.02}.
Average length L = Y5 pi li =(0.22)2 +(0.20)2
+(0.18) 3+(0.15) 3+(0.10) 3+(0.08) 4 +(0.05) 5+(0.02) 5
L = 2.8 binits/m-symbol
3

1
H(S) = Zpi log—
i=1 pt

- S L Y
=0.22 log 53 + 0.20 log 520 + 0.18 log I +
0.15 log o1 + 0.10 log 010 + 0.08 log 08 +

0.05 log ==+ 0.02 log —

H(S) = 2.7535 bits/message-symbol

H(S) _ 27535 _ 0
=8 = 98.34 %

Variance placing the composite symbol “as low as
possible”
Var (li) = E [(li = L)?] = 3%, pi (li — L)?
=(0.22) (2-—2.8)% +(0.20) (2 —2.8)% +(0.18)
(3 —2.8)%+(0.15) (3 — 2.8)2+(0.10) (3 — 2.8)2 +
(0.08) (4 — 2.8)2 +(0.05) (5 — 2.8)% +(0.02) (4 —
2.8)2
Merits of Huffman coding:

1. Minimum redundancy code compared to

shannon-fano codes.
2. Average length is low and small variance

Source efficiency =

2 +2+2+2

10 mins







3. Itis an optimal code but shannon-fano codes are
sub-optimal.

Kraft Inequality Statement: A necessary and sufficient
condition for the existence of an instantaneous code with
word lengths 11, Iz, .... lqisthat ¥} 7% <1

Where ‘q’ is no source symbols, ‘r’ no of different
symbols in code alphabet X and I; is the word length in
binary digits in the code-word corresponding to i
source symbol.

Proof: The word lengths 11,12, .... lq are arranged in
ascending order sothatl; < L < .... < 14

Let n; represent the no. of messages encoded into code-
words of length ‘i’. Fori=1, ni<r

For i=2, for getting an instantaneous code, we must start
encoding using (r- n1) symbols only as the 1% digit and
the 2" digit can be any of ‘r’ symbols of the code
alphabet.

Therefore fori=2, m;< (r— nl)r (or)m<ri-nr
Similarly fori=3, ;3 < [(r? —n,; ) —n,]r

Or n3 < 13 — nyr? — n, r . Proceeding this way, we can
arriveat n; <ri—ngr@ D —n,r2 ...~
n(i_l) r

Multiplying throughout by 7%, we get
n 7 oD 4+ ngopyr= D+

nrl<1
or Y _n. rm<i

Since the actual no. of messages
n; has to be an integer

i nl n2 n
an r‘m=z rYl+ r—2 +..+z r
m=1 j=1 j=1 j=1

<1

Combining all the groups ( since nj + mz+.....+ n; =q),
we can write
that X1, 77% <1 (proved)

(ii) Since all the code words of same length n, we have I;
= n and the no of source symbols is q = 2" with r=2 for
binary codes.

q q
Yru-3e
i=1 i=1

=27 +27"+...+ 2™ (occurs 2" terms) =

[27"] [27}

2 +2+2+2

11 mins







Source Symbols Code-A
Si 0

S2 00

S3 01

S4 10

S5 11

=1 ( Thus Kraft Inequality is satisfied with equality
sign).

Code Table-1 instantaneous codes (for n=2)

Code Table-2 instantaneous codes (for n=3)

Q=9 symbols
Symbols Code-A Symbols Code-A
S1 000 S6 101
S2 001 S7 110
S3 010 S8 111
S4 011
S5 100
Part C (1Q x 12M = 12 Marks)
Q Scheme of | Max. Time require
Solution Marking Question
N
0
6+2+4 18 mins
6 | Shannon Fano coding
Code table-1
Symbols | Code li |Pi Verify log = =li
pi
S1 11 2 0.25 2 =11
S2 10 2 0.25 2=12
S3 011 3 0.125 3=13
S4 010 3 0.125 3=104







S5 001 3 0.125 3=
S6 0001 4 0.0625 4=16
S7 0000 4 0.0625 4=17

Average length L = Y5_, pi li
=2(0.25) (2) + 3(0.125) (3)+ 2 (0.0625) 4
L = 2.625 binits/m- symbol

H(S) -—Zpl log——

=[0.2510g =] (2) + [0.125 log —| @)+

bits
[0.0625 log ——| (2) = 2.625 2= symbol
coding efficiency = LLS) = %% =100 %

The reason for the coding efficiency to be 100 % is as follows:
If li= log% foralli=

1,2,..7 thenefficiency becomes 100%
We observe that from coding table calculation, li =

log% foralli=1,2,..7, hence the coding efficiency is 100%.

Joint Probability Matrix (JPM) in a discrete communication
channel:

“The sum of all the elements in any row of the channel matrix is
equal to unity”.

JPM Property-1:

“By adding the elements of JPM column wise, we can obtain the
probability of output symbols”

JPM Property-2:

“By adding the elements of JPM row wise, we can obtain the
probability of input symbols”

JPM Property-3:

“The sum of all the elements of JPM is equal to unity”.
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END TERM FINAL EXAMINATION
Semester: Odd Semester: 2019 - 20 Date: 27 December 2019
Course Code: ECE 216 Time: 9:30 AM to 12:30 PM
Course Name: INFORMATION THEORY AND CODING Max Marks: 80
Program & Sem: B.Tech (ECE) & VI Weightage: 40%
Instructions:
(i) Read the question properly and answer accordingly. Question paper consists of 3 parts.
(i) Scientific and Non-programmable calculators are permitted.

iii) Exchange of calculators is not allowed.

Part A [Memory Recall Questions]
Answer all the sub Questions. Each sub Question carries 2 marks. (10Qx2M=20M)
1.

a. Define entropy. State the maximum value of entropy when all the source symbols become
“equi-probable”. (C.0O.No.1) [Knowledge]

b. State Shannon'’s first theorem. (C.0O.No.1) [Knowledge]

c. When will a non-singular code is said to be “uniquely decodable”? Give one example to illustrate
such codes. (C.0.No.2) [Knowledge]

d. When will an Instantaneous code is said to be an “optimal code”? Give one suitable example.
(C.0.No.2) [Knowledge]

e. How mutual information is related to joint entropy of the channel? Is mutual information is
symmetric? (C.0.No.2) [Knowledge]

f. Justify with reasons why error control coding is important? (C.0.No.3) [Knowledge]

g. A Gaussian channel has a 10 MHz bandwidth. If SNR is 100, calculate the channel capacity
and the maximum information rate. (C.0O.No.3) [Knowledge]

h. Find the error detecting and error correcting capabilities of (6, 3) code, given the minimum
distance dmin =37 (C.0.No.4) [Knowledge]

i. When a (n,k) linear block code is said to be cyclic code? Give an example.
(C.0.No.4) [Knowledge]
j. How are convolutional codes different from block codes? : (C.0O.No.4) [Knowledge]
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8.

Consider a zero-memory source with S= {s1, S2, 83 sS4, S5 S6, S7} whose corresponding
probabilities P={0.4, 0.2, 0.1, 0.1, 0.1, 0.05, 0.05} respectively. Construct a binary Huffman
code by (i) placing the composite symbol as low as possible (ii) by moving the composite
symbol as high as possible. Compute the variances of the word-lengths in both the cases,
find the coding efficiency and also redundancy. Comment on the result.

(C.0.No.2) [Analysis]

For a systematic (6,3) linear block code, the parity matrix P is given by

(1 171
P1=fo 1 1|
0|

il

= )

(i) Find all possible code-vectors and construct the corresponding encoding circuit.  [6M]

(i) If the received code-vector R = [r1 r2 r3 r4 rs re], then construct the corresponding
syndrome calculation circuit? [4M] (C.O.No.4) [Analysis]
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END TERM FINAL EXAMINATION

Extract of question distribution [outcome wise & level wise]

Memory recall Thought
type provoking type
Q.NO. C.O.NO Unit/Module 9y Problem Solving Total
Number/Unit [Marks allotted] [Marks allotted] type Marks
(% age of
CO) /Module Title | Bloom’s Levels] Bloom's Levels | [Marks allotted]
K C A
PART A | C.ONO1 | MODULE 1 2 2
Fundamentals
QNO-1 of Coding
Theory and
Source
Coding
PARTA | C.ONO 1 | MODULE 1 2 2
Q.NO.2 Fundamentals
of Coding
Theory and
Source
Coding
PARTA [ C.O.NO2 | MODULE 2 2 2
Q.NO.3 Channel
Coding
PARTA |C.ONO2 | MODULE 2 2 2
Q.NO 4 Channel
Coding
PARTA | C.O.NO2 | MODULE 2 2 2
Q.NO.5 Channel
Coding
PARTA | C.ONO3 | MODULE 3 2 2
Error control
Q.NO.6 Coding
PARTA |C.ONO3 | MODULE 3 2 2
Error control
Q.NO.7 Coding




[ 'Q.NO.17 Channel
Coding

PARTC | C.ONNO4 | MODULE 4 10 10
Block codes
and
convolutional
codes

Q.NO.18

Total Marks 20 30 30 80

K =Knowledge Level C = Comprehension Level, A = Application Level

Note: While setting all types of questions the general guideline is that about 60%

Of the questions must be such that even a below average students must be able to attempt, About
20% of the questions must be such that only above average students must be able to attempt
and finally 20% of the questions must be such that only the bright students must be able to
attempt.

I hereby certify that all the questions are set as per the above guidelines.

. ‘\u 2
Facuity Signature:  -* ~ 8\9;« )V

Reviewer Commend: 39&/[7 @ _ —Dt\’w )\j gz(ﬁ(;glu,mj
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Format of Answer Scheme (&,{/




6 | Error control coding is nothing but calculated use of redundancy. | 2 marks for 2 mins
Error control coding is important because 2 merits
0 It improves the data quality to a great extent.
(ii) Great advantage is the reduction in (Eb/N) for a fixed
BER, which in turn reduces the transmitted power and
hence the hardware costs.
7 C=Blog (1+S/N) = 66.59 X 10° bits/sec 1 mark for 4 mins
sampling
Rmax =C==(S/N) B log e rate+ 1
mark for
maximum information rate = 1.44 x 10° bits/sec information
rate
8 minimum distance dmin =3 1 mark for 2 mins
definition +
error detecting capability = dmin - 1= 2 (double errors) 1 mark for
error correcting capability of (6,3) code =[(dmin-1)/2] = 1 only single erronf
errors can be corrected correction
9 A (n,k) linear block code is said to be cyclic code if every cyclic 1 mark for 2 mins
shifts of the code is also a code-vector of C. definition +
1 mark for
Let C1=110110 be a code-vector of C. If C2 =011011 (the last bit example
of C1 has moved into the 15t position) is also a code-vector of C,
then it is called a “cyclic code”.
10 | In “convolutional codes”, a block of ‘n’ code digits generated by 2 marks for 2 mins
encoder depends not only on the 'k’ message digits, but also on 2
the preceding (m-1) blocks of message digits. (Presence of differences
memory).
In “Block codes”, a block of ‘n’ code digits generated by encoder
depends only on the ‘k’ message digits within that time unit.
(Absence of memory).
Block codes well suited for error detection and convolutional
codes are preferred for error correction.
Part B (5Q x 6M =30 Marks)
Max. Time
Q No Solution Scheme of | required for
Marking each
Question
Shannon-Fano encoding process is as shown in table (i) 3 for table + 3 15 mins
11 below: _ for average
Table (i) length and
efficiency
S1 | 0.5 - - -

(1)
0.125 0.125
0) (1)

0.125 -
(1)

S2




13 | Kraft Inequality Statement: A necessary and sufficient 2 marks for 15 mins
condition for the existence of an instantaneous code with word | statement + 4
lengths |s Iz, ... lyis that X7 7% <1 marks for
Where ‘g’ is no source symbols, ‘r' no of different symbols in derivation
code alphabet X and | is the word length in binary digits in the
code-word corresponding to i source symbol.

Proof: The word lengths 1 I>, .... I are arranged in ascending
ordersothatlh < b<.... <4
Let ni represent the no. of messages encoded into code-words
of length . Fori=1, ni<r
Fori=2, for getting an instantaneous code, we must start
encoding using (r- ns) symbols only as the 1%t digit and the 2
digit can be any of ‘r' symbols of the code alphabet.
Therefore fori=2, n,< (r— nl)r (onNn2<r?—=n;r
Similarly fori=3, ns<[(2 —ny 1) —n,]r

Orny < r® —nyr? — n, r . Proceeding this way, we can arrive
at ny <ri-nr@ D —n, Dy gy
Multiplying throughout by r~t | we get

7 ey ED  ngyr P+ eyt <1

Or Y _in, r™m<1
Since the actual no. of messages n; has to be an integer

i ni n2 ng
an rTm = r‘1+z r‘2+..+z roi<i
m=1 j=1 j=1 j=1

Combining all the groups ( since ny+ na+.....+ n; =q ), we can
write
that Y7,r7% <1 (proved)

14 | Shannon-Hartley Law states that the capacity of a band-limited | 2 + 2+ 2 15 mins
Gaussian channel with AWGN is given by ’
C=B log (1+S/N) bits/sec
First Implication:

When B is increased, Channel capacity C also increases,
since Rmax =C, the max.frate of information can be enhanced
to as large value as possible.

C does not become infinite when B is infinite.

C= is not becoming infinite even though B increases beyond
“Shannon’s limit” (-1.6 db), it becomes constant

Second Implication

The exchange of bandwidth with SNR and viceversa. A trade-
off exists between bandwidth-to-S/N can be illustrated by a
trade-off curve.

B/C =1/log (1+S/N)

There is a 25% reduction in bandwidth for an approximate
60% increase in signal power.

15 Generator matrix consists of [L] rows and [n(L+m)] columns 2 marks for 15 mins
C=dG encoder
Givend=10111 diagram + 2
g =1011 and g?@ = 1111 marks for G
Generator matrix consists of [L] = 5 rows and [n(L+m)] = 16 matrix + 2
columns marks for C

matrix




Source efficiency = L(le

Variance placing the composite symbol “as low as
possible”
Var (i) = E [(li — L)?] =YY% pi (li —1)?=2.25

Code Table arrived after Huffman Coding process by
(i) placing the composite symbol as high as possible is,
the code table becomes

Symbols | Probabilities Code Table
Pi

S1 0.4 00

S2 0.2 11

S3 0.1 011

S4 0.1 100

S5 0.1 101

S6 0.05 0100

S7 0.05 0101

Variance placing the composite symbol “as high as
possible”
Var (1) = E [(li — L)?] = 38, pi (li — L)?=0.45

COMMENT: By placing the composite symbol “as high
as possible”, the variance of word lengths becomes
smaller, which is desirable.

18

Code vector of (6.3) linear block code
Check bits is n-k = 3.

Message Vectors = 8 namely (000), (001),
(010),(011),(100),(101),(110) and (111).
[C] = [D] {G}
[G] =[ls P] since k=3
[C] = [D] [G] = [d1,d2,d3, (d1+d3),(d2+d3),(d1+d2)]
Draw the code vector table corresponding to 8 message
vectors.
i) No. of Modulo-2 adders used =3
A 3-bit shift register and a 6 bit commutator segment are
needed to realize LBC encoder circuit
ii) Find Transpose of Parity check matrix
Parity check matrix H =[P T 3]
Now take Transpose of H and multiply with R
[S] =[s1 s2 s3] =R HT
S=[s1s283]=[r1 r2rsrs rs re] H
= [(ri+rs+ ra), (re4ra+ rs),(r1+r2+ 16)]
Syndrome bits are s¢ = ri+rat ry
S2 = Iptrat+ s and Sz = ry+rat rg
syndrome calculation circuit contains:
6 bits of received vector in shift register
3 no. of modulo-2 adders
Syndrome bits s+ s2 and s; as output from adders.

3 marks for code
vector table+3 marks
for circuit + 4 marks
for syndrome error

18 mins
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