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The characterization of crude oil and related products is of increasing interest
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Biological Sciences and Bioengineering, Indian Institute of Technology, Kanpur
has always supported my endeavors. My special thanks are also due to my wife



�

� �

�

1

1

Rheological Characterization of Crude Oil
and Related Products
Flávio H. Marchesini

Pontifical Catholic University of Rio de Janeiro

1.1 Introduction

Crude oil and related products undergo different transport processes from
extraction to end use. For example, crude oils may be transported through
pipelines before the refining process (Petrellis and Flumerfelt, 1973; Smith
and Ramsden, 1978; Rønningsen et al., 1991; Wardhaugh and Boger, 1991a),
fuel oils are injected into combustion engines to produce mechanical work
(Graboski and McCormick, 1998, Ramadhas et al., 2004; Agarwal, 2007;
Joshi and Pegg, 2007), and lubricant oils are used to reduce friction between
mechanical parts in contact (Dyson, 1965; Webber, 1999, 2001).

The design of each of these processes requires the rheological properties of
the oils, as the pumping power and the dimensions of the lines, connections,
and mechanical parts are defined assuming that the oil has a viscosity within
a specific range. If this range is not properly set during the design stage and
the process starts running with an oil having a viscosity out of the appropri-
ate range, different issues can arise. For example, severe flow assurance issues
can be faced during the restart flow of crude oils in pipelines (Petrellis and
Flumerfelt, 1973; Smith and Ramsden, 1978; Wardhaugh and Boger, 1991a;
Rønningsen et al., 1991), and filters and lines can be plugged, preventing an
engine from starting (Graboski and McCormick, 1998; Ramadhas et al., 2004;
Agarwal, 2007; Joshi and Pegg, 2007). Therefore, to guarantee that the process
works properly, the rheological properties of these oils must be known as accu-
rately as possible, in representative process conditions.

In general, at high enough temperatures, crude oil and related prod-
ucts behave as simple Newtonian liquids, whose viscosities depend solely
on temperature. However, at low enough temperatures, the rheological
behavior of these oils usually becomes quite complex due to precipitation
of higher-molecular-weight compounds, which gives rise to a gelation

Analytical Characterization Methods for Crude Oil and Related Products, First Edition.
Edited by Ashutosh K. Shukla.
© 2018 John Wiley & Sons Ltd. Published 2018 by John Wiley & Sons Ltd.
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phenomenon when a certain amount of crystals is present. At this low temper-
ature range, the oil viscosity increases significantly and depends not only on
temperature but also on time, shear, and thermal and shear histories (Petrellis
and Flumerfelt, 1973; Smith and Ramsden, 1978; Wardhaugh and Boger, 1987,
1991b; Rønningsen et al., 1991; Rønningsen, 1992; Chang et al., 1998, 2000;
Webber, 1999, 2001; Venkatesan et al., 2005).

This complex rheological behavior at low temperatures may introduce dif-
ficulties in performing the rheological characterization of these oils. A num-
ber of precautions must be taken to get accurate properties during rheological
measurements with these oils (Wardhaugh and Boger, 1987, 1991a; Marchesini
et al., 2012; Alicke et al., 2015). Thus, we discuss in this chapter how to pre-
pare samples for rheological measurements (in Section 1.2), the most common
rheological tests performed with these oils and how to interpret the data (in
Section 1.3), and the potential sources of errors in rheological measurements
and how to avoid them (in Section 1.4).

1.2 Sample Preparation for Rheological
Characterization

As described in this section, the sample preparation procedure for rheological
characterization can be divided into four main steps: (i) ensuring the chemical
stability (Section 1.2.1), (ii) choosing the rheometer geometry (Section 1.2.2),
(iii) erasing the thermal memory (Section 1.2.3), and (iv) performing the cooling
process (Section 1.2.4).

1.2.1 Ensuring the Chemical Stability

The first step of the sample preparation procedure is to make sure that the crude
oil or related product is not going to evaporate or lose significant amounts
of lightweight compounds under the temperature and pressure conditions in
which the rheological test is going to be performed. This step is intended to
guarantee the chemical stability of the sample during the test, thus avoiding
evaporation effects on the time-dependent rheological properties being mea-
sured (Wardhaugh and Boger, 1987).

If the oil is not stable enough at the test conditions, a pretreatment can be
applied to the oil to evaporate light ends before loading a sample into the
rheometer or viscometer used. The pretreatment usually consists of heating
the oil at a temperature within the temperature range of the process of
interest (Smith and Ramsden, 1978; Wardhaugh and Boger, 1987; Marchesini
et al., 2012).

It is important noting that a difference between the rheological properties
of the pretreated oil and the untreated oil can be observed, and higher viscos-
ity values are usually obtained for the samples after applying a pretreatment to
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evaporate light ends (Wardhaugh and Boger, 1987). However, with regard to
many applications, the rheological tests with the pretreated oil provide conser-
vative data for the transport process design (Wardhaugh and Boger, 1991a). If
this is not the case or if more accurate data is needed, the rheological proper-
ties of the pretreated oil can be corrected by estimating the increase in viscosity
due to evaporation of light ends (Wardhaugh and Boger, 1987; Rønningsen
et al., 1991).

1.2.2 Choosing the Rheometer Geometry

The second step is to choose the appropriate rheometer geometry in which
the sample is going to be loaded for rheological characterization. The classi-
cal geometries used to perform the rheological characterization of materials in
rotational rheometers are: (i) cone and plate, (ii) parallel plates, and (iii) concen-
tric cylinders (also known as the Couette geometry). To decide which is the best
geometry for the rheological characterization of a given oil used for a particular
application, some points must be addressed.

If the rheological tests are going to be performed in a temperature range in
which no crystals appear in the sample, the oil may present a Newtonian behav-
ior. In this case, any classical geometry is expected to give the same results, so
any of the three geometries can be chosen. However, if crystals are expected to
appear during the test and if the oil presents the complex rheological behav-
ior expected at low temperatures, the rheometer geometry must be carefully
chosen to obtain reliable data of the bulk rheological behavior (Marchesini
et al., 2012).

Even though the cone and plate geometry is widely used for the rheologi-
cal characterization of crude oil and related products, this geometry may not
be the best choice depending on the oil at hand and test conditions (March-
esini et al., 2012). In favor of the cone and plate there is the argument that it is
the only geometry in which all parts of the sample are submitted to exactly
the same shear rate (Wardhaugh and Boger, 1987). In addition, as the cone
and plate geometry requires a small amount of sample, it may be easy to con-
trol the temperature inside the sample. However, the cone and plate geome-
try is not suitable for the rheological characterization of samples having large
enough crystals suspended, as it may violate the continuum hypothesis used
in the rheometer theory. In addition, there is evidence in the literature that
very small gaps—as the ones of commercial cone and plate geometries—cause
the precipitation of crystals at higher temperatures (Davenport and Somper,
1971; Rønningsen et al., 1991). Thus, to obtain the bulk rheological properties
of these oils at low temperatures, large enough gaps are required (Marchesini
et al., 2012).

In this case, the parallel plates or the concentric cylinders can be chosen.
The parallel-plate geometry has the advantage of being the best geometry
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to vary the gap, thus making easy the task of finding the large enough gap
above which the rheological data stop changing with the gap. Moreover, the
parallel-plate geometry is also a convenient choice for preventing apparent wall
slip during rheological measurements, as it is easy to vary the gap and roughen
its surfaces (e.g. by using sandpaper). However, the parallel-plate geometry
has the disadvantage of having a shear rate dependence on the radius inside
the sample, which might complicate the control of the shear history in some
cases. It is important to note that as the highest shear rates occur at the highest
radii—the regions that contribute most to the torque being measured—the
non-homogeneous flow field in the parallel-plate geometry should not be a
serious issue, at least in some cases. Corrections are available in the literature
to end up with more accurate data when using the parallel-plate geometry (de
Souza Mendes et al., 2014).

The concentric cylinders geometry presents the advantage of having a much
less significant shear rate gradient inside the sample when compared to the
parallel-plate geometry, allowing for a better control of the shear history in
some cases. However, the concentric cylinders require larger sample volumes,
which can lead to errors in the measurements due to contraction of the sam-
ple during the test (Wardhaugh and Boger, 1987, 1991a). Besides that, to obtain
gap-independent results with the concentric cylinders geometry, cylinders with
different diameters ratio are needed to vary the geometry gap, which may not
be available. So, the best choice of rheometer geometry to get accurate data
may depend on each case (Marchesini et al., 2012).

1.2.3 Erasing the Thermal Memory

The third step is to load the oil sample into the rheometer geometry and apply
an isothermal holding time at an initial temperature within the temperature
range of the process of interest (Smith and Ramsden, 1978; Wardhaugh and
Boger, 1987; Marchesini et al., 2012). This initial temperature is usually a high
enough temperature to dissolve the crystals suspended in the oil sample, thus
“erasing the thermal memory” of the oil (Wardhaugh and Boger, 1987, 1991b).
This step is intended to ensure that each sample loaded into the rheometer
geometry is going to have the same microstructure configuration in the begin-
ning, so that repeatable results can be obtained. It is important to note that the
initial temperature should not be higher than the highest temperature observed
in the process of interest to avoid introducing effects in the measurements that
are not observed in the process (Marchesini et al., 2012).

1.2.4 Performing the Cooling Process

The fourth and last step of the sample preparation procedure is the cooling
process, in which the sample is cooled from the initial temperature to the mea-
surement temperature under controlled shear and cooling rate (Wardhaugh
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and Boger, 1987, 1991b; Marchesini et al., 2012). This fourth step is intended to
reproduce in the sample the thermal and shear histories experienced by the oil
in the process of interest. After achieving the measurement temperature under
controlled thermal and shear histories, the rheological characterization of the
oil can be performed and the post-cooling rheological properties investigated.

1.3 Rheological Tests

Some of the most common rheological tests performed with crude oil and
related products are: (i) temperature ramps, (ii) flow curves, and (iii) oscilla-
tory stress amplitude sweep tests. From these tests it is possible to obtain the
most important rheological properties required for the design and operation of
transport processes involving these oils.

Temperature ramps consist of applying a cooling or heating rate to a
sample under shear, and evaluating how the viscosity evolves as a function
of temperature. With regard to crude oil and related products, this kind of
test is usually carried out to (i) evaluate the onset temperature below which
the viscosity increases significantly, that is marked by a deviation from the
Arrhenius temperature dependence, (ii) evaluate the geometry gap above
which gap-independent results are obtained (Marchesini et al., 2012), and
(iii) perform the cooling process. It is important to note that to evaluate the
characteristic temperature below which the viscosity increases significantly, as
well as to perform the cooling process, the temperature ramp must be carried
out with the appropriate geometry, gap, and temperature range for the oil at
hand (Marchesini et al., 2012). Besides that, it is important to point out that
the cooling process can be conducted by either applying shear to the sample,
in the case of performing a temperature ramp, or by simply cooling the sample
statically.

An example of temperature ramp can be found in Figure 1.1. This temper-
ature ramp starts at an initial temperature Ti. A constant shear rate �̇� and a
constant cooling rate Ṫ are then applied to the sample and the viscosity is mea-
sured as a function of temperature. As the temperature decreases, an Arrhenius
viscosity temperature dependence is observed up to the gelation temperature
Tgel, below which the viscosity increases significantly and a gelation process
takes place. It is interesting to note that in this temperature range below the
Tgel the typical complex rheological behavior of these oils can be observed. As
the temperature decreases further below the Tgel, more crystals precipitate and
start to interact with each other, building up a microstructure. At the same
time, however, the shear applied to the sample during cooling breaks down the
microstructure. So, the microstructure at the measurement temperature T0,
which induces the complex non-Newtonian behavior observed at this temper-
ature, is the result of a competition between the buildup, driven by the cooling
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Figure 1.1 A temperature ramp performed with a crude oil sample.

rate, and the breakdown, driven by both the applied shear and cooling rate, as
the cooling rate defines the time in which the sample is under shear.

After preparing an oil sample for rheological characterization by completing
the cooling process, flow curves, oscillatory stress amplitude sweeps, and other
rheological tests can be carried out at the measurement temperature T0. A flow
curve can be obtained by applying either a shear rate or a shear stress to a sam-
ple and measuring the resulting shear stress or shear rate, respectively. After
achieving the steady state for each measured shear stress or shear rate, the flow
curve of a material at a given temperature can be built. A flow curve provides
information on the viscosity of a material and can be shown in three different
plots, namely viscosity 𝜂 × shear rate �̇� , viscosity 𝜂 × shear stress 𝜏 , or shear
stress 𝜏 × shear rate �̇� . The viscosity is calculated by dividing the shear stress by
the shear rate.

Examples of typical flow curves of a crude oil at different temperatures
can be found in Figure 1.2. In this figure, the linear relationship between the
shear stress 𝜏 and the shear rate �̇� , observed for 25.0 ∘C, 37.5 ∘C, and 50.0 ∘C,
indicates that the oil has a constant viscosity at each of these temperatures.
This constant-viscosity behavior, typical of Newtonian liquids, is expected
at these temperatures, as the Tgel of this particular oil is around 20.0 ∘C. At
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Figure 1.2 Example of the flow curves of a crude oil at different temperatures.

12.5 ∘C, a sufficient amount of crystals has already been precipitated, so that
the oil is gelled and presents the behavior of regular yield-stress materials. In
this case, the flow curve of the oil can be described by the Herschel–Bulkley
equation with a single yield stress 𝜏y estimated as 0.5 Pa. At 4 ∘C, however, the
gel structure is formed by a larger number of crystals and the oil presents a
non-monotonic flow curve with two yield stresses, a static yield stress 𝜏s and a
dynamic yield stress 𝜏d. The static yield stress is the minimum stress required
to start the flow from rest, while the dynamic yield stress is the minimum
stress required to keep the flow once the material is flowing. An equation with
the two yield stresses, describing this behavior, can be found in the literature
(de Souza Mendes, 2011). It is important to note that, depending on the oil
at hand and temperature range investigated, the three different kinds of flow
curve presented may not necessarily be observed for a single oil.

Oscillatory stress amplitude sweep tests consist of applying an oscillatory
stress at a constant frequency to a sample and measuring the strain response of
the material. The stress amplitude is increased in steps after a number of cycles
and can be plotted as a function of the measured strain amplitude, as illustrated
in Figure 1.3.
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Figure 1.3 A stress amplitude sweep test performed with a crude oil sample.

In this figure, a linear relationship between the stress amplitude and the strain
amplitude indicates that the material behaves as a Hookean elastic solid, thus
the material does not flow and only elastic deformation is observed in this
region. Above a static yield stress 𝜏s, however, a deviation from this linear rela-
tionship is observed and the material starts to creep. A corresponding static
yield strain 𝛾 s can be identified at this point. As the stress amplitude increases
further above the static yield stress, a fracture yield stress 𝜏 f is achieved, above
which the microstructure collapses and an abrupt increase in strain amplitude
is seen. Similarly, a corresponding fracture yield strain 𝛾 f can be identified at
this point.

It is important noting that, in the literature, the limiting stress above which
the material starts to creep is also known as the elastic yield stress 𝜏e (Chang
et al., 1998). However, as this limiting stress marks the start of flow from rest
and to keep consistency with the nomenclature used in the flow curve, this lim-
iting stress is referred to as the static yield stress 𝜏s in this text. Besides that, as
described by Chang et al. (1998), this limiting stress, measured in oscillatory
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stress amplitude sweep tests, does not depend on the frequency used in the
test, indicating that this is an accurate measurement of a true material property,
the static yield stress 𝜏s. However, the fracture yield stress 𝜏 f measured in stress
amplitude sweep tests depends on the frequency used in the test. Thus, as high-
lighted by Chang et al. (1998), the 𝜏 f can only be used in the design of transport
processes of these oils if the timescale of the measurement—related to the fre-
quency used in this case—is of the same order of the timescale of the process
to be designed.

In summary, from the above-mentioned rheological tests it is possible to
obtain the gelation temperature Tgel, the viscosity of the oil at different tem-
peratures, described by the flow curves, the static and dynamic yield stresses
of gelled oils, and other properties. These are probably the most important
rheological properties required to design a transport process involving
these oils.

1.4 Potential Sources of Errors

The potential sources of error in rheological measurements of waxy crude oil
and related products are discussed in detail in the literature (Wardhaugh and
Boger, 1987, 1991b; Marchesini et al., 2012; Alicke et al., 2015). As discussed in
this section, particular attention is paid to: (i) evaporation of light ends, (ii) sam-
ple contraction, (iii) geometry gap, (iv) inhomogeneous flow, and (v) apparent
wall slip.

Evaporation of light ends during rheological tests can introduce errors in
the measurements, as discussed in Section 1.2.1. Therefore, it is important to
ensure that the sample is chemically stable in the temperature and pressure
conditions under which the rheological test is going to be performed. To con-
trol this potential source of error, a geometry cover and a solvent trap can be
used during the test. In addition, a pretreatment to evaporate light ends can be
applied during the sample preparation procedure. Alternatively, an enclosed
geometry with a pressure cell can be used.

Sample contraction can be an issue depending on the chemical composition
of the sample and temperature range of the test. This issue can be identified by
visual inspection of the sample at the highest and lowest test temperatures, and
can be circumvented by correcting the shear stress and shear rate based on the
geometry area in contact with the sample (Wardhaugh and Boger, 1987).

With regard to the geometry gap, large enough gaps must be used to ensure
gap-independent results that are representative of the bulk, as discussed in
Section 1.2.2. Thus, cone and plate geometries are not recommended for rheo-
logical tests with waxy crude oil and related products when temperatures below
the Tgel are reached.
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Inhomogeneous flow is a potential source of error, especially when using
parallel plates. Tests with plates and cylinders of different diameters can be per-
formed to identify whether this is an important source of error in the measure-
ments performed with the oil at hand. However, as far as the present authors
know, there is no clear evidence that this is a serious problem in rheological
measurements performed with these oils (Wardhaugh and Boger, 1987; March-
esini et al., 2012). Future measurements can shed light on this point.

Apparent wall slip is another potential source of error that might require
attention, as it is observed in rheological measurements of structured mate-
rials, especially when using small gaps and low shear rates. A roughened sur-
face can be used to prevent this phenomenon effect. However, the fact that
gap-independent results are obtained is strong evidence that apparent wall slip
is not a serious issue in the measurements performed. It is possible to find in
the literature evidence to support that (Rønningsen et al., 1991; Marchesini
et al., 2012).
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Optical Interrogation of Petroleum Asphaltenes:
Myths and Reality
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Department of Physics, Gubkin Russian State University of Oil and Gas, Leninsky Prospekt, 65,
Moscow B-296, GSP-1, 119991, Russia

2.1 Introduction

2.1.1 What are Asphaltenes?

As opposed to other well-classified crude oil components—e.g. alkanes and
alkenes (McCain, 1990; Pedersen, Fredenslund, and Thomassen, 1989; Speight,
2007)—asphaltenes are an ill-defined solubility class that covers a range of
different compounds with differing structures and chemical properties. The
operational definition of asphaltenes results from historical observations made
by oil industry personnel, and was never intended to offer a rigorous chemical
description of these substances (Mullins et al., 2007; Yen and Chilingarian,
1994, 2000). Namely, the term “asphaltene” originated in 1837 when Boussin-
gault defined them as the distillation residue of bitumen: insoluble in alcohol
and soluble in turpentine (Boussingault, 1937). More recently, asphaltenes
were most often defined as the components of petroleum fluids that are
insoluble in light n-alkanes such as n-pentane (C5 asphaltenes) or n-heptane
(C7 asphaltenes) but soluble in aromatics such as toluene (Mullins et al.,
2007; Speight, 2007; Yen and Chilingarian, 1994, 2000). C5 and C7 solvents
provide different amounts of precipitated asphaltenes from the same crude oil;
moreover, these precipitates notably differ with respect to their aromaticity
(hydrogen/carbon atomic ratio) and average molecular weight (Mitchell and
Speight, 1973; Speight, Long, and Trowbridge, 1984). However, the amounts
and natures of asphaltenes precipitated with n-heptane and with heavier
alkanes are very similar (Speight, Long, and Trowbridge, 1984).

Today, the standardized methods of asphaltene separation prescribe the use
of normal heptane as the precipitant (ASTM D6560, 2000; ASTM D3279-07,
2007; ASTM D893-05a, 2010; IP 143/84, 1988). Hence, in technical literature
the term “asphaltenes” is usually equivalent to “C7-asphaltenes.” Typically, 40
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volumes of n-heptane are added to 1 volume of crude oil. In the Institute of
Petroleum Standard (IP 143/84, 1988), asphaltenes are separated from waxy
crude oils with n-C7 then the precipitated phase is washed for 1 h with a
reflux of hot heptane to remove waxes. In the ASTM D-3279 method (ASTM
D3279-07, 2007), asphaltenes from petroleum residues are precipitated
with n-C7 and filtered after 30 min of heating and stirring with a reflux
system. In the ASTM D-893 method (ASTM D893-05a, 2010), asphaltenes
are precipitated from lubricating oils by centrifugation in n-C7. For each
separation method, conditions—such as contact time, temperature, filter size,
and washing procedure—need to be specified.

Asphaltenes obtained by the standard methods sometimes are referred to as
“laboratory asphaltenes” to distinguish them from “field asphaltenes” that pre-
cipitate in the field from a depressurization process and may contain different
constituents (Joshi et al., 2001).

2.1.2 The Reasons for Intensive Asphaltene Research

The interest for analytical characterization of this ill-defined fraction of crude
oil stems mainly from the potential costly damage in various fields of the
petroleum industry. In particular, asphaltenes are often referred to as the
“cholesterol of petroleum” (Kokal and Sayegh, 1995). While cholesterol pro-
motes clogging of arteries in biological systems, asphaltene can cause clogging
of pipes in refining facilities and of pores and channels in geochemical systems
such as underground rocks of oilfield reservoirs. Asphaltene precipitation and
deposition has been recognized as a significant problem in oil production,
transmission, and processing facilities (Mullins et al., 2007; Yen and Chilin-
garian, 1994, 2000). The precipitation of asphaltenes is caused by a number
of factors including changes in pressure, temperature, chemical composition
of the crude oil, mixing the oil with diluents or other oils, and during acid
stimulation. The precipitated asphaltene reduces the permeability of the
reservoir near the wellbore region, causing formation damage and can plug up
the well bores and well tubings. Deposition of asphaltenic organic scales leads
to operational problems, safety hazards, and an overall decrease in production
efficiency, thereby increasing the cost of oil production. Hence, the impor-
tance of the molecular structures of asphaltenes to the practicing petroleum
engineers is similar to the importance of the knowledge of a cardiologist about
the structure of cholesterol present in the arteries of a patient.

Furthermore, the presence of asphaltene causes a marked increase in crude
oil viscosity (Werner, Behar, and Behar, 1998), making it difficult to transport
and process. Owing to their high resistance to cracking, asphaltene molecules
are usually held responsible for decreasing the yield of petroleum distillates.
During petroleum refining, the asphaltene constituents are non-distillable and
remain in the residua fuels as the distillable fractions are removed. Besides,
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owing to the presence of heavy metal components, asphaltenes are very difficult
to biodegrade, making them the most undesired compound from a petroleum
waste management perspective (Al-Maghrabi et al., 1999). Some other prob-
lems associated with asphaltene flocculation include:
• stabilization of water-in-oil emulsions (Evdokimov, 2012; Sjöblom,

Hemmingsen, and Kallevik, 2007);
• poisoning of catalysts (Ancheyta, Trejo, and Rana, 2010, and references cited

therein);
• fouling of hot metal surfaces (Asomaning and Watkinson, 1999);
• wettability alteration of reservoir rocks (Buckley, 1998).

Owing to the importance of all these industrial problems, asphaltenes have
been widely studied. There are several thousands papers on various aspects
of asphaltenes, including their chemistry, molecular weight, solubility, phase
behavior, and reactivity (see references in Mullins et al., 2007; Speight, 2007;
Yen and Chilingarian, 1994, 2000).

2.1.3 No Controversy about the Elemental Composition
of Asphaltenes

Asphaltene constituents isolated from different sources are remarkably con-
stant in terms of ultimate elemental composition (Speight, 1994, 2004, 2007).
In particular, the amounts of carbon and hydrogen in C7 asphaltenes usually
vary within a narrow range. These values correspond to a hydrogen-to-carbon
atomic ratio of 1.15 ± 0.5% (Speight, 2004). Values outside this range are very
rarely found (Speight, 2007). Larger variations occur in the proportions of the
hetero elements, for example in the proportions of oxygen and sulfur (Speight,
2004). Oxygen contents vary from 0.3 to 4.9% and sulfur contents vary from
0.3 to 10.3%. On the other hand, the nitrogen content of the asphaltene con-
stituents has a somewhat lesser degree of variation: 0.6–3.3% at the extremes
(Speight, 1994).

2.1.4 Continuing Debates on the Size and the Structure
of Asphaltene Molecules and Aggregates

Largely because of the ill-defined nature of asphaltenes, unresolved controver-
sies surround the basic structure of the material, including debates over the size,
weight, and composition of its molecules. As noted by Professor T. F. Yen (Yen,
2000), a common error made by a number of researchers was that they simply
studied one or a handful of (three or four) characteristics and drew sweeping
conclusions about the general structure of asphaltenes. This tendency toward
generalizations really confused the public as well as the experts.

For a long time many scientists believed that asphaltenes existed in petroleum
as very large molecules with molecular weights of up to 1,000,000 g/mol.
Figure 2.1 shows one of the proposed complex structures (Pokonova, 1980)
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Figure 2.1 Earlier structural model of a typical asphaltene molecule.
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of a single molecule of asphaltenes in which various structural subunits are
covalently linked.

Other scientists argued that the measured high molecular weights belong
not to single asphaltene molecules but to molecular aggregates. For several
decades, the dominant conceptual model for aggregation of asphaltenes
in native petroleum and in solutions has been based on compact clusters
(micelles, nanoaggregates) formed by the assembly of some basic molecules,
conventionally referred to as “asphaltene monomers” (Mullins et al., 2007;
Speight, 2007; Yen and Chilingarian, 1994, 2000). Presumably, the distinctive
structural units of these “monomers” are fairly large sheets of 7–10 condensed
aromatic rings which facilitate aggregation into parallel stacks via 𝜋–𝜋 inter-
actions at asphaltene contents above a specific critical micellar concentration
(CMC) of 2–10 g/L (Friberg, 2007; Yen and Chilingarian, 1994, 2000) or a
critical nanoaggregate concentration (CNAC) of ca. 100 mg/L (Mullins, 2010;
Pomerantz et al., 2015; Ruiz-Morales and Mullins, 2007). These currently
popular structural models are illustrated in Figure 2.2.

However, a number of publications by various research teams challenge
this dominant paradigm for asphaltene molecular structure (Agrawala and
Yarranton, 2001; Alshareef et al., 2011; Evdokimov, Eliseev, and Akhmetov,
2003a, 2003b; Evdokimov and Fesan, 2016; Evdokimov, Fesan, and Losev, 2016;
Gray et al., 2011; McKenna et al., 2013; Sheremata et al., 2004; Speight, 2007;
Strausz, Mojelsky, and Lown, 1992). In particular, recent steady-state fluores-
cence emission (SSFE) experiments (Evdokimov and Fesan, 2016; Evdokimov,
Fesan, and Losev, 2016) demonstrated that asphaltene “monomers” appear
to be much smaller molecular species, predominantly containing 1- to 3-ring
aromatic fluorophores, as illustrated at the left of Figure 2.3. Moreover, now
there is ample experimental evidence (Evdokimov, Eliseev, and Akhmetov,
2003a, 2003b; Evdokimov and Fesan, 2016; Evdokimov, Fesan, and Losev, 2016;
McKenna et al., 2013) that some primary asphaltene aggregates are formed

N

Figure 2.2 Currently popular structural models of a typical asphaltene “monomer” (left) and
of an asphaltene “micelle”/“nanoaggregate” (right).
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Figure 2.3 Emerging structural models of small asphaltene “monomers” (left) and of
asphaltene supramolecular aggregates (right).

at extremely low concentrations of 0.05–0.5 mg/L even in “good” solvents
(benzene, toluene, toluene/methanol, etc.). Asphaltene “monomers” aggregate
into complex supramolecular entities predominantly not via 𝜋–𝜋 stacking but
in a head-to-tail manner via hydrogen bonding (Evdokimov, Fesan, and Losev,
2016; Gray et al., 2011). Supramolecular asphaltene aggregates exhibit complex
bridged structures, comprising sulfur, nitrogen, aromatic, and naphthenic
groups linked by alkyl chains (Gray et al., 2011). These components aggregate
in crude oil and “good” solvents over a wide range of concentrations and
temperatures, occlude components that are otherwise soluble, are porous to
solvents, and are elastic under tension. None of these properties is consistent
with the currently popular models of “nanoaggregate” architecture (Figure 2.2)
dominated only by 𝜋–𝜋 stacking. Supramolecular assemblies of asphaltene
molecules combine cooperative binding by Brønsted acid–base interactions,
hydrogen bonding, metal coordination complexes, and interactions between
cylcoalkyl and alkyl groups to form hydrophobic pockets, with a negligible
contribution of aromatic 𝜋–𝜋 stacking (Gray et al., 2011). The right part of
Figure 2.3 shows a two-dimensional projection of a part of supramolecular
asphaltene aggregate, in which small asphaltene “monomers” are linked by var-
ious weak non-covalent bonds. An excellent color image of a three-dimensional
structure of such aggregate is presented by Gray et al. (2011).

2.1.5 Conflicting Paradigms based on Similar Analytical Techniques:
Apparent Significance of “Human Factors”

It should be emphasized that the principally different structural schemes of
Figure 2.2 and Figure 2.3 were mostly based on the experimental results
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of identical optical analytical methods (absorbance and fluorescence
spectroscopy, etc.). The authors of the highly publicized model of Figure 2.2
described the respective experiments as an “optical interrogation” of
asphaltenes (Mullins, 1998).

Literature analysis shows that the difference in answers to an “optical interro-
gation” of similar molecular systems with identical analytical instruments most
often is a consequence of specific “human factors.” Among these factors may
be insufficient attention to the limitations of the measuring equipment, limited
amount of data points employed for constructing the measured dependencies,
inappropriate methods of plotting and approximation of data sets, etc. After
such unreliable “optical interrogations,” speculations often replace facts and
mythical representations of asphaltene properties are constructed.

In the following sections some of these “myths” are discussed and the under-
lying errors/human factors analyzed.

2.2 Mythical “Characteristic Signatures”
of Asphaltenes in Optical Analytical Methods

2.2.1 Nonexistent “Resonance UV Absorption” of Asphaltenes

Over the past few years, a number of authors have reported prominent “char-
acteristic peaks” in UV/Vis absorption spectra for solutions of asphaltenes and
of crude oils. For example, in toluene solutions the reported absorption peaks
lie in the narrow range of 288–310 nm. In all publications these peaks were
regarded as specific fingerprints of asphaltenes that were very useful for their
analytical characterization. In some papers (Potapov et al., 2006, 2008) these
peaks were also “theoretically” explained by “resonance absorption of pure
asphaltene.”

Figure 2.4 shows representative examples of such “characteristic peaks,”
re-plotted from original publications.

a) Absorption spectra for chloroform solutions of asphaltenes from Russian
crude oils (Sergienko, Taimova, and Talalajev, 1979). The behavior of “char-
acteristic peak” at 310–320 nm was attributed to specific variations in the
structures of asphaltene molecules, e.g. the “red shift” of the peak from 320
to 340 nm was regarded as indicative of increasing asphaltene aromaticity.

b) Absorption spectra for toluene solutions of 50 mg/L asphaltenes from
Hamaca crude oil with the maximum of absorbance around 310 nm
(Goncalves et al., 2004). On the basis that “the spectral location of the
absorption maximum varies considerably and almost continuously for
the different crude oils” the authors conclude that “the similarity of the
absorption spectra of the asphaltenes studied evidence that the same type
of chromophores is present in these fractions.”
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c) Two absorption spectra for toluene solutions of Athabasca C7-asphaltenes
with concentrations in the range from 10 to 200 mg/L (Alboudwarej et al.,
2004). The authors emphasize the presence of a common absorption maxi-
mum at 288 nm in most dilute solutions and recommend this wavelength as
a standard one for the calibration of concentration measurements.

d) “Characteristic absorbance maximum” in the spectra of crude oil solutions
(Lai et al., 1993). Values of the intensity and of the wavelength position of this
maximum (I9 and I8) were regarded as two of the nine “individual” and “most
representative” parameters for an analytical characterization of native crude
oils. For discriminating between crude oils belonging to different geographic
origins the author employed a “pattern recognition method.” As illustrated
in Figure 2.5, each oil was represented by a circular profile (fingerprint) that
consists of nine parameter axes that radiate from the center like spokes on a
wheel. Attributes of the discussed “characteristic peaks” (I8 and I9) are high-
lighted by thicker lines.

One more publication (Castillo et al., 2001) reports absorption spectra for
toluene solutions of crude oil asphaltenes with concentrations below 100 ppm,
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Figure 2.4 Representative examples of published “evidence” for “characteristic peaks” of
asphaltenes (see text).
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Figure 2.5 Employment of
“characteristic absorbance
maximum” for analytical
characterization of crude oils by
“pattern recognition method.”
Source: Adapted from Lai et al.
(1993).
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which exhibit a common absorbance maximum at 305 nm. The authors
conclude that the value of this wavelength “hints to the possibility of observing
two-photon absorption.” A prominent absorbance peak at ca. 300 nm has
been also reported for ppm (mg/L) solutions of asphaltenes, derived from coal
(Guin and Geelen, 1996). A more recent example of an analytical technique
based on “characteristic resonance absorption” in asphaltenes is in a suggested
“New Method for Determination of Dispersity in Petroleum Systems” (Potapov
et al., 2006, 2008). The authors present experimental circular dichroism (CD)
spectra which exhibit “the short-wave band with a maximum near 300 nm”
and insist that “there is a correlation between the CD band position of crude
oil toluene solutions and resonance absorption of pure asphaltene toluene
solutions.”

In spite of multiple cases of “experimental evidence,” like those in Figure 2.4,
our analysis of these results (Evdokimov and Losev, 2007a, 2007b, 2008) has
definitely shown that “characteristic resonance absorption” not only cannot
be regarded as a “fingerprint attribute” of crude oils/asphaltenes but also is
nonexistent, being merely a trivial experimental artifact near the absorption
edge of the solvent. This conclusion was arrived at by comparison of published
“characteristic peaks” of absorbance, which revealed a striking and highly sus-
pect coincidence of experimental data reported by different research groups
for asphaltenes/crude oils of diverse origin. As an illustration, Figure 2.6
shows the data from original publications normalized to equal absorbances
at 350 nm. The numbers denote absorbance spectra for the following toluene
solutions:

• of a Tatarstan crude with 26 mg/L asphaltenes (Evdokimov and Losev,
2007a);

• of coal asphaltenes, 34.8 mg/L (Guin and Geelen, 1996);

Figure 2.6 Highly suspect coincidence of
published absorbance spectra for toluene
solutions of asphaltenes and crude oils of
diverse origin (see text).
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• of asphaltenes from Athabasca bitumens, 100 mg/L (Alboudwarej et al.,
2004);

• of asphaltenes from a Hamaca crude, 50 mg/L (Goncalves et al., 2004);
• of an oil solution with 11.2 mg/L asphaltenes (Potapov et al., 2006, 2008).

The apparent origin of “resonance absorption” artifacts is analyzed by
Evdokimov and Losev (2008). The spectroscopy specialists may regard the
presented arguments as obvious; however, we found it difficult to convey
to some petroleum scientists and practitioners the nature of the underlying
solvent effects. A typical reaction was: “There cannot be any solvent effects:
these are accounted for in modern spectrometers” or, “In spectrometers
the solvent absorption is properly subtracted from the sample’s signal.” In
our earlier book (Evdokimov and Losev, 2007b) we regarded such attitudes
as “human factors,” which we discussed at the end of Section 2.1. Namely,
we classified it as a “syndrome of expensive equipment” when one finds it
difficult to believe that the newly acquired expensive/modern/sophisticated/
multifunctional/sensitive/automated/etc. spectrometer can provide question-
able output. In fact, it can, mainly for the reasons that nowadays the details of
signal processing and solvent subtraction are buried somewhere deep in the
circuits of electronic blocs.

Artifacts due to subtraction rarely appear in concentrated solutions with
comparable solvent and solute absorption coefficients. However, owing to
extremely high UV/Vis absorptivity of asphaltenes, acceptable absorbances
(A < 2–3) in conventional (cm length) cuvettes may be achieved only in
highly diluted ppm (mg/L) solutions. In this case the ratio of solvent/solute
absorption coefficients increases catastrophically near the absorption edge
of a solvent. For pure toluene, absorption starts to grow at ca. 282 nm
and 1 M absorption coefficient sharply rises to 6596 cm−1 at 261.75 nm
(Lambert et al., 1976; Berlman, 1971). Quantitative estimates of absorption
spectra for 1 ppm and 10 ppm asphaltene concentrations in 1 M toluene
are presented in Evdokimov and Losev (2008). Of crucial significance is
that calculations predict absorbance values rising above 103, while any real
spectrometer possesses certain threshold sensitivity to low relative intensities
of the light, transmitted by a cuvette IT/I0 (where I0 is incident intensity)
and, hence, threshold sensitivity to high absorbances A = −log(IT/I0). For
many commercial spectrometers IT/I0 thresholds are typically 10−4–10−6

(Amax≈4-6). Any transmitted intensity below the threshold is fed into the
processing electronic block as a common “noise” signal and, consequently, the
processed absorbances for both cuvettes (with the studied solution and with
the reference pure solvent) are regarded as being “saturated” at a common
maximum level. In the final “solvent subtraction” operation in a spectrometer’s
electronic block, processed absorbances of the solvent are digitally subtracted
from absorbances of solutions. The result is provided as an output signal
of a spectrometer. In the vicinity of the solvent’s absorption edge, owing to
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Figure 2.7 UV/Vis absorption spectra of
crude oil solutions in toluene, in CCl4 and
of a solvent-free crude oil.
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subtraction of equal (saturated) solution and solvent absorbances, the output
signal sharply drops to (and remains at) close-to-zero level, an artifact absent
in the properly measured absorption spectra. Visually, this artifact for toluene
solutions may be classified as a sharp absorption maximum close to 300 nm
and, evidently, it is the persistent “resonance absorption peak of asphaltenes,”
illustrated in Figure 2.4 and Figure 2.6.

The direct experimental verification of the above conclusions was performed
by studying absorption spectra of crude oil solutions in solvents with different
absorption edges (Evdokimov and Losev, 2007b, 2008). As shown in Figure 2.7,
the “characteristic absorption peak” does follow the changes in an absorption
edge of a solvent ∼282–285 nm for toluene and ∼265 nm for carbon tetrachlo-
ride. The solvent-free absorbance spectrum of a neat crude oil was obtained
by a thin film technique (Evdokimov and Losev, 2007b). This spectrum prac-
tically coincides with reliable parts of solution’s spectra and does not exhibits
any “resonance absorption.”

In summary, it may be concluded that many of the previously reported
UV/Vis absorption properties of asphaltenes/crude oils may have been
noticeably distorted by experimental artifacts. Following the style of a recent
critique of other methods for “optical interrogation” of petroleum (Strausz
et al., 2008), we may conclude that frequent publications of such artifact as
“resonance absorption band of asphaltenes” has caused a measure of confusion
that hopefully now has been resolved and this episode in asphaltene studies
has been closed for good.

2.2.2 Mythical “Characteristic Monomer Peaks” in Fluorescence
Emission Studies

As noted in Section 2.1, even after decades of intensive experimental and theo-
retical studies, molecular structures of asphaltenes are still not well character-
ized and are the subjects of ongoing debate.
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The most popular structural description of asphaltene molecules in
Figure 2.2 are crucially based on the measured parameters of “characteristic”
dome-shaped peaks in steady-state fluorescence emission spectra, which were
observed at asphaltene concentrations of 10–25 mg/L when, as presumed by
experimentalists, asphaltene existed as “monomers” in the studied solutions
(Badre et al., 2006; Buenrostro-Gonzalez et al., 2001; Groenzin and Mullins,
1999, 2000, 2007; Mullins, 1998; Ralston, Mitra-Kirtley, and Mullins, 1996;
Ruiz-Morales and Mullins, 2007, 2009).

In particular, the position of these peaks at 450–500 nm was regarded as proof
of a virtual absence of 1- to 3-ring aromatic molecules in asphaltenes. Further-
more, this position was employed for comparison with a standard wavelength
dependence of rotational diffusion correlation times for a set of molecules with
well-known properties, as schematically illustrated in Figure 2.8. By such com-
parison, the average molecular weight of asphaltenes was estimated as∼750 Da.

In addition, the shapes of emission spectra were regarded as indica-
tive of population distribution of asphaltene fluorophores (Mullins, 2010;
Ruiz-Morales and Mullins, 2007), as schematically shown in Figure 2.9.
On the basis of the peak position in these spectra, it was concluded that
non-aggregated asphaltene molecules (monomers) predominantly contain
7–10 fused aromatic rings (FARs) as illustrated in Figure 2.2.

However, our recent re-examination of the above fluorescence experiments
revealed that the conclusions about the MW of asphaltenes and the size of their
aromatic systems should be regarded as false due to fundamental errors in mea-
surement procedures and in the interpretation of the measured fluorescence
spectra.

First, one necessary requirement, which is emphasized in multiple manuals
and textbooks on fluorescence measurement (Guilbault, 1990; Lakowicz, 2006;
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Figure 2.8 A scheme for determining the
molecular weight of asphaltenes from the
position of “characteristic monomer peaks”
in fluorescence emission spectra.



�

� �

�

Optical Interrogation of Petroleum Asphaltenes: Myths and Reality 25
E

m
is

s
io

n
 i
n
te

n
s
it
y

F
re

q
u
e
n
c
y
 d

is
tr

ib
u
ti
o
n

400 450 500

Wavelength, nm

550 600 1 5 10

Number of FARs

15

Figure 2.9 A scheme of determination of the predominant fused aromatic systems in
asphaltenes from the position of “characteristic monomer peaks” in fluorescence emission
spectra.

Miller, 1981; Wehry, 1976; Valeur and Berberan-Santos, 2012), is correcting the
“raw” (as-measured) data for inner filter effects (IFEs). IFEs can be segregated
into “primary IFEs” from the attenuation of the excitation light with 𝜆ex
and “secondary IFEs” that attenuate the fluorescence emission with 𝜆em.
Frequently employed is the absorbance-based approach for IFE correction
(Lakowicz, 2006), where the observed fluorescence intensity (Iobs

𝜆ex,𝜆em) is
converted into the corrected fluorescence intensity (Icorr

𝜆ex,𝜆em) for each pair of
excitation and emission wavelengths by the following transformation:

Icorr
𝜆ex,𝜆em = Iobs

𝜆ex,𝜆em × 10{0.5×[A(𝜆ex)+A(𝜆em)]} (2.1)

The factor 0.5 in the power exponent appears in the 90∘ geometry because
absorbance (excitation) and fluorescence (emission) are assumed to occur at
the midpoint of the cuvette.

Such corrections have never been performed in the discussed experiments
(Badre et al., 2006; Buenrostro-Gonzalez et al., 2001; Groenzin and Mullins,
1999, 2000, 2007; Mullins, 1998; Ralston, Mitra-Kirtley, and Mullins, 1996;
Ruiz-Morales and Mullins, 2007, 2009) in the assumption that “no complica-
tions from self-absorption” occur at asphaltene concentrations of 10–25 mg/L
because “optical densities OD of all solutions were kept below 0.2.” This
assumption appears to be unfounded and wrong. First, no direct comparisons
of the as-measured “raw” fluorescence emission spectra with those that are
corrected for “inner filter”/self-absorption effects are present in the discussed
publications. Second, the statement of OD < 0.2 is misleading. The optical
densities for 10–25 mg/L asphaltene solutions in standard 10 mm cuvettes do
fall below 0.2, but only in the wavelength range that comprises the maxima
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of “raw” spectra. However, optical densities strongly increase at shorter
wavelengths. As an example, consider Figure 2.10 with absorbance (optical
density) data from Figure 2.14 in Mullins (2010), re-calculated for a standard
fluorimeter’s 10 mm cell and an asphaltene concentration of 25 mg/L.

Consequently, “inner filter”/self-absorption corrections would notably alter
the shape and positioning of the “characteristic monomer peaks” in “raw” flu-
orescence emission spectra of discussed experiments. To support this conclu-
sion, Figure 2.11 compares one of these “raw” spectra from Mullins (1998, 2010)
with the spectrum corrected for “inner filter”/self-absorption effects. The cor-
rection was performed by the method of Equation (2.1) with A(𝜆) dependence
from Figure 2.10. Significant changes in the shape and position of the corrected
spectrum are clearly seen.
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Figure 2.12 Another example of
the necessity of “inner
filter”/self-absorption corrections
in analysis of asphaltenes by
fluorescence emission
measurements. Source:
Evdokimov, Fesan, and Losev
(2016).
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The crucial importance of “inner filter” corrections in fluorescence studies
of 10–25 mg/L asphaltene solutions was recently demonstrated by Evdokimov,
Fesan, and Losev (2016). As an example, Figure 2.12 shows steady-state fluores-
cence emission spectra for 15 mg/L asphaltene solution at 300 nm excitation.
Significant changes in the corrected spectrum are clearly observed.

Second, the attribution to asphaltene “monomers” of fluorescence emission
peaks at 450–500 nm in 10–25 mg/L asphaltene solutions is fundamentally
wrong. In this attribution, the authors of the popular description of asphal-
tene “monomers” in Figure 2.2 disregarded multiple experimental evidence of
other research teams that asphaltenes start to aggregate at much lower concen-
trations (see Section 2.1). Moreover, fluorescence emission studies of benzene
solutions with a wide range of asphaltene concentrations (Evdokimov, Fesan,
and Losev, 2016) definitely proved that the “characteristic” peak at 450–500 nm
belongs not to asphaltene “monomers” with 7–10 aromatic rings but to aggre-
gates of much smaller asphaltene molecules. In these studies, non-aggregated
asphaltene molecules were registered only in solutions with asphaltene con-
centrations no higher that 0.7 mg/L. As an illustration, Figure 2.13 shows flu-
orescence emission spectra for 0.34 mg/L and 15 mg/L solutions, normalized
to equal areas. The 0.34 mg/L spectrum is dominated by an emission peak at
290–310 nm with some additional weak structure extending to 390–400 nm. In
the original publication, this spectrum was compared with the standard spec-
tra of fluorescence emission from monomers of 1- to 4-ring aromatic com-
pounds (Table 2.1). It was concluded that non-aggregated asphaltene molecules
(monomers) predominantly contain small, 1- to 3-ring, aromatic fluorophores.
The “characteristic” 450–500 nm peaks appear in the spectra of more concen-
trated solutions (e.g. 15 mg/L). Following literature analysis, this wavelength
range is typical for emission from aggregates of small aromatic molecules (see
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Figure 2.13 Representative
fluorescence emission spectra
from benzene solutions with
non-aggregated and aggregated
asphaltenes. Source: Adapted from
Evdokimov, Fesan, and Losev
(2016).

Table 2.1). Hence, it may be concluded that the above discussed “characteristic
monomer peak” is, in fact, a “characteristic aggregate peak” of asphaltenes.

In summary, now there is ample experimental evidence that individual
asphaltene molecules, which are prone to aggregation at higher concentra-
tions, are relatively small species with predominant 1- to 3-aromatic ring
chromophores, in contrast to the widely publicized misconception of the
structure in Figure 2.2, which describes much larger 7- to 10-ring “monomers.”
This misconception appears to originate in multiple publications of a prolific
research group (Badre et al., 2006; Buenrostro-Gonzalez et al., 2001; Groenzin
and Mullins, 1999, 2000, 2007; Mullins, 1998, 2010; Pomerantz et al., 2015;
Ralston, Mitra-Kirtley, and Mullins, 1996; Ruiz-Morales and Mullins, 2007,
2009), which were evidently aimed at designing a simplified “effective” struc-
tural description of asphaltenes that is immediately suitable for spectacular
practical applications in the Flory–Huggins equations of state and in inter-
pretations of data on “reservoir compartmentalization, connectivity, baffling,
tar mat and heavy oil formation, disequilibrium gradients, diffusive gradients
in reservoirs, biodegradation, reservoir fluid geodynamics.” In a quest for
such an effective description, these researchers decided to consider molecular
species that are observed at concentrations of up to 10–25 mg/L as individual
asphaltene molecules, ignoring available experimental evidence by other
research groups that asphaltenes remain aggregated at these and much lower
concentrations, below 1 mg/L. Moreover, “experimental proofs” of the 7- to
10-ring model appear to be erroneous. In particular, the fluorescence emission
spectra have not been corrected for “inner filter effects.” Additionally, multiple
flaws were present in the fluorescence depolarization-rotational correlation
time experiments, as convincingly demonstrated in Strausz et al. (2008), with
the conclusion that the 7- to 10-ring results “are egregiously wrong” and the
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Table 2.1 Positions of fluorescence emission (FE) peaks in standard spectra of some 1- to
4-ring molecules and their aggregates.

FE peak from monomers FE peak from aggregates

Compound No. of rings
Position
(nm) Reference

Position
(nm) Reference

styrene 1 306 Cignoli et al.
(2012)

335 Kuo (2011)

1,4-Dicyanobenzene 1 290 Zhang and
Chen (1988)

378 Zhang and
Chen (1988)

thiophene 1 285 Tor et al.
(2007)

408–522 Yang (2000)

naphthalene 2 320 Dixon,
Taniguchi,
and Lindsey
(2005)

405 Banerjee et al.
(2012)

benzothiophene 2 300–310 Tor et al.
(2007)

460–490 Jung et al.
(2007)

quinoline 2 384 Itoh (2014) 430–480 Ramachandran
et al. (2014)

phenanthrene 3 365 Cignoli et al.
(2012)

415 Wang et al.
(2001)

anthracene 3 389 Cignoli et al.
(2012)

468 Huang and
Feng (2014)

dibenzothiophene 3 328 Zwarich
(1968)

400–495 Jung et al.
(2007); Cho,
Woo, and
Hwang (2012)

benzoquinoline 3 351–367 Mabuchi
et al. (2005)

440 Mabuchi et al.
(2005)

pyrene 4 391 Cignoli et al.
(2012)

483 Pope and
Swenberg
(1999)

“inferences postulated with respect to the molecular architecture of asphaltene
… should in their entirety be disregarded.”

2.3 Misconceptions about the Properties of UV/Vis
Absorption Spectra of Asphaltenes

In publications on “optical interrogation of asphaltenes” studies of light
intensity attenuation in asphaltene solutions are conventionally described as
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“absorption studies” (Mullins, 1998, 2010). In these experiments the measured
quantities are intensities of light I and I0 passing through the cell with investi-
gated solution and through the identical reference cell with pure solvent. The
calculated quantity log10(I0/I) is a function of light wavelength. It is usually
called “absorbance” A(𝜆) and is described by a Beer-Lambert law

A(λ) = 𝜀(λ)Cl, (2.2)

where l is the cell’s length and C is the asphaltene concentration in the solution.
If there are no changes of the molecular state of asphaltenes in different solvents
(e.g. in absence of asphaltene aggregation), 𝜀(𝜆) would be constant and there
would be a simple linear dependence of the measured values of A on asphaltene
concentration. 𝜀(𝜆) is called “coefficient of absorption” or “absorptivity” in the
assumption that “there is no optical light scattering” by asphaltenes (Mullins,
1990; Mullins, Mitra-Kirtley, and Zhu, 1992; Ruiz-Morales and Mullins, 2007,
2009). As is discussed in Section 2.3.3, recent experiments (Dechaine and
Gray, 2011a, 2011b; Derakhshesh, 2012; Derakhshesh, Gray, and Dechaine,
2013; Morimoto, 2015) showed that this assumption may be fundamentally
wrong. These studies provided a direct experimental proof that asphaltenes
dispersed in toluene showed no absorption in the visible light range and that
the measured “absorbance” is due to Rayleigh scattering, which correlated
with the size of asphaltene aggregates. Obviously, these results will require
serious revision of terminology in the optical interrogation of asphaltenes.
However, for convenience, in the following sections the terms “absorption,”
“absorbance,” and “absorptivity” will be used as in original publications
without implying any particular mechanisms of light attenuation.

2.3.1 The Myth about the Absence of Asphaltene Aggregation
Effects in Optical Absorption Studies

It has been frequently stated that “there is no change in the visible−NIR
[near-infrared] spectra of asphaltenes above and below various aggregation
concentration thresholds” (Ruiz-Morales and Mullins, 2013; Ruiz-Morales,
Wu, and Mullins, 2007); “there is no detectable effect of aggregation on
asphaltene absorption spectra” (Mullins, 2010). Without sufficient experimen-
tal proof it was concluded that “asphaltene spectra strictly obey the linear
Beer–Lambert law; the absorption spectra do not exhibit any appreciable
nonlinearities because of aggregation” (Mullins, 2010); “asphaltene electronic
absorption is linear in asphaltene concentration over a very wide range – from
5 mg/L to 5 g/L” (Ruiz-Morales and Mullins, 2009).

However, in optical absorption studies of other molecular systems it is a com-
mon practice to study molecular aggregation by observing variations of absorp-
tivity 𝜀(𝜆) with concentration, i.e. deviations from the linear Beer–Lambert law
implying constant absorptivity (Carroll et al., 1999; Haswell, 1991; Rao, 1975).
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Hence, there is no reason why aggregating asphaltenes in solution would be a
unique example of constant absorptivity. Indeed, a literature survey of publica-
tions on optical absorption of asphaltenes revealed quite a number of experi-
mental results which, subjected to a proper analysis, show specific effects that
may be attributed to asphaltene aggregation. These effects, however, have not
been noticed by the authors, because of inappropriate methods of data presen-
tation, namely on plots of absorbance versus concentration comparatively weak
variations of 𝜀(𝜆) are masked by the strong linear dependence on C. As a rep-
resentative example, consider the studies of asphaltene aggregation in toluene
(Castillo et al., 2001). The authors present a “calibration curve,” i.e. a plot of
absorbance at 532 nm (optical path length l = 0.1 cm) vs. asphaltene concentra-
tion in the range of C= 10–600 mg/l. They state that absorption “is rather insen-
sitive to aggregation processes in the observed concentration range” and that
“this observation is confirmed by the almost perfectly linear calibration curve.”
Note that in the original publication this conclusion is not supported by a lin-
ear approximation of experimental points. For further analysis, we extracted
the numerical absorbance values A(C) from the experimental points in this
“calibration curve” and re-plotted the A(C) dependence in Figure 2.14 with an
additional best fit of a linear function. Some deviations from “perfect linear-
ity” may be noticed. Furthermore we calculated the respective absorptivities
𝜀(C) = A(C)/Cl in units of cm2/mg. The final results of this data analysis are
presented in Figure 2.15, where variations of absorptivity with concentration
become clearly seen and may be attributed to consecutive aggregation stages
(Evdokimov, 2010; Evdokimov, Eliseev, and Akhmetov, 2003b).
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Figure 2.14 The original asphaltene absorbance data (re-plotted from Castillo et al., 2001)
with a “perfectly linear” concentration dependence. Source: Adapted from Castillo et al.
(2001).
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Figure 2.15 The data from
Figure 2.14 presented in terms of
asphaltene absorptivity.
Asphaltene aggregation effects
become clearly seen.

Apparently, the first case of intentional use of absorptivity measurements for
studying asphaltene aggregation was reported in the rarely cited 1986 publica-
tion (Yokota et al., 1986). This paper contains experimental evidence of strong
concentration effects on absorption spectra of Athabasca asphaltenes in ben-
zene solutions due to asphaltene aggregation commencing at concentrations of
ca. 5 mg/L. As an illustration, Figure 2.16 shows concentration dependence of
asphaltene absorptivity, reconstructed from the data in Table 3 of the respective
publication.

A detailed investigation of asphaltene aggregation in the wide concentration
range (from 1.6 mg/L to 1.5 g/L) was performed by measuring UV/Vis absorp-
tion at fixed wavelengths (Akhmetov, Evdokimov, and Eliseev, 2002; Evdoki-
mov, Eliseev, and Akhmetov, 2003a, 2003b). Figure 2.17 shows the dependen-
cies of absorptivity at 670 nm on asphaltene concentration in toluene solutions
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Figure 2.16 The earliest
experimental evidence of
aggregation-dependent
asphaltene absorptivity in
highly dilute solutions.
Source: Adapted from
Yokota et al. (1986).
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of crude oil (data set labelled “O”) and of solid asphaltenes (data set labelled
“A”). Absorptivity minima were attributed to consecutive formation of various
asphaltene oligomers and colloidal particles. Note the virtual coincidence of
aggregation stages in both types of solutions. This coincidence indicated that
asphaltenes self-aggregate in solutions and in crude oils; other crude oil con-
stituents apparently provide only a minor influence on aggregation phenomena.
Specifically, in the course of primary aggregation, there appears to be no “sta-
bilizing effect” frequently associated with the presence of resin molecules in oil
media (Dickie and Yen, 1967; Yen and Chilingarian, 1994, 2000). The conclu-
sion that resins fail to stabilize asphaltene dispersions has been independently
confirmed by other experimental techniques (Gonzalez et al., 2003).

Continuing efforts of some research teams to support the myth about the
absence of aggregation effects on asphaltene absorptivities (constancy of 𝜀(𝜆)
in different solutions) may be explained by their “revolutionary” suggestions
for simplified analytical characterization of petroleum molecular systems,
namely these scientists claim that “the absorption spectral profile … directly
gives the population distribution of molecules” in asphaltenes and crude
oils (Mullins, 1998; Mullins, Mitra-Kirtley and Zhu, 1992). The respective
theoretical model (see Section 2.3.2) was based on “experimental” absorbance
spectra in the very wide range of light wavelengths (photon energies), from UV
to NIR, like those shown in Figure 2.18 (after Mullins, Mitra-Kirtley, and Zhu,
1992). Note that in these spectra the “measured” absorbances vary by more
than three orders of magnitude, while it is not possible to accurately measure
absorbances higher than 2–2.5 with commercially available instruments for
chemical analysis (Perkampus, 1992). The authors of the original paper recog-
nize that these spectral curves were obtained by splicing absorption spectra
of multiple samples with different concentrations. This procedure would be
adequate only in case of the constant 𝜀(𝜆). However, in view of well-proven
concentration-dependent absorptivities, such a spliced spectrum appears to
be an artificial “chimera” which does not belong to any real substance.

Figure 2.17 Experimental
evidence for strong
molecular aggregation
effects on asphaltene
absorptivity in toluene
solutions. Source: Adapted
from Evdokimov, Eliseev and
Akhmetov (2003b);
Evdokimov (2008).
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Figure 2.18 “Representa-
tive” optical absorption
spectra of a crude oil and
of asphaltenes (re-plotted
from Mullins, Mitra-Kirtley,
and Zhu, 1992). Each
spectrum is constructed
from spliced spectra of
multiple samples with
various dilutions, an
artificial “chimera” which
does not belong to any
real substance.

2.3.2 The Myth about the “Urbach Tail” in Optical Absorption
Spectra of Asphaltenes and Crude Oils

As mentioned above some research teams insist that “the absorption spectral
profile…directly gives the population distribution of molecules” in asphaltenes
and crude oils (Mullins, 1998; Mullins, Mitra-Kirtley and Zhu, 1992). Above
all, this conclusion is derived from erroneous interpretation of the fact that the
most apparent feature in absorption spectra of asphaltenes and crude oils is a
smooth “continuum.” In spite of many suggestions/models, the precise nature
of these continuous spectra of crude oils and asphaltenes remains a mystery.

The discussed erroneous interpretations of optical properties of asphaltenes/
crude oils utilize some concepts of the so-called amorphous semiconductor
(AS) model. The name AS model sounds restrictive and may be misleading.
In fact, this model is applicable to descriptions of optical properties of a
wide range of molecular systems. The only requirements are the absence of a
long-range (crystalline) order, and the presence of some degree of a short-range
order in any absorber (chromophore). The latter requirement makes it possible
to employ concepts of “densities of states” and of “energy bands” for individual
molecules/chromophores. It is important that in a liquid phase practically con-
tinuous energy bands emerge only in sufficiently large molecules. For example,
in so-called conducting polymers initially identical energy levels of monomers
split into continuous bands only upon polymerization (Wallace et al.,
2003).

The standard AS models consider systems of identical molecules with similar
energy bands, as schematically illustrated in Figure 2.19. The main electronic
transitions, responsible for different parts of continuous absorption spectra in
such AS systems (Figure 2.20), are listed below (Adachi, 1999; Singh and Shi-
makawa, 2003).
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Figure 2.19 Schematic representation of a molecular system described by the standard AS
model. All electronic transitions are within energy levels of a specific large molecule
(chromophore).

Figure 2.20 The main regions of continuous
absorption spectra in the AS model. Source: After
Adachi (1999) and Singh and Shimakawa (2003).
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2.3.2.1 Tauc Range
Band-to-band transitions for photon energies in excess of the band gap E0.
In this strong absorption region absorptivity 𝜀 can be described by the Tauc
relation: 𝜀h𝜈 ∼ (h𝜈-Eo)2.

2.3.2.2 Urbach Range
Transitions within an energy band involving disorder-related exponential tails
(Urbach tails) with 𝜀 ∼ exp(h𝜈/EU), where “Urbach energy” EU indicates the
width of the band tails of localized states.

2.3.2.3 Low Absorption (Defects) Range
Transitions involving defect states within the band gap most frequently are
modeled using an error function, which is an integral of a Gaussian energy
distribution of defects. As a first approximation, these may be described by
another exponential dependence: 𝜀∼ exp(h𝜈/Ed), where the width of the defect
states Ed usually is larger than EU (Singh and Shimakawa, 2003).

With respect to crude oils and asphaltenes the original AS model has been
restricted to the Urbach range and implicitly revised. It has been postulated
that “the Urbach phenomenology describes the absorption spectra of crude oils
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and asphaltenes when absorption is dominated by lowest energy transitions”
(Mullins, 1998).

However, while the original model refers to “population distribution of
energy states” in any individual molecule (density of states), the revised AS
model suggests that the absorption spectral profile provides a measure of
the “population distribution of molecules.” It is stated that Urbach slopes
of “optical absorption spectra of crude oils give the population distributions
of chromophores” (distributions of aromatic molecules) and that “all crude
oils, from the heaviest tar to the lightest gas condensate … exhibit the same
slope,” the reason for similarities of distributions/slopes being “the underlying
similarities of the geophysical and geochemical processes which give rise to
different crude oils” (all quotes from Mullins, 1998).

Obviously, the above conclusions are fundamentally wrong. As schematically
illustrated in Figure 2.21, application of the Urbach law 𝜀 ∼ exp(h𝜈/EU) to sys-
tems of molecules without wide energy bands would suggest light absorption
by transitions between energy levels of different molecules (!) which is clearly
impossible.

The fundamental errors in the revised AS model were also noted by other
research groups, for example by Schultze, Lemke, and Löhmansröben (2004).
These scientists reported that in their oil samples the long-wavelength
absorption tails were formally consistent with the Urbach rule 𝜀 ∼ exp(h𝜈/EU).
However, the underlying molecular mechanism they did not discuss in terms
of MW distribution. In line with the original AS/Urbach philosophy, Schultze,
Lemke, and Löhmansröben (2004) suggest that the observed absorptivity
behavior points to the presence in oils of large molecules with high structural
disorder, for example of biogenic macromolecules and polymers.

Furthermore, even if “the absorption spectral profile … directly gives the
population distribution of molecules” in asphaltenes and crude oils (Mullins,

Molecules with

different sizes

hv

! !

D
is

s
im

ila
r 

e
n
e
rg

y
 l
e
ve

ls

Figure 2.21 Schematic representation of a molecular system implicitly accepted in the
revised AS model. Note the impossible electronic transitions between energy levels of
different molecules.
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Figure 2.22 Left, a “continental”-type asphaltene molecule with a single large PAH
chromophore. Source: Rogel (1995). Reproduced with permission of Elsevier. Right,
absorption spectra of large PAH molecules. Source: Fetzer (2000). Reproduced with
permission of John Wiley & Sons, Ltd.

1998; Mullins, Mitra-Kirtley and Zhu, 1992), the authors of the revised AS
theory could hardly explain the observed continuum in absorption spectra.
The reason is that they assume the multiple-ring “continental” model of an
asphaltene molecule (see an example in the left part of Figure 2.22) with the
population distribution peaking at the number of pericondensed aromatic
rings N = 7–10 (Mullins, 2010; Ruiz-Morales and Mullins, 2007). A literature
review shows that superposition of individual spectra of such molecules
cannot result in a true absorption continuum. As an illustration, the right
part of Figure 2.22 shows representative UV/Vis absorbance spectra for a
series of large polycyclic aromatic hydrocarbons (PAHs) with N numbers up
to 11 (Fetzer, 2000). It is clear that superposition of the weakly shifting UV
bands may be expected to form a peak at 280–360 nm accompanied by a
minimum of absorbance, while even such large molecules cannot provide a
noticeable absorbance above 500–550 nm. Other authors also pointed out
that continuous spectra of petroleum systems cannot belong to PAH series as
the superposition of PAH absorption spectra results in well-resolved multiple
peak structures (Alfe et al., 2007)

In spite of the above arguments, the authors of the revised AS theory contin-
ued their attempts to model continuous absorption spectra by specific popu-
lation distributions of “continental”-type asphaltene molecules (Ruiz-Morales
and Mullins, 2009). For these calculations they employ 523-member popula-
tion distribution, which they describe as: “The distribution has 7 fused rings as
the most probable, with a symmetric distribution falling off to 3 and 11 fused
rings, respectively (with no smaller ring systems). We also include a large fused
ring ‘tail’ of up to 15 fused aromatic rings.”
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Figure 2.23 (a) Re-plotted simulated and experimental absorption spectra of asphaltenes.
(b) The large-wavelength parts of these spectra. Source: Adapted from Ruiz-Morales and
Mullins (2009).

The authors conclude that their calculated absorption spectra show good
agreement with the experimental ones. In particular, they note that an
“important similarity between the simulated and measured spectra is the lack
of spectral structure.” In support, they present plots of logarithm of absorbance
vs. photon energy, known to mask/dampen possible peak structures. In fact,
after we re-plotted these data in more conventional absorbance vs. wavelength
graphs (Figure 2.23), it became clear that the agreement between simulated
and experimental spectra is far from satisfactory, as may have been expected.
The dashed line in Figure 2.23 represents a perfectly structureless experimental
spectrum of “ST3” petroleum asphaltenes (multiplied by a factor of 0.25 for
ease of comparison). On the contrary, the simulated spectrum (solid line) does
exhibit a well-developed peak structure both at UV wavelengths and in the
visible-to-NIR range.

2.3.3 In the UV/Vis Spectral Range Asphaltenes Apparently Act not
as Absorbers, but as Scatterers

The previously discussed “Urbach tail” model predicts “the exponential
decrease of absorption for asphaltenes” (Mullins, Mitra-Kirtley and Zhu, 1992;
Ruiz-Morales and Mullins, 2007) and “the universal exponential decay for
crude oil absorption spectra” (Downare and Mullins, 1995) in the visible–NIR
wavelength ranges.

However, in depth experimental analysis of multiple crude oil and asphaltene
samples of diverse geographical/geological origin revealed that all visible–NIR
absorption spectra may be approximated by a power law A(𝜆)∼𝜆−m with m
ranging between 3.14 and 4.33 (Evdokimov, 2010; Evdokimov, Eliseev, and
Akhmetov, 2003a). The fact that the observed exponents are centered on a
value of 4 suggests that not electronic absorption by individual asphaltene
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molecules but Rayleigh scattering from asphaltene aggregates is the dominant
mechanism (Derakhshesh, 2012; Derakhshesh, Gray, and Dechaine, 2013).

A direct experimental proof of this suggestion is presented by Dechaine and
Gray (2011a, 2011b). The authors studied the diffusion of asphaltenes from
several heavy oils and bitumens in dilute toluene solutions using a stirred
diffusion cell equipped with ultrafiltration membranes. The pore sizes were
varied between 3 and 20 nm to retain aggregates while allowing free molecules
to diffuse. The permeate was continuously monitored using an in situ UV/Vis
spectroscopy. It was observed that ultrafiltration membranes with pore sizes
< 5 nm were able to retain a large portion of the total asphaltenes in toluene
solution. Although asphaltenes in solution absorb radiation across the entire
UV/Vis spectrum, the permeate from the aforementioned filtration process
displayed no absorbance in the visible (𝜆 > 550 nm) range, as schematically
illustrated in Figure 2.24. The fact that the absorbance in the visible region
was eliminated by a filtration process indicates that this “absorbance” (light
extinction) is likely linked to asphaltenes nano-aggregates, since these species
are retained by the membrane if the pores are smaller than the size of the
nano-aggregates. Therefore, it is plausible that the interactions of visible light
with asphaltenes are affected by a scattering (i.e. a size-dependent) mech-
anism, and, if so, nano-aggregate size, or more importantly disaggregation
phenomena, can be monitored by the UV/Vis spectroscopy. The origin of the
asphaltenes (Athabasca, Safaniya, and Venezuela) did not have a significant
impact on the observed behavior; therefore, the above observations are widely
applicable to all C7 asphaltenes.

Subsequent experiments (Derakhshesh, 2012; Derakhshesh, Gray, and
Dechaine, 2013) provided additional evidence for predominance of Rayleigh
scattering in visible light attenuation by asphaltenes. Some asphaltenes used
in this study were precipitated from an Athabasca bitumen produced by

Figure 2.24 Schematic illustration of direct
experimental proof that asphaltene
“absorbance” in the visible range is due to
scattering by molecular aggregates. 1.
As-prepared asphaltene solution. 2. Solution
with aggregates removed by ultrafiltration.
Source: Adapted from Dechaine and Gray
(2011a).
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steam-assisted gravity drainage using n-pentane in an industrial pilot plant.
This material had low concentration of mineral solids and was labeled as C5
industrial asphaltenes. The other asphaltene samples used were n-heptane
insoluble (C7)—the same as those used in (Dechaine and Gray, 2011a).

In the case of C7 asphaltenes, high concentration stock solutions of
asphaltenes in toluene (10 g/L or 2 g/L) were prepared by weighing out the
solid asphaltenes on a microbalance (±0.001 mg) and carefully transferring
them to a class A 100 mL volumetric flask. The flask was filled to the base of
the neck with toluene and sonicated for at least 1 h to accelerate dissolution.
Afterward, the flask was allowed to cool, topped to the mark, and the final
weight recorded to ±0.0001 g. The stock solutions were then serially diluted
to yield solutions with varying concentrations of asphaltenes ranging from
30 mg/L to 10 g/L, spanning three orders of magnitude in concentration.
These samples were subjected to UV/Vis spectroscopy measurements using
1 mm and 10 mm cuvettes. Figure 2.25 schematically illustrates typical shapes
of the as-measured (raw) UV/Vis spectra for samples with different asphaltene
concentrations, in conventional absorbance vs. wavelength plots. The small
hump evident at 408 nm of these spectra is evidence of vanadyl porphyrins
present in the asphaltenes.

All “raw” spectra were analyzed for the presence of the Rayleigh scattering
in the assumption that the measured “absorbance” A may be described by the
Beer–Lambert law (Equation (2.2)) where “absorptivity” 𝜀(𝜆) is dominated
by the Rayleigh scattering cross-section aR(𝜆): 𝜀(𝜆)= NAaR(𝜆)/2.303. For a
spherical particle of radius r and refractive index nP, in solvent with refractive
index nS:

aR(𝜆) =
128𝜋5n4

S

3

[ (nP∕nS)2 − 1
(nP∕nS)2 + 2

]2
r6

𝜆4 (2.3)
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Figure 2.25 Schematic illustration of
typical shapes of the as-measured (raw)
UV/Vis spectra for samples with different
asphaltene concentrations. Source: After
Derakhshesh (2012) and Derakhshesh,
Gray, and Dechaine (2013).
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Hence, in the absence of electronic absorption, the measured “absorbance”
may be expressed as:

A(𝜆) = lC𝜉
r6

𝜆4

with the constant factor

𝜉 =
128𝜋5n4

SNA

.909

[ (nP∕nS)2 − 1
(nP∕nS)2 + 2

]2

= const

These equations indicate that if Rayleigh scattering is responsible for the
measured extinction, then the measured “absorbance,” A(𝜆), would vary
linearly with the inverse fourth power of the wavelength (𝜆−4). In contrast, if
the observed extinction were due to molecular absorption then the measured
absorbance would vary linearly with 1/𝜆 (Bohren and Huffman, 1983).

Accordingly all “raw” asphaltene spectra (see Figure 2.25) were converted to
the Rayleigh scattering form (absorbance vs. 𝜆−4), and the representative results
are shown in Figure 2.26.

For all studied samples, the converted spectra were linear within the range
of wavelengths from 550 to 950 nm, with a coefficient of determination (R2)
in excess of 0.996 for least-squares regression fits of the data. These results in
the visible range were consistent with previously published results in the NIR,
which also showed a linear dependence of absorbance on 𝜆−4.

The fact that converted curves are highly linear suggests that the primary
mechanism for the observed extinction in the visible–NIR region is indeed
Rayleigh scattering. If absorption were significant in this region, it would be
expected that the power coefficient for 𝜆 would be somewhere between −1
(absorption) and −4 (Rayleigh scattering). However, none of the converted

Figure 2.26 Schematic illustration of “raw”
spectra from Figure 2.25 converted to the
Rayleigh scattering form. Source: After
Derakhshesh (2012) and Derakhshesh, Gray,
and Dechaine (2013).
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spectra (like those in Figure 2.26) showed any signs of significant deviations
from linearity indicating limited molecular absorption and the predominance
of Rayleigh scattering in this region of the UV/Vis spectrum.

The revised mechanisms of light attenuation in asphaltene solutions were
concisely described by Dechaine and Gray (2011b) in a conference presentation
“Why Are Asphaltene Solutions Black?”:

The apparent absorption of UV-Visible radiation by asphaltenes in solu-
tion extends over a very wide range of wavelengths, from the ultraviolet
to the infra-red. Recent work with a stirred diaphragm diffusion cell
indicates that membranes with pore sizes less than 5 nm are capable of
removing the species responsible for the absorption of visible light with
wavelengths >550 nm. A further analysis of the spectra of the whole
asphaltene samples in toluene indicates that the absorbance of visible
light with wavelengths > 600 nm follows a 𝜆−4 dependence regardless
of concentration or geographical origin. This functional dependence is
consistent with Rayleigh scattering, rather than a mixture of colored
components or chromophores. The fact that the “chromophores” above
600 nm have sizes > 5 nm and can be filtered out, and the fact that the
“absorbance” follows the classical 𝜆−4 dependence for Rayleigh scat-
tering provide strong evidence that the apparent absorption of visible
light by asphaltenes from 600–850 nm is not a molecular absorption
phenomenon but rather a scattering mechanism. A scattering type of
mechanism also easily explains the classical sloping tail always present
on the UV-Visible spectra of asphaltenes in solution. The black color
of the asphaltene solutions therefore arises since the blue/violet/green
wavelengths (<600 nm) are absorbed by the aromatic chromophores
while the yellow/orange/red wavelengths (>600 nm) are scattered by
the colloidal structures in solution, giving rise to the black color we have
come to know and love!

2.4 Current State of Knowledge about Asphaltene
Monomers and Primary Asphaltene Aggregates

As noted in Section 2.1, asphaltenes impact virtually all aspects of crude oil
production and utilization (Speight, 2007). However, in spite of intensive
experimental and theoretical studies, association and aggregation properties
of petroleum asphaltenes are still not well characterized and are the subject
of ongoing debate (Andersen, 2009). In particular, for decades the prevailing
aggregation paradigm (now dismissed as erroneous) has been that at a critical
micelle concentration (CMC ≈ 2–10 g/L) of asphaltenes in native petroleum,
or in “good” solvents, such as toluene, there is a one-step transition from single
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asphaltene molecules (monomers) to colloidal asphaltene “micelles” of 4–6
molecules (Sheu, 1996).

The development of more accurate experimental techniques provided sub-
stantial evidence of asphaltene aggregation at concentrations much lower than
previously quoted CMC. Hence, the aggregation paradigm has been changed
quantitatively, though not qualitatively. The most popular current model is
that at a critical nanoaggregate concentration (CNAC ≈ 100–200 mg/L) of
asphaltenes in native crude oils, or in “good” solvents, there is a one-step
transition from individual asphaltene monomers to colloidal asphaltene
“nanoaggregates” of 4–6 monomers (Mullins, 1998, 2010).

The dismissed paradigm (Sheu, 1996)∶ MOLECULE
CMC
−−−−→ MICELLE

The current paradigm (Mullins, 1998, 2010)∶ MONOMER
CNAC
−−−−→

NANOAGGREGATE

Apparently, owing to their simplicity, the above one-step paradigms have
been and still are the ones almost exclusively employed to describe asphal-
tene aggregation phenomena and for interpretation of experimental data.
Contradictory evidence of multi-step (multi-state) asphaltene aggregation
commencing at concentrations well below CNAC was largely rejected or
ignored.

In fact, for more than four decades, the existence of several structural
states/phases of primary asphaltene aggregates at specific concentrations
Caggr below CNAC has been repeatedly demonstrated in various experiments,
predominantly by analytical methods of “optical interrogation” (see a review in
Evdokimov, 2010). It appears that the observed values of Caggr only marginally
depend on the geographical/geological origin of asphaltenes or on the type of
solvents/crude oils.

In particular, Kazakova and Koretskij (1970) studied luminescence spectra
of chloroform solutions of asphaltenes. They attributed maxima of lumines-
cence intensity to aggregation stages of asphaltenes. The maximum at Caggrr ≈
160 mg/L apparently corresponds to the now popular CNAC. At lower concen-
trations two additional maxima were revealed, a broad one at 15–30 mg/L and
a well-resolved one at ca. 5 mg/L.

Yokota et al. (1986) studied optical properties of benzene solutions with var-
ious concentrations of Athabasca asphaltenes. The authors report “strong con-
centrations effects” on the profiles of the absorption, excitation, and emission
spectra with maxima at concentrations of ca. 5 mg/L and at 25–35 mg/L (see
Figure 2.16).

A detailed investigation of primary asphaltene aggregation in toluene
was performed by UV/Vis absorption spectroscopy (Evdokimov, Eliseev, and
Akhmetov, 2003b); see Figure 2.17. A maximum of absorptivity at 160 mg/L was
attributed to aggregation of asphaltenes into “nanocrystallites” (now referred
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to as “nanoaggregates”). Maxima at lower asphaltene concentrations—at ca.
45–50 mg/L, at 11–12 mg/L, and at 4–5 mg/L—were attributed to appearance
of various primary asphaltene aggregates.

Furthermore, the measured shifts of fluorescence emission bands have shown
that self-association of asphaltenes in toluene may start at concentrations of ca.
1.7 mg/L (Juyal, Merino-Garcia, and Andersen, 2005).

However, in spite of all evidence, the concept of multi-step (multi-state)
asphaltene aggregation, commencing at ultra-low concentrations, is still not
duly recognized and, hence, requires further experimental verification.

Most recent observations of transition from asphaltene monomers to
primary aggregates are reported in Evdokimov and Fesan (2016) and Evdoki-
mov, Fesan, and Losev (2016). In these experiments the authors employed
various “optical interrogation” techniques to study aggregation processes
of asphaltenes in toluene and benzene at very low concentrations, down to
0.15 mg/L (ca. 0.17 ppm).

2.4.1 Some Requirements for Preparation of Dilute Asphaltene
Solutions

In experiments with dilute solutions, to prevent oxidation/deterioration of
solid asphaltenes freshly precipitated from crude oils by standard methods
(e.g. ASTM D6560, 2000), usually some concentrated (up to several g/L) stock
solutions are prepared for further studies. Samples with small contents of
asphaltenes are commonly prepared by diluting some portions of the stock
sample, for example in “optical interrogation” experiments (Evdokimov and
Fesan, 2016; Evdokimov, Fesan, and Losev, 2016) pre-determined volumes of
the stock solution were mixed with 50 mL of pure toluene or benzene and
concentration of asphaltenes in each dilute solution was verified by weighting
each sample before and after mixing (weighting accuracy 0.1 mg). Each
prepared solution was intermixed with a glass rod and poured into a dark glass
vessel for equilibration.

It should be emphasized that for decades the importance of equilibration time
(kinetic effects) in studies of asphaltene solutions has not been recognized. It
has been implicitly assumed that changes in the aggregation state of asphaltenes
are virtually instantaneous. For example, in studies of refractive index (RI; Wat-
tana et al., 2003), asphaltene solutions of varying compositions were prepared
and measurements were performed after a few minutes after mixing.

In studies of steady-state fluorescence emission, discussed in Section 2.2.2
(Badre et al., 2006; Buenrostro-Gonzalez et al., 2001; Groenzin and Mullins,
1999, 2000, 2007; Mullins, 1998; Ralston, Mitra-Kirtley and Mullins, 1996;
Ruiz-Morales and Mullins, 2007, 2009), the period between preparations of
solutions and collecting the data did not exceed 12 min (Mullins, 1998).

However, recently it has been proved that asphaltene aggregation is a kinetic
phenomenon and can take several hours (Sheu and Acevedo, 2006), days, even
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Figure 2.27 Long
equilibration times in
solutions with asphaltene
content 15 mg/L. Data
points: the values of RI
increments
(RIsolution–RItoluene),
normalized to their
equilibrium values after a
period of 10 days. Source:
Adapted from Evdokimov
and Fesan (2016).
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or weeks in some cases (Maqbool, Balgoa and Fogler, 2009). Consequently,
to ensure that asphaltene aggregates in studied dilute solutions were in their
representative equilibrium states, in recent “optical interrogation” experiments
(Evdokimov and Fesan, 2016; Evdokimov, Fesan, and Losev, 2016) the measure-
ments were performed at various times after preparation of solutions: 1, 3, 6 h,
1, 3, 5, 7, and 10 days. During the first day after mixing, strong kinetic effects
were observed in all studied solutions, as illustrated in Figure 2.27 for incre-
ments of RI with respect to pure toluene (Evdokimov and Fesan, 2016). This
figure shows that all results stabilized only after a period of 3–7 days; hence
only asphaltenes in solutions aged for standard periods of no less than 7 days
were regarded to be in their equilibrium states (see also Figure 2.31).

While the crucial importance of kinetic/equilibration effects is most often
ignored in performing/discussion of experiments with dilute asphaltene solu-
tions, some critics of such experiments overemphasize possible errors due to
absorption of asphaltenes onto the quartz surface of the cuvettes and glass vials
used for sample preparation and analysis. Their arguments are usually sup-
ported by references to experimental data of Acevedo et al. (2003, 2014). In
particular, in these studies, as a result of adsorption onto silica surfaces, asphal-
tene content in studied solutions decreased from 400 to 238 mg/L (Acevedo
et al., 2014) and from 20 to 13.5 mg/L (Acevedo et al., 2003), i.e. by ∼40% and
by ∼33%, respectively. However, these large numerical values do not indicate a
crucial role of adsorption in conventional experiments with dilute asphaltene
solutions. In particular, in their studies Acevedo et al. (2003, 2014) employed
silica in the form of layers of fine powders on flat substrates, namely commer-
cial “silica 60” with a pore diameter of 60 Å, pore volume of 0.8 mL/g, mean
diameter size of 10–12 μm, and very high specific areas of 32–44 m2/g. Hence,
the total area of their silica surfaces approached 106 cm2. On the other hand,
in typical “optical interrogation” studies the quartz/glass areas in contact with
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any dilute sample (in 1 mL quartz measurement cell and in 50 mL glass vials
employed for sample preparation) was ca. 60 cm2 (Evdokimov and Fesan, 2016;
Evdokimov, Fesan, and Losev, 2016). Acevedo et al. (2003, 2014) conclude that
in extremely dilute asphaltene solutions a monolayer of adsorbed asphaltenes
is formed. Hence, the total mass of the absorbed asphaltenes MA may be esti-
mated with literature data (Groenzin and Mullins, 1999) for a typical radius
(∼1 nm) and a typical mass (∼500 Da = 8⋅10−19 mg) of a multi-ring asphal-
tene molecule. For random close packing in a monolayer of such molecules at
a 60 cm2 surface, MA ≈ 9⋅10−4 mg. In most dilute samples (∼1 mg/L) the initial
content of asphaltenes in a 50 mL vial is ca. 0.05 mg and the relative changes
due to adsorption would be below 2%. At somewhat higher concentrations
of 25–27 mg/L frequently employed in studies of dilute asphaltene solutions
(Evdokimov, Fesan, and Losev, 2016; Mullins, 2010; Ruiz-Morales and Mullins,
2007), the estimated effect of adsorption does not exceed 0.07%.

2.4.2 Multiple States/Phases of Primary Asphaltene Aggregates
Revealed by Optical Absorption Measurements

As discussed in Section 2.3.1, measurements of UV/Vis absorptivity 𝜀 in
solutions may be employed to monitor evolution of molecular aggregates at
asphaltene concentrations up to several grams per liter (see the concentration
dependence of 𝜀 in Figure 2.17). A part of this dependence for most dilute
asphaltene solutions is reproduced in Figure 2.28.

The maximum of absorptivity at 150–200 mg/L most probably is indicative
of the frequently cited critical nanoaggregate concentration (CNAC; Mullins,
1998, 2010). Several structurally different states of asphaltene primary aggre-
gates are revealed by well-resolved extrema of 𝜀 at specific Caggr below CNAC,
namely minima of absorptivity are observed close to 7, 25–30, and 80 mg/L,
while two broad maxima (with a possible presence of a double-peak struc-
ture) appear in the ranges of 12–18 and 45–60 mg/L. Note that in the original
publication (Evdokimov, Eliseev, and Akhmetov, 2003b) the nature of primary
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Figure 2.28 Concentration dependence of
absorptivity at 𝜆 = 670 nm in dilute toluene
solutions of solid asphaltenes. Source:
Adapted from Evdokimov, Eliseev, and
Akhmetov (2003b).
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asphaltene aggregates was interpreted in the framework of the then popular
model of “consecutive aggregation” in which aggregates of increasing complex-
ity are formed by sequential addition of asphaltene “monomers” with increasing
concentration, namely extrema of absorptivity at concentrations ≥7 mg/L were
attributed to the sequence of asphaltene dimers, trimers, four-member aggre-
gates, etc. However, most recent results show that the concept of “consecutive
aggregation” is outdated (see Section 2.4.7). Apparently, at any concentration
there is a polydisperse system of asphaltene primary aggregates in the solution
and large-size complex aggregates may exist even at concentrations as low as
1 mg/L.

2.4.3 Multiple States/Phases of Primary Asphaltene Aggregates
Revealed by Refractive Index Measurements

As discussed in the previous sections, the experimental methods most suitable
for studying molecular structure and the aggregation behavior of asphaltenes
in the performed experiments are those of “optical interrogation,” in particular
of high-precision refractometry (HPR). First, the practice of studying complex
asphaltene-containing molecular mixtures of native petroleum and its product
revealed that traditional methods of chemical analysis frequently lack the nec-
essary precision, while the newly developed HPR measurements can give the
desired information more quickly and much more adequately (Speight, 2007).
A number of standard test methods were certified for measuring the RI of
complex petroleum liquids (e.g. ASTM D1218, ASTM D1747, ASTM D5006,
ASTM D5775) and the respective high-precision “Petroleum Refractometers”
have been designed and manufactured (e.g. Koehler K27550, Rudolf J357).
Second, it has been repeatedly demonstrated that the investigated problem
of asphaltene aggregation in dilute solution may be resolved only by optical
experimental techniques (fluorescence, HPR, etc.), as no other methods are
sensitive for asphaltene concentration below ∼50 mg/L (Mullins, 1998, 2010).
Moreover, the HPR technique appears to be especially suited for studies of
dilute asphaltene solutions with evolving structural heterogeneity induced by
molecular aggregation. Namely, it has been demonstrated that in the HPR
instruments with 10−5 limiting precision, the effect of even weak changes in
the heterogeneity of the dilute sample may lead to RI deviations 10 to 100
times larger than the limiting precision (Meeten, 1997).

Furthermore, high accuracy of the modern HPR equipment allows register-
ing extended “time series” of RI values— RI temporal fluctuations with respect
to an equilibrium level. For example, in recent studies of asphaltene aggrega-
tion in dilute toluene solutions (Evdokimov and Fesan, 2016) RI measurements
were made at 20 ∘C in a high-precision refractometer Abbemat HP (Anton Paar
GmbH). The measuring wavelength was 589±0.2 nm; RI resolution 1×10−6;
temperature stability ±0.002 ∘C. RI “time series” were obtained by registering
the values of RI every 2 seconds for periods of ca. 20 min (see Figure 2.29).
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Figure 2.29 A representative part
of RI “time series.” Source: Adapted
from Evdokimov and Fesan (2016).

In molecular aggregation studies, the statistical analysis of long-term time
series of inherent optical properties proved to be a valuable tool for revealing
the details of aggregation mechanisms (Durov, 2004; Elson and Rigler, 2001;
Gavrylyak, 2008; Yang and Pearson, 2012). In this analysis some authors employ
parameters of modern deterministic chaos theories such as the Hurst exponent,
the Lyapunov exponent, the correlation dimension, etc. (Brockwell and Davis,
1996; Grassberger and Procaccia, 1983). However, calculating these parame-
ters required sophisticated specialized software that was not incorporated into
publicly available software packages. Hence in experiments of Evdokimov and
Fesan (2016) more simple methods of classical statistics (Woodward, Gray, and
Elliott, 2012) were used, based on calculating probability density distributions
of RI with such parameters as the mean and the standard deviation (for a stan-
dard time interval of 800–1000 seconds). A representative experimental distri-
bution (normalized to its maximum value) is shown by dots in Figure 2.30. The
solid line is the best fit to experimental data of the Gaussian function:

f (n) = 1
𝜎n

√
2𝜋

exp
[
−(n − n)2

2𝜎n
2

]

with the mean RI n = 1.496649 and the standard deviation of RI 𝜎n = 8⋅10−6.

1.49664
0

0.5

N
o
rm

a
liz

e
d
 f
re

q
u
e
n
c
y

1.0

1.4966

Refractive index

Figure 2.30 Statistical analysis of the
measured RI “time series.” Source: Adapted
from Evdokimov and Fesan (2016).
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In their publication, Evdokimov and Fesan (2016) note that the values of n
and of 𝜎n are sensitive to changes of qualitatively different parameters of molec-
ular aggregates. That is to say, the well-known classical RI theories (Maxwell,
Clausius–Mossotti, Lorentz–Lorenz) (see Aspnes, 1982 and Lorentz, 1960)
show that in a molecular system the RI is completely determined by molecular
polarizability 𝛼. In turn, the value of 𝛼 reflects the dynamical response of a
bound system to external fields, and provides insight into an internal structure
of molecules/molecular aggregates (Lorentz, 1960). On the other hand, the
magnitude of RI’s fluctuations, here described by 𝜎n, is directly related to
the intensity of light scattering and is primarily determined by the external
dimensions of molecular aggregates (Elson and Rigler, 2001).

In the discussed experiments, n-C7 (heptane insoluble) solid asphaltenes
were separated from crude oils according to the standard ASTM method
(ASTM D6560, 2000) from samples of various light and heavy crude oils which
were collected from the well-heads at several Russian oilfields geographically
separated by thousands of kilometers and had a wide diversity in composition
and properties (see Table 2.2).

To ensure that asphaltene aggregates in studied dilute solutions were in
their representative equilibrium states, RIs of each solution were measured
at various times after preparation: from 3 h to 10 days. Strong kinetic

Table 2.2 The diversity in properties of studied crude oils. Source: Adapted from Evdokimov
and Fesan (2016).

Oil 1 Oil 2 Oil 3 Oil 4

Region Samara Yugra Yugra Tatarstan
Oilfield Kalmayurskoye Potochnoye Pogranichnoye Aznakayevskoye
Well # 238 401 43P 24534
Geographical
location

53∘12′10′′N
50∘08′27′′E

61∘15′15′′N
75∘12′44′′E

63∘11′57′′N
75∘27′02′′E

54∘32′16′′N
52∘47′54′′E

Density at 20 ∘C,
kg/m3

991.3 839.5 818.3 893.2

Viscosity at
20 ∘C, cSt

3732 6.87 2.94 39.3

Asphaltenes,
wt%

15.48 0.46 0.13 4.19

Resins, wt% 35.91 2.34 3.82 20.57
Paraffins, wt% 1.53 5.21 2.59 0.89
Sulfur, wt% 2.5 0.56 1.5 2.1
Metals (V + Ni),
wt%

0.175 0.0137 0.018 0.076

Solids, wt% 0.587 0.04 0.006 0.07
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Figure 2.31 Effects of
asphaltene concentration
on RI increment in non-
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(2016).

effects were observed in all studied solutions, as discussed in Section 2.4.1.
Figure 2.31 illustrates the values of RI increment (with respect to pure toluene)
in non-equilibrated and in equilibrated states. It is clear that well-resolved
non-monotonic effects of asphaltene concentration may be observed only in
solutions aged for a long period (10 days in these experiments).

2.4.3.1 Mean Refractive Index at Concentrations below CNAC
Effects of asphaltene concentration on equilibrium states of asphaltenes from
all studied crude oils are compared in Figure 2.32. Non-monotonic concentra-
tion dependences of n, which may be ascribed to changes in the structure of
primary asphaltene aggregates, are clearly visible in all data sets. The results
suggest a presence of double peak structure in the broad low-concentration
maxima of RI in the range of 0.6–1.2 mg/L. At higher concentrations, the next
intense maxima of n in the range of 9–22 mg/L also demonstrate some dual
substructure. In addition, less intense peaks of RI are seen in some data sets at
65–80 mg/L. Finally, well-resolved minima of RI are observed in all samples at
asphaltene concentrations of 2–7 and 50–60 mg/L.

In Figure 2.33, all experimental data on different structural states of asphal-
tene aggregates (RI peak positions) in equilibrated (10 days) solutions of
asphaltenes from four crude oils are plotted versus total asphaltene content
in native crudes. In spite of the absence of some data points, the existence
of common RI peaks (numbered 1 to 5) is clear. Hence, these data reveal a
close similarity between aggregation features for asphaltenes from crude oils
significantly different in their origin and in their properties.

2.4.3.2 Standard Deviation of Refractive Index at Concentrations below
CNAC
As noted above, owing to the absence of publicly available software packages
for modern in-depth analysis of RI time series (with such structure-sensitive
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Figure 2.32 Multiple equilibrium structural states of asphaltenes revealed by concentration
effects on mean RI in the measured RI “time series.” Source: Based on the original data of
Evdokimov and Fesan (2016).

Figure 2.33 Close similarity
of structural states in
solutions of asphaltenes
from crude oils of diverse
geographical/geological
origin. Source: Adapted from
Evdokimov and Fesan
(2016).
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parameters as the Hurst exponent, the Lyapunov exponent, etc.), Evdokimov
and Fesan (2016) had to characterize the observed RI variations by the much
less sensitive classical parameter of standard deviation 𝜎n. This may be the prin-
cipal reason for a noticeable scatter of 𝜎n data points in experimental results for
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Figure 2.34 Multiple
equilibrium structural states
of asphaltenes revealed by
concentration effects on
standard RI deviation in the
measured RI “time series.”
Source: Based on the
original data of Evdokimov
and Fesan (2016).

most dilute solutions of asphaltenes. This scatter was suppressed via smoothing
all concentration dependencies of 𝜎n by three-point sliding data windows.

As a representative example, Figure 2.34 shows the smoothed 10-day data
set for solutions of asphaltenes from Oil #2. Peak positions in the concentration
dependence of 𝜎n are fairly close to positions of RI maxima in Figure 2.32. Also,
the deep minimum at ca. 4 mg/L is well reproduced.

On the basis of the obtained 𝜎n results Evdokimov and Fesan (2016) con-
cluded that variations of RI time series should not be regarded merely as
instrumental “noise” which disturbs measurements. On the contrary, these
variations should be recognized as a source of valuable information about a
molecular structure of the studied system. Currently, the method of RI time
series measurements may seem to be excessively complicated with respect to
both the experimental technique and data analysis. However, it may provide
important additional information as compared to conventional measurements
of mean RI values. For example, in studies of a critical concentration Ccr in
aqueous solutions of propylene carbonate/sodium chloride (Fujiwara, Nishi-
moto, and Arakawa, 1985), the authors observed a perfectly linear dependence
of the mean RI on the concentration of NaCl, without any singularities near
Ccr. On the other hand, the values of 𝜎n in the RI time series for this solution
exhibited sharp peaking at Ccr, resembling the data in Figure 2.34.

Furthermore, sharp peaking of RI fluctuations in Figure 2.34 resembles the
behavior of critical RI fluctuations (the cause of critical opalescence) resulting
from density/concentration fluctuations near critical points and phase tran-
sitions of various molecular systems (Stanley, 1971). Analogous behavior is
observed in many structurally evolving systems as they are driven away from
equilibrium and toward a structural instability (bifurcation) which also may be
regarded as a certain phase transition point (Kelso, Scholz, and Schoner, 1986).
In particular, in studies of molecular aggregation (Deng, Wang, and Ou-yang,



�

� �

�

Optical Interrogation of Petroleum Asphaltenes: Myths and Reality 53

2012; Fujiwara, Nishimoto and Arakawa, 1985), solutions of monomers and
primary molecular aggregates were interpreted as two different phases. A
qualitative model was suggested (Deng, Wang, and Ou-yang, 2012) assuming
that far from phase transition point the entropy effect tends to make solvent
molecules and solute species (monomers or primary aggregates) distribute
uniformly in both phases, resulting in small fluctuations. In the vicinity of
phase transition, solute–solute interactions compete with entropy effects, the
system becomes heterogeneous (different molecular species are distributed
non-uniformly) so the magnitude of fluctuations abruptly increases. These
mechanisms, however, cannot be quantitatively described by the current
theoretical models.

2.4.4 Conditions for Observation of Asphaltene Monomers
and Evolution of Primary Asphaltene Aggregates Revealed
by Fluorescence Measurements

2.4.4.1 Studies of Steady-State Fluorescence Emission
As discussed in Section 2.2.2, in studies of fluorescence emission from
asphaltene solutions in benzene (Evdokimov, Fesan, and Losev, 2016) asphal-
tene monomers were distinguished from primary molecular aggregates
by characteristic peaks in fluorescence emission spectra (see Figure 2.13).
Only monomers were observed at asphaltene concentration of 0.34 mg/L,
while primary aggregates were registered in solutions with concentrations
≥0.68 mg/L. These experiments were supplemented by additional studies of
asphaltene solutions in toluene (see representative spectra of fluorescence
emission in Figure 2.35 normalized to maximum intensities of the monomer
peaks at ≤320 nm). With the increase of asphaltene concentration, a broad
maximum of emission from primary molecular aggregates appears at larger
wavelengths (subdivision to aggregates with smaller/larger fluorophores will
be discussed below).

Quantitatively, the effects of asphaltene concentration were characterized by
the ratios of integrated emission intensities from all aggregates (in the range
320–550 nm) to the integrated emission intensity from non-aggregated asphal-
tene monomers (in the range 270–320 nm). The respective data set is presented
in Figure 2.36. These results show that in toluene solutions only asphaltene
monomers are observed at concentrations of 0.20 and 0.47 mg/L, while asphal-
tene aggregates appear at concentrations ≥0.7 mg/L, in good coincidence with
the value of 0.68 mg/L reported for aggregation onset of the same asphaltenes
in benzene.

The notable feature of Figure 2.36 is a complicated, non-monotonic char-
acter of concentration effects on aggregation of asphaltenes which cannot be
accounted for by any of the current aggregation models (see Section 2.4.7). In
particular, the relative emission intensities from aggregates sharply increase
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Figure 2.36 Non-mono-
tonic effects of asphaltene
concentration on the
relative intensity of
fluorescence emission
from all primary
molecular aggregates in
toluene solutions of
asphaltenes.

with the increase of concentration from 0.7 to 1.9 mg/L, while at higher
concentrations there is a much slower overall intensity increase interrupted
by two local intensity minima close to 4.3 and 12.3 mg/L. The appearance
of minima in the measured data sets may be described as an “apparent
re-entrance” in asphaltene solutions (i.e. as a return of the properties in more
concentrated samples to the properties of less concentrated ones).
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Figure 2.37 The effects of
asphaltene concentration on
the relative intensity of
fluorescence emission from
asphaltene aggregates with
smaller fluorophores (ASF) with
respect to intensity of emission
from aggregates with larger
fluorophores (ALF).
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Furthermore, there is an obvious dissimilarity of concentration effects on flu-
orescence emission from primary asphaltene aggregates with smaller and larger
fluorophores. By literature analysis (some data are shown in Table 2.1), a broad
emission maximum from all primary aggregates in Figure 2.35 may be divided
into two parts: with predominant emission from aggregates of smaller, 1- to
2-ring, fluorophores (ASF) in the range of 320–410 nm and with predominant
emission from aggregates of larger, 3- to 4-ring, fluorophores (ALF) in the range
of 410–550 nm. The ratio of integrated intensities from aggregates with smaller
(ASF) and larger (ALF) fluorophores at various asphaltene concentrations is
plotted in Figure 2.37. These results show that the concurrent evolution of two
types of aggregates (constant ASF/ALF ratio) is observed in most dilute solu-
tions with asphaltene concentrations ≤1.9 mg/L. In the range of 3.1–7.7 mg/L
there is a strong deficiency of emission from aggregates of 1- to 2-ring fluo-
rophores, most notably at 4.3 mg/L. At the present state of knowledge about
asphaltene aggregation, the precise molecular nature of this effect is not clear.
However, any molecular mechanisms would imply strong restructuring in the
ensemble of asphaltene aggregates. Another concentration range of restructur-
ing is indicated by a weaker “re-entrant” minimum of a ASF/ALF ratio close to
12.3 mg/L.

2.4.4.2 Studies of Time-Resolved Fluorescence Emission
In recent experiments (Zhang, 2010; Zhang et al., 2014) fluorescence lifetime
measurements were employed to characterize asphaltene toluene solutions.
The excitation wavelength was 335 nm and time decay of fluorescence inten-
sity I was measured at the emission wavelength of 420 nm. The decay curves
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for various asphaltene concentrations were approximated by sums of four expo-
nents with different amplitudes Ai and relaxation times 𝜏 i:

I(t) = I0

i=4∑
i=1

Ai exp(−t∕𝜏i)

The authors refrained from attributing particular relaxation times to the spe-
cific fluorophores or to the specific aggregates of these fluorophores in the wide
concentration range employed in their studies (0.1–10 000 mg/L). However, lit-
erature analysis suggests that such attribution may be justified for qualitative
discussion of concentration effects in the most dilute solutions. At asphaltene
concentrations ≤50 mg/L the following relaxation times were observed: 𝜏1 =
0.41–0.50 ns, 𝜏2 = 1.4–1.5 ns, 𝜏3 = 3.5–4.0 ns, and 𝜏4 = 9.2–10.0 ns.

Experimental fluorescence lifetimes of various non-aggregated 1- to
5-ring aromatic molecules are reported in a number of publications (Cobb,
Nithipatikom, and McGown, 1988; Dawson and Windsor, 1968; Luria, Ofran,
and Stein, 1974; Meidinger et al., 1993). Typically, the lifetimes for molecules
with smaller (1- and 2-ring) fluorophores are above 8–10 ns. Somewhat
shorter lifetimes (down to 3.33 ns) were observed for molecules with larger
fluorophores. Furthermore, it has been experimentally proven that fluores-
cence lifetimes strongly decrease with aggregation (Akins et al., 1996; Fidder
and Wiersma, 1995; Obara et al., 2012; Spano and Mukamel, 1989).

In accordance with this information, it may be suggested that the above life-
times 𝜏4 and 𝜏3 (with the respective amplitudes A4 and A3) are representative
of non-aggregated asphaltene monomers with smaller and larger aromatic flu-
orophores, while lifetimes 𝜏2 and 𝜏1 (with the respective amplitudes A2 and A1)
reflect emission from primary aggregates of both types of these fluorophores
(or emission from two families of aggregates with strongly different sizes).

Hence, in support of the data in Section 2.4.4.1 the results of (Zhang,
2010; Zhang et al., 2014) indicate that even in most dilute solutions primary
asphaltene aggregates are complex polydisperse systems. Furthermore, as
in Figure 2.36, non-monotonic effects of asphaltene concentration on the
composition of primary aggregates in (Zhang, 2010; Zhang et al., 2014) may
be revealed by plotting the ratios of emission intensity from aggregated and
non-aggregated species. The respective values of A1/(A3 + A4) are presented
in Figure 2.38 and show that primary asphaltene aggregates appear at concen-
trations above 0.5–0.6 mg/L, in good coincidence with the results in Section
2.4.4.1.

2.4.5 Evolution of Primary Asphaltene Aggregates Revealed by Mass
Spectrometry

In another recent publication (McKenna et al., 2013), an international group
of scientists presented experimental results on molecular aggregation in
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Figure 2.38 Non-monotonic
effects of asphaltene
concentration on the relative
intensity of fluorescence
emission from primary
asphaltene aggregates. Source:
Based on original data from
Zhang (2010) and Zhang et al.
(2014).
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solutions with asphaltene concentrations down to 5 ng/mL (0.05 mg/L). For
a fairly concentrated solution (500 mg/L) in mass spectrum of asphaltenes
extending up to ∼22 kDa they identified peaks from “monomers” and several
peaks from molecular aggregates. The low-mass aggregates they identified as
asphaltene dimers and simple multimers. However, the dominant feature of
this spectrum was the intense high-molecular-weight peak centered at 9.5 kDa
(which corresponds to aggregates of ca. 12 asphaltene “monomers” with MW
assumed by McKenna et al., 2013). In detailed studies of concentration effects
on the properties of the peak from the largest aggregates, mass spectra were
measured in the limited range of m/z = 2500–15000 (see Figure 1 in the
original publication).

For quantitative analysis of the effects of asphaltene concentration on the
intensity of this peak, we made digital copies of the original graphs and
smoothed the curves to suppress random noise. The results of this analysis are
presented in Figure 2.39. The insert in this figure schematically illustrates that
in original mass spectra the analyzed aggregate peak grows above a sharply
falling continuous background. To evaluate the maximum net intensity of
this peak Im, we approximated the underlying part of the background by a
fourth-order polynomial (dashed curve in the figure). Finally, the relative peak
intensity was calculated as IREL = Im/Ic, where Ic is the continuous background
intensity under the peak.

The results of Figure 2.39 show that a massive increase in the content of the
high-MW aggregates is observed at asphaltene concentrations between 0.05
and 0.5 mg/L, in good coincidence with primary conditions for the appear-
ance of aggregated asphaltenes (0.5–0.7 mg/L) in fluorescence experiments.
Hence, it may be concluded that the above discussed “primary asphaltene
aggregates” include large conglomerates of many (apparently >10) basic
asphaltene molecules. Furthermore, Figure 2.39 presents additional evidence
for complicated non-monotonic effects of asphaltene concentration on the
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Figure 2.39 Non-monotonic
effects of asphaltene concentration
on the relative intensity of the peak
from the heaviest molecular
aggregates in mass spectra of
asphaltenes. Source: Based on
original data from McKenna et al.
(2013).

properties of aggregates revealed by fluorescence measurements. In particular,
the specific significance of ∼ 4.3 mg/L (see Figures 2.36 and 2.37) is confirmed
by maximum of relative intensity of the high-MW peak.

2.4.6 “Optical Interrogation” Reveals that Primary Asphaltene
Aggregates are Porous and Entrap/Occlude Molecules
of Metalloporphyrins and other Compounds

Vanadium and nickel are the most abundant and troublesome metal com-
pounds present in petroleum (Zhao, Xu, and Shi, 2015). Metal compounds
may cause significant negative impact on refining processes, leading to the
deactivation of catalysts. Vanadium and nickel complexes generally are associ-
ated with porphyrins. Metalloporphyrins (MPs) are known to concentrate in
the heavy, more polar fractions of crude oil and, particularly, in the asphaltene
fraction. This association with asphaltenes is probably the reason behind the
great difficulties in extracting or separating MPs from crude oils or residues.
Although the association of MPs with asphaltenes is well documented, there
is no general agreement on the mechanisms of such associations.

For example, the state of MPs in asphaltenes was studied by indirect methods
of liquid chromatography coupled to a mass spectrometer with an inductively
coupled plasma detector (Acevedo et al., 2012). The authors concluded that
no covalent bonds or specific interactions appear to be required to account
for the presence of MPs within asphaltene aggregates. The presence of MPs
and other physically trapped molecules was related to the fractal structure of
asphaltene aggregates in which voids are filled with components coming from
the surrounding media.

The above discussed publication (Dechaine and Gray, 2011a) suggests that
asphaltene aggregates are porous supramolecular structures that occlude (trap,
immobilize) molecules of solvents and other petroleum compounds like MPs.
This suggestion was based on indirect experimental evidence from studies of
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Figure 2.40 Suggested sites of “loosely” bound
(1) and “tightly” bound (2) MP molecules in
asphaltene supramolecular aggregates. Source:
Adapted from Dechaine and Gray (2011a). MP

MP

2

1

asphaltene diffusion through ultrafiltration membranes (see Figure 2.24). In
particular, the authors concluded that a large fraction of vanadium petropor-
phyrins present in solutions does not participate in the diffusion process, indi-
cating that these components interact strongly with the asphaltene aggregates,
even in a “good” solvent, such as toluene. The proposed mechanisms for inclu-
sion of MPs within the asphaltene aggregate structure are illustrated schemat-
ically in Figure 2.40.

1) The first class of bound MPs are “loosely” bound molecules, which are
retained in the aggregates by either non-covalent bonds or occlusion as a
result of precipitation-type mechanisms. These MPs would be the smallest,
simplest structures and would be the easiest to remove from the asphaltenes
using simple solvent extraction procedures.

2) The second class of MPs are “tightly” bound molecules. These groups would
have peripheral substitutions capable of additional non-covalent bonding
with the asphaltene molecules (e.g. fused aromatic groups for 𝜋–𝜋 bond-
ing, carboxylic acid groups for hydrogen bonding). They would participate
strongly in the aggregation process and, as such, would be the hardest to
remove by solvents.

In the above diffusion experiments, reducing the concentration of the
asphaltenes to 100 mg/L did not produce any effect on the amount of
petroporphyrins bound in asphaltene aggregates. The authors suggested that
the petroporphyrins may very well be more mobile at low concentrations,
but this effect is not “visible” to the spectrophotometer at ≥100 mg/L and,
hence, a large portion of the total vanadium in crude oils is unaccounted by
conventional methods of UV/Vis spectroscopy.

The main reason for such “invisibility” of MPs trapped in asphaltenes may
be the so-called hypochromism, that is the decrease of the absorptivity in the
absence of strong molecular interactions (Vekshin, 1999). Mutual “shielding”
of chromophores from light due to competition for the incident photon can
take place in molecular aggregates and macromolecules. “Shielding” leads to a
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decrease in the extinction coefficient. The largest decrease is in the maximum
of the absorption band. Strong hypochromism was observed for various
porphyrins bound in large biological molecules (Dezhampanah, Bordbar, and
Tangestaninejad, 2009), in aggregates of carbon nanotubes (Zarudnev et al.,
2012), in CdTe quantum dots (Keane et al., 2012), etc. There is also a possibility
of absorbance reduction as a result of porphyrin self-aggregation (Andrade
et al., 2008), or aggregation with individual molecules of other compounds
(Zhao, Xu, and Shi, 2015).

Direct spectroscopic evidence of petroporphyrin release from asphaltene
aggregates at low concentrations was obtained by additional analysis of exper-
imental data from (Evdokimov, Fesan, and Losev, 2016). That is to say in these
experiments for correction of fluorescence emission spectra (see Figure 2.12)
absorbance vs. wavelength dependencies were measured in a wide asphaltene
concentration range, as illustrated in Figure 2.41. These dependencies are
perfectly continuous except for absorbance peaks at ca. 410 nm. By literature
analysis, these peaks may be reliably ascribed to a specific type of MPs, namely
to the Soret band of vanadyl porphyrins (Czernuszewicz, 2000; Doukkali et al.,
2001).

For further quantitative analysis, relative maximum intensities of porphyrin
Soret absorbance peaks (AP – AB)/AB were evaluated via approximating
the continuous backgrounds by fourth-order polynomials, as illustrated in
Figure 2.42. Variations of porphyrin Soret peaks in asphaltene solutions with
concentrations up to 1 g/L are shown in Figure 2.43.

First, the data of Figure 2.43 show small porphyrin absorbance peaks (i.e. low
“visibility” of porphyrins) in asphaltene solutions with concentrations above
100 mg/L, in line with the results of Dechaine and Gray (2011a). As noted
above, this may be explained by the effective Soret band hypochromism in por-
phyrins occluded in asphaltene aggregates.
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Figure 2.41 Absorbance spectra
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indicated in the figure.
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(2016).
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Figure 2.42 Evaluation of the
relative intensity of the Soret
absorption peak of vanadyl
porphyrins in Figure 2.41.
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Second, porphyrin peaks are more “visible” in crude oil solutions with the
same asphaltene concentration. This indicates that some porphyrins initially
present in the parent crude oil did not co-precipitate with asphaltenes and, by
definition, are not a part of the asphaltene fraction.

Furthermore, Figure 2.43 shows that at some specific concentrations below
100 mg/L several maxima of porphyrin absorbance are observed. In the most
prominent maximum, at ca. 4.3 mg/L, Soret absorbance increases almost five-
fold with respect to its value in concentrated solutions (100–1000 mg/L). A
plausible explanation for this behavior is that at these specific concentrations
there are structural rearrangements of asphaltene aggregates, leading to liber-
ation of various types of entrapped porphyrins (see Figure 2.40).

Finally, in the most dilute solutions, Soret absorbance decreases again,
which may be the result of complex formation between porphyrin molecules
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and asphaltene monomers, predominant at these concentrations (Evdokimov,
Fesan, and Losev, 2016).

In summary, the above experiments confirm that there may be two types
of vanadyl porphyrins in asphaltene solutions, one free and the other bound,
as was recognized previously (Tynan and Yen, 1969) for porphyrins in native
crude oils. The data of Figure 2.43 are the first spectrometric evidence that the
bound state can undergo transition to the free state upon decreasing asphal-
tene concentration and, hence, dissolution of supramolecular asphaltene
aggregates. Furthermore, these results support earlier suggestions (see Goulon
et al., 1984 and references therein) that the UV/Vis spectrophotometric
analyses tend systematically to underestimate the porphyrinic content in
native crude oils, because a sizeable fraction of porphyrins is not molecularly
dispersed but occluded in asphaltene aggregates.

It should also be noted that molecules of other petroleum compounds appar-
ently may be occluded/entrapped in asphaltene aggregates (Gray et al., 2011). In
particular, these aggregates can occlude saturated compounds, such as sterane
biomarkers (Yang et al., 2009). In the most extreme example, reactive biomark-
ers were so effectively protected in the asphaltene aggregates that they were
stabilized over geological time (Zhao et al., 2010). Moreover, Gray et al. (2011)
suggest that portions of the asphaltene aggregates are porous enough to enable
entrapment of molecules of the surrounding solvents.

2.4.7 Apparent Absence of “Consecutive Aggregation”
in Asphaltene Experiments: Revised Description of the Observed
Non-monotonic Concentration Effects in Dilute Asphaltene Solutions

In Section 2.4.2, it is noted that, historically, experimental observations of
multiple states of primary asphaltene aggregates were interpreted in the frame-
work of “consecutive aggregation” schemes in which aggregates of increasing
complexity are formed by sequential addition of asphaltene “monomers”
with increasing concentration (Figure 2.44). Such schemes are close to the
well-known and mathematically well-developed theories of stepwise molec-
ular aggregation (Beshnova et al., 2009; De Greef et al., 2009; Evstigneev,
Buchelnikov, and Evstigneev, 2012; Martin, 1996). These theories are based
on the sequential addition of monomer X1 to oligomer Xi−1 containing i−1
molecules:

Xi−1 + X1
Ki

←−→Xi

In practice, the dependence of equilibrium constant Ki on the number of
molecules in an aggregate, referred to as “the profile of equilibrium constant”
(Beshnova et al., 2009), is always chosen by an investigator depending on the
system under investigation. The two most important cases employed in the
majority of applications (De Greef et al., 2009; Martin, 1996; and references
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Monomer Dimer Oligomers

Concentration

Aggregates Clusters

Figure 2.44 “Consecutive aggregation” scheme with parental relationship between
asphaltene aggregates formed at increasing concentrations.

therein) are: (1) equal values of Ki at all stages of aggregation (the “EK model”
or the “isodesmic model”) and (2) the profile Ki = f (i) is introduced empirically
as a function of the number of molecules, i, in aggregate.

The important common assumption of all these schemes/theories is a nec-
essary parental relationship between more and more complex states of asphal-
tene aggregates arising with increasing concentration. Hence, neither of such
widely employed descriptions of asphaltene aggregation can account for exper-
imentally observed non-monotonic/re-entrant concentration effects discussed
in Sections 2.4.1–2.4.6.

Taking into account the new information on the structure and properties of
asphaltene molecules, such inadequacy of “consecutive aggregation” models
may be due to the following reasons. First, these models implicitly assume that
all types of the species involved in aggregation (monomers, dimers, etc.) are
monodisperse. However, it has been experimentally proven that asphaltene
“monomers” are polydisperse systems of molecules with different numbers
(1–3) of aromatic rings and a variety of different substituents (Evdokimov,
Fesan, and Losev, 2016). Hence, any structural state of primary asphaltene
aggregates is also bound to be polydisperse. Second, at the onset of asphaltene
aggregation (above ca. 0.5 mg L) not only simplest systems of two “monomers”
(dimers) are formed, but there appear also very large molecular complexes
of asphaltenes (see Section 2.4.5). Finally, a simple, but usually overlooked,
reason is that aggregation of asphaltenes in solvents of constant composition
is never observed experimentally. In particular, it is not technically possible
to realize the sequential aggregation mechanisms of Figure 2.44. Addition of
a very dilute solution of “monomers” to a solution of some aggregates would
always decrease the net asphaltene concentration.

In practice, as illustrated in Figure 2.45, samples with varying contents of
asphaltenes are commonly prepared by independent procedures of diluting
some stock sample (concentrated solution or solid asphaltenes). Consequently,
there is no direct parental relationship between molecular/aggregate sys-
tems in any samples with close asphaltene concentrations. Furthermore, the
observed states of asphaltenes in the studied samples obviously are achieved
by mechanisms of dissolution and not of aggregation. Of major importance



�

� �

�

64 Analytical Characterization Methods for Crude Oil and Related Products

Minutes, hours Days, weeks

TIME

S4 S3 S2 S1

S2

S3

S4C
4

C
3

C
O

N
C

E
N

T
R

A
T

IO
N

C
2

C
1

E
q
u
ili

b
ri

u
m

s
ta

te
s

D
is

s
o
lu

ti
o
n

F
ra

g
m

e
n
ta

ti
o
n

L
a
rg

e
 s

to
c
k

a
g
g
re

g
a
te

s

“M
o
n
o
m

e
rs

”
A

u
to

n
o
m

o
u
s
 s

tr
u
c
tu

ra
l 
s
ta

te
s

Figure 2.45 Scheme with autonomous routes
to independent systems of asphaltene
aggregates at different concentrations.

are strong kinetic effects, as noted in Section 2.4.1, equilibrium states of
asphaltenes may be observed only after aging the freshly prepared samples for
several days. Re-examination of previous experimental results (Evdokimov,
2010; Evdokimov, Eliseev, and Akhmetov, 2003b; Evdokimov and Fesan, 2016;
Evdokimov, Fesan, and Losev, 2016) indicates that the aging process may
proceed via two different stages, labeled as “fragmentation” and “dissolution”
in Figure 2.45.

In the first stage, which lasts for at least several hours, initial large asphal-
tene aggregates from stock samples are broken into smaller, but still complex,
fragments with fairly close individual properties. Hence, in course of this stage
there are only quantitative differences (in the numbers of fragments) between
various samples and the registered effects of asphaltene concentration would
appear fairly continuous. This situation was illustrated in Figure 2.31 by experi-
mental data on RI increments (with respect to pure solvent) in toluene solutions
of asphaltenes aged only for 3 h.

Apparently, in the next stage of aging, which lasts for several days, fairly
similar fragments of stock asphaltene aggregates in each sample further
evolve by the individual successions of dissolution events specific for the
particular molecular environment (i.e. for the particular asphaltene con-
centration). Note that in theoretical models which account for kinetics of
aggregation/dissolution (Beshnova et al., 2009; Martin, 1996; and references
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therein) constants Ki in specific molecular events were also shown to depend
on overall molecular concentration. Eventually in all samples, as schematically
illustrated in the right part of Figure 2.45, autonomous structural states S1, S2,
etc. of asphaltenes with qualitatively different properties may be formed. In
this scheme, there is no reason to expect that the succession of equilibrium
states in samples with decreasing concentration S4→S3→S2→S1 would be
repeated in the course of any non-equilibrium dissolution route (as illustrated
in the lower part of Figure 2.45). Furthermore, in the scheme of Figure 2.45
there is also no ban on the above discussed “apparent re-entrance” (see
Figures 2.28, 2.32, 2.34, 2.36–39, and 2.43), that is where the equilibrium
properties of solution S4, more concentrated than solution S3, are closer to
the properties of the much less concentrated solution S2. As an additional
supporting illustration, consider the experimental data set in Figure 2.31
for toluene solutions of asphaltenes equilibrated/aged for 10 days, where
non-monotonic concentration effects with well-resolved “re-entrant” minima
become clearly seen, in contrast to the non-equilibrium (3 h) data set.
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3.1 Introduction

Many kinds of radicals are stable enough to isolate, handle, and store without
special precautions. These correspond to a class of free radicals that has been
identified as chemical species with unpaired electrons with sufficiently long life-
times that they can be observed by conventional spectroscopy methods (Hicks,
2007). Since the direct characterization of these radicals is very difficult, ESR
(electron spin resonance) or ERP (electron paramagnetic resonance) emerged
as the simplest and often most useful tool to detect, monitor, define the loca-
tion, and characterize the properties of free radicals under different conditions
and in different environments (Improta and Barone, 2004). In crude oil and oil
by-products, the presence of free radicals allows the ESR technique to assist
researchers in their attempts to elucidate the complex chemical composition
of these systems.

3.2 Organic-Free Radicals in Crude Oil

Petroleum is formed by the thermal degradation of kerogen and may also
contain large amounts of asphaltene (Damsté et al., 1989). Asphaltenes are
macromolecular compounds, comprising polyaromatic nuclei linked by
aliphatic chains or rings of various lengths and sometimes by functional
groups (Yen, Erdman, and Saraceno, 1962; Behar, Pelet, and Roucache, 1984;
Pelet, Behar, and Monin, 1986). They appear to differ in size, with a statistically
identical distribution of aromatic nuclei and linking units. Recent evidence
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suggests that asphaltenes may be considered as small “soluble” fragments of
kerogen, as they share comparable structures (Bandurski, 1982; Tissot and
Welte, 1984; Behar and Pelet, 1985; Philp and Gilbert, 1985). Asphaltenes from
rock extracts, and the corresponding kerogens, contain the same constituent
macromolecular units (Pelet et al., 1986). A consequence of this compositional
similarity is that asphaltenes and kerogen undergo parallel evolutions during
burial heating. Coal may be regarded as a special type of kerogen, derived
mainly from terrestrial organic matter (Durand, 1980; Larter, 1984). Each of
these materials is comprised mainly of carbon, hydrogen, oxygen, nitrogen,
and sulfur (Damsté et al., 1989). An interesting characteristic of the coal
and asphaltene fraction of crude oils is the presence of stable free radicals
(Uebersfeld Etienne, and Combrisson, 1954). The radical present in petroleum
asphaltenes is associated with a non-localized 𝜋 system of electrons stabilized
by resonance. Garif’ianov and Kozyrev (1956) were the first to briefly mention
the presence of unpaired electrons in crude oils.

Petroleum and related materials such as heavy oils, asphalt, pitch, coal tar, tar
sands, kerogen, and oil shale have been studied by ESR (Ikeya, 1993). ESR is a
useful method for the investigation of free radicals.

3.3 ESR of Crude Oil

Electron paramagnetic resonance (EPR) or electron spin resonance (ESR) is a
high-resolution spectroscopy that consists in energy absorption of microwave,
for electron spin, in the presence of a magnetic field (Ikeya, 1993). As the name
itself suggests, ESR is applied in samples containing some paramagnetic species
or used as an investigative method, to verify the presence of some paramag-
netic species. Paramagnetism is characteristic of species with a total magnetic
moment different from zero.

The ESR spectra of crude oils show signals of two different paramagnetic
centers, namely the vanadyl group VO2+ and free radical (Guedes et al., 2001,
2003). These are overlapped in the same magnetic field range (Figure 3.1), being
the very intense central line associated with organic-free radical (Yen, Erdman,
and Saraceno, 1962; Montanari et al., 1998; Scott and Montanari, 1998).

The free radical gives rise to a single line corresponding to the transition
between the spin +1∕2 and − 1/2. The two possible configurations for an
unpaired electron in the presence of an external magnetic field (spin up and
spin down) have different energies, which are represented by energy level
diagrams (Figure 3.2). In the absence of an applied magnetic field, the two spin
states are of equal energy (Bunce, 1987).

Energy showed in different spin states in the presence of an external mag-
netic field is known as the “Zeeman effect” and depends on −→H and the magnetic
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Figure 3.1 ESR spectrum for Kuwait crude oil and signal of the free radical showed in
another scale of magnetic field and intensity.

Figure 3.2 Energy levels of a single electron in
the presence of an external magnetic field.

E

H

hv

→

moment ( g𝛽MS) of the electron (Ikeya, 1993). The Zeeman energy is given by

Ez = g𝛽HMs (3.1)

According to the equation 3.1, the energy levels to an unpaired electron have
energies equal to

Ez+ = +1
2

g𝛽H (3.2)

and

Ez− = −1
2

g𝛽H, (3.3)

corresponding to spin up (Ms = + 1
2
) and spin down (Ms = − 1

2
) respectively.
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If an oscillating field of radiation, in the microwave range, acts on an unpaired
electron in the presence of a magnetic field, transitions between two energy
states are possible. The transition between energy levels will only occur when
the following resonance condition is satisfied:

h𝜈 = g𝛽H. (3.4)

This happens when the incident radiation is equal to the separation between
the Zeeman energy levels. In the equation 3.4 h𝜈 is the energy of the absorbed
photon, 𝛽 is a constant for the electron (Bohr magneton), H is the external mag-
netic field, and g (g-factor) is a constant characteristic of spin system (approx-
imately 2.0 for organic-free radicals) (Janzen, 1969). To the ESR experiments,
spectrometers work with a fixed microwave radiation and a variable magnetic
field to get the resonance condition.

In ESR spectroscopy it is common to record the spectrum as first deriva-
tive curve (Figure 3.3, solid curve), as opposed to the direct absorption
curve (Figure 3.3, dotted curve), which is the conventional presentation in
high-resolution nuclear magnetic resonance (NMR) (Bunce, 1987).

Some parameters are used to identify an ESR signal of free radicals. Among
them we can point out the g-factor and the linewidth (ΔH).

The g-factor is obtained from the resonance condition (Equation 3.4) finding
the magnetic field at the resonance peak or the magnetic field at the center
of line in the first derivative, as demonstrated in Figure 3.3. The g parameter
is sensitive to the chemical neighborhood of the unpaired electron, although
the asphaltenes (the heavy fraction of oil) have the nature of a mixture of

H0

Figure 3.3 ESR spectrum as a first derivative curve (solid line) and
absorption curve (dotted line).
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free radicals. In a non-localized system an unpaired electron travels over the
different atoms, and therefore the g-factor tends to increase when heteroatoms
are present in the system (Montanari et al., 1998).

The g-factor for the free radicals of asphaltenes in some investigated oils
range from 2.0028 to 2.0034, being higher than those of the aromatic hydro-
carbon radical ions and increasing with the decrease of the aromatic fraction
and the related carbon content (Montanari et al., 1998). The relation between
the g-factor and aromatic fraction can be seen with the Arabian and Colom-
bian oils: the fact that Arabian oil ( g = 2.0033 ± 0.0001) presents a heteroatom
weight percentage of 2.79%, smaller than Colombian oil (19.77%wt), and the
fact that nitrogen and sulfur are located mainly in the aromatic systems in
Arabian petroleum, indicate that this oil is less aromatic than the Colombian
oil ( g = 2.0030 ± 0.0001) (Guedes et al., 2006).

The g parameter values for the radicals in petroleum asphaltenes were
found to be closest to certain types of neutral carbon and nitrogen radicals
(Requejo et al., 1992). To Arabian petroleum (2.0033 ± 0.0001) and Colombian
petroleum (2.0030 ± 0.0001) (Guedes et al., 2006), one possible interpretation
for the g-factor observed likewise corresponds to neutral radicals of carbon or
nitrogen (Yen, Erdman, and Saraceno, 1962). To Brazilian petroleum (Campos
Basin in the state of Rio de Janeiro), the g = 2.0045 suggests the presence of
phenoxy radicals, that is radicals partially localized in aromatic systems due to
the oxygen (Guedes et al., 2003).

In all crude oils, the signal of free radicals in the ESR spectra consist of an
unresolved line with a width of about 5 gauss (G) (Guedes et al., 2001, 2003,
2006; Di Mauro, Guedes, and Nascimento, 2005). No hyperfine (hf ) structure
is observed. In petroleum asphaltenes, the hf interaction is generally between
the electron spin delocalized in an aromatic 𝜋 orbital and the nuclear magnetic
moments of H attached to the aromatic C. When the nucleus has a magnetic
moment different from zero, this will interact with the electronic moment,
resulting in an hf structure which can be observed in the ESR spectrum (Orton,
1968).

When there is an interaction of the unpaired electron with the nucleus, this
splits the electron energy levels, generating a structure called spectral hf struc-
ture or hf splitting (Poole, 1967). Each “Ms state” is split into a closely spaced
group of (2I + 1) levels (Orton, 1968), being I the nuclear spin quantum num-
ber. The way in which these give rise to hf splitting of the resonance lines is
illustrated in Figure 3.4.

Transitions are allowed under the following selection rules: ΔM = ±1, for
electron spin levels spliting, and Δm = 0, for nuclear spins. For the sample
taken, the allowed transitions are indicated by arrows in Figure 3.4. Each
of these transitions gives rise to a resonance line in the ESR spectrum at
different magnetic fields H01 and H02 (Figure 3.5). The spacing between the
observed lines, usually in gauss, provides the hf coupling constant (A). The



�

� �

�

82 Analytical Characterization Methods for Crude Oil and Related Products

H01 H02

+ ½

+ ½

– ½

– ½

+ ½– ½ Figure 3.4 Schematic diagram of the hf splitting for
unpaired electron interaction with a nucleus of nuclear
spin I = 1/2.

H01 H02

A Figure 3.5 Resonance lines at different magnetic
fields (H01 and H02) for unpaired electron interaction
with a nucleus of nuclear spin I = 1/2 and indication to
the hf coupling constant (A).

spacing between lines is always symmetrically disposed about the center of the
spectrum. However, the hf interaction is not always seen in the experimental
spectrum, i.e. the experimental lines are unresolved, as identified by free
radical ESR spectra in petroleum asphaltenes. Unresolved lines can give rise
to linewidth broadening.

The linewidth broadening of the free radical cannot be attributed unequiv-
ocally to the unresolved hf structure of the ESR spectrum. The effects of the
aromaticity and the different degrees of substitution in the linewidth and the
lineshape probably overlap, and a different number of spins could also con-
tribute to the linewidth by dipolar interaction (Scott and Montanari, 1998).
There are most likely a number of chemically distinct radicals, and each one
of these different radicals also has a range of chemical environments and con-
formations, in such a manner that the variation in linewidth is not simply due
to a variety of radicals but also to the distribution of these radicals in the crude
oils (Di Mauro, Guedes, and Nascimento, 2005).

To investigate the resolution possibility of the ESR line corresponding to free
radicals in the asphaltenic fraction of crude oil, petroleum of Arabian (Arabian
Light Crude Oil) (Figure 3.6) and Colombian (Cusiana crude oil) (Figure 3.7)
origin was studied by electron paramagnetic resonance spectroscopy in X-
(9 GHz), Q- (34 GHz) and W-bands (94 GHz). Even in the higher band, the
ESR spectra were not resolved, but the asymmetry in the lines was observed
more intensely in the W-band spectra.
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Figure 3.6 Free-radical ESR spectra of Arabian crude oil at room temperature obtained in:
(a) X- band, (b) Q- band, (c) W- band; ΔH1/2 is the half height separation of the ESR derivative
peak. Source: Di Mauro, Guedes, and Nascimento (2005). Reproduced with permission of
Springer.

The asymmetry in the line was indicated to be due to the superposition of
all the possible orientations of the paramagnetic species in the system and to
the contributions of different chemical species that interact with the unpaired
electron. Furthermore, the values of the linewidth ΔH in the spectra increased
linearly with the microwave frequency utilized in ESR experiments (Figure 3.8).

The increase in values of the linewidth ΔH could be due either to the
superposition of all the possible orientations of the paramagnetic species
with anisotropic g-factor in the system and/or to the contribution of different
chemical species with a different g-factor to the free radical. A mathematical
simulation of the free radical signal for the ESR spectra in three bands (X-, Q-,
and W-) with a set of parameters corresponding to a single species does not
coincide exactly with the experimental signal, signaling that the hf interaction
of the unpaired electron with neighborhood correspond to more than one
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Figure 3.7 Free-radical ESR spectra of Colombian crude oil at room temperature obtained
in: (a) X- band, (b) Q- band, (c) W-band. Source: Di Mauro, Guedes, and Nascimento (2005).
Reproduced with permission of Springer.
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Figure 3.8 Linewidth ΔH of the free-radical signal versus microwave frequency of ESR
spectra recorded in the X-, Q- and W-bands at room temperature. ◾, ΔH (Arabian
petroleum); •, ΔH (Colombian petroleum); ▴, ΔH1∕2 (Arabian petroleum); ▾, ΔH1∕2

(Colombian petroleum). Source: Di Mauro, Guedes, and Nascimento (2005). Reproduced
with permission of Springer.
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species of radical in the molecular structure of the crude oil asphaltenes
(Di Mauro, Guedes, and Nascimento, 2005).

3.4 By-Product Oil by ESR

The mobility of free radicals in crude oil at room temperature is relatively low,
owing to high oil viscosity (Di Mauro, Guedes, and Nascimento, 2005). Many
details are lost in high-viscosity liquids, owing to the line broadening caused by
anisotropies in the g-factor and hf coupling coefficient, plus the exchange and
magnetic dipole–dipole interactions between spins of neighboring radicals. In
low-viscosity liquids, rapid molecular tumbling averages out these anisotropies
and minimizes the exchange and dipole–dipole effects. When stable radicals
are dissolved in inert solvents, the spectra can change from single broad lines,
for concentrated solutions, to the hf lines as dilution continues. The interest in
studying dilute solutions of free radicals is based on the abundant hf structure
and the possibility of translating the structure into a map of unpaired electron
density throughout the molecule (Alger, 1968).

The intention in studying by-product oil is due to the fact that this
low-viscosity, when compared to the crude oil, allows a high mobility of the
free radical in its environment. A by-product oil that was studied a great deal
by ESR was marine diesel (fluid catalytic cracking diesel, bunker, ship fuel) (Di
Mauro, Guedes, and Piccinato, 2007; Piccinato, Guedes, and Di Mauro, 2009).
Marine diesel is produced in refineries and integrates mixtures with other
products. This kind of diesel is formed through the mixture of several currents
from several stages of crude oil processing, such as diesel, heavy naphtha, and
light and heavy diesel. Its viscosity at room temperature is 2.5 ⋅ 10−3 kg/m⋅s,
thus less than a thousandth of crude oil’s viscosity. The tumbling correlation
time for free radicals in marine diesel at room temperature is about 10− 7s (Di
Mauro, Guedes, and Piccinato, 2007). Although this value is larger than that
obtained for nitroxyl radicals (Hwang et al., 1975; Du, Eaton, and Eaton, 1995;
Owenius et al., 2004) and tempone (Goldman et al., 1972) in solutions with
different viscosity, it is much lower than crude oil values (10− 4s) (Di Mauro,
Guedes, and Nascimento, 2005) and justifies the high mobility of free radicals
in this oil by-product.

The marine diesel spectrum obtained in X-band consists of signal from rad-
icals with a typical hf splitting of protons (Figure 3.9). This spectrum exhibits a
septet of lines with intensities proportional to 1, 6, 15, 20, 15, 6, 1. These cor-
respond to different ways of form spins +3, +2, +1, 0, − 1, − 2, − 3 due to the
interaction of six equivalent and strong coupled protons [A(1H)]. Each of seven
hf lines is split into four lines (quartet), in a second-order interaction, owing to
the three weakly coupled protons [A′ (1H)] with intensities proportional to 1, 3,
3, 1, and corresponding to the different ways of form spins +3∕2, +1∕2, − 1/2,
− 3/2 (Di Mauro, Guedes, and Piccinato, 2007).
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Figure 3.9 ESR spectrum of marine diesel in X-band at room temperature, showing the hf
separation into seven lines owing to the interaction between six equivalent strongly
coupled protons, and each of the seven lines is resolved into four lines owing to the three
weakly coupled protons. Source: Di Mauro, Guedes, and Piccinato (2007). Reproduced with
permission of Springer.
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Figure 3.10 Energy diagram of a free radical in marine diesel (bunker).

The analysis suggesting first- and second-order hf splitting, with spin configu-
rations described above, provides the layout of an energy diagram (Figure 3.10).
Considering the selection rules, the allowed transitions are indicated by 28 ver-
tical arrows representing each of the spectral lines.

The spectrum shown (Figure 3.9) can be interpreted in terms of the
following “isotropic” spin Hamiltonian, since the radical rotates at a short
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correlation time:

H = g𝛽HS + AIS + A′IS. (3.5)

The WINEPR SimFonia Version 1.25 software of BrukerⓇ was used in the
simulation option for determining g, A, A′, and ΔH (peak-to-peak linewith) of
the free radical species. The parameter values found were g = 2.0028 ± 0.0005,
A = 6.31 ± 0.01 G for six equivalent protons (I = 1∕2), A′ = 1.80 ± 0.01 G for
three equivalent protons (I = 1∕2), and ΔH = 0.38 ± 0.02 G.

The same septet-quartet signal has been observed in petroleum-rich mud-
stone and carbonates (Ikeya and Furusawa, 1989). A similar signal observed in
flints has been assigned to stable perinaphthenyl radicals (Chandra, Symons,
and Griffiths, 1988). Some authors (Ikeya, 1993; Uesugi and Ikeya, 2001)
present splitting similar to the pattern mentioned above assigning to t-butyl
molecules. However, according to Forbes et al. (1991) the hf coupling for 1H
in t-butyl is 22.6 G, which does not fit the spectrum of marine diesel. Sogo,
Nakazaki, and Calvin (1957) on the other hand, determined hf parameters for
perinaphthene that fit fairly well to the spectrum of marine diesel. Besides,
according to Gerson and Huber (2003), perinaphthenyl can be detected in
pyrolysis products of petrol fractions. Another chemical evidence favorable
to perinaphthenyl is its persistence (Sogo, Nakazaki, and Calvin, 1957) when
compared to the not very persistent t-butyl.

The results obtained for the hf interaction of free radicals in marine diesel and
the discussion regarding the organic molecule models indicate that perinaph-
thenyl radicals (Figure 3.11) are probably responsible for the septet-quartet EPR
spectrum of this oil by-product (Di Mauro, Guedes, and Piccinato, 2007).

According to Figure 3.11, the hf splitting arises from the hf interaction of
the unpaired electron with the hydrogen atoms around the molecule. The six
hydrogen atoms in positions 1, 2, 4, 5, 7, and 8 are responsible for first-order hf
interaction and the other three atoms in positions 3, 6, and 9, the second-order
hf interaction.

It has been verified (Piccinato, Guedes, and Di Mauro, 2009) that the signal
attributed to the perinaphthenyl radical in marine diesel decreases in inten-
sity and finally disappears with time, depending on the time that samples were

Figure 3.11 Structural representation to perinaphthenyl
radical indicating 1 to 9 hydrogen atoms responsible for the
hf splitting observed in marine diesel spectrum.
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Figure 3.12 Comparison between ESR spectrum of marine diesel. (a) ESR spectrum of
marine diesel (older sample) at 9.37 GHz at room temperature. (b) ESR spectrum of marine
diesel (fresh sample). Source: Piccinato, Guedes, and Di Mauro (2009). Reproduced with
permission of Springer.

exposed to air (Figure 3.12a); this suggests that the radical undergoes a chemical
reaction, probably with oxygen in air, since phenalenyl is sufficiently persis-
tent in dilute deoxygenated solutions (Gerson, 1966; Hicks, 2007). Senglet et al.
(1990) observed a weak phenalenyl radical spectra after six months of storage
to fuel samples. Another possibility is that the perinaphthenyl radicals form a
dimer becoming diamagnetic and, consequently, exhibit no ESR signal.

Studies (Gerson, 1966; Reid, 1958) indicate that the phenalenyl radical and its
derivatives show self-association and formation of a diamagnetic dimer. More
recently, quantitative ESR studies (Zaitev et al., 2006; Zheng et al., 2003) con-
firmed that the phenalenyl dimerization occurs reversibly in carbon tetrachlo-
ride, toluene, and dichloromethane, resulting in a complete signal loss at low
temperatures due to dimer formation. Given that the phenalenyl radical gen-
erally exists in equilibrium with its diamagnetic dimer (Gerson, 1966) and tak-
ing into account the high mobility of this radical in marine diesel (Di Mauro,
Guedes, and Piccinato, 2007), dimerization even at room temperature should
be considered.

Concerning this possibility, a marine diesel sample that exhibited no hf
resolved lines, labelled “old sample” (Figure 3.12a), was investigated by ESR
in the temperature range of 170–400 K. It was expected to obtain the same hf
splitting observed in a fresh sample (Figure 3.12b)

The free radical ESR spectrum in marine diesel revealed a progressive appear-
ance of the typical hf of protons with heating (Figure 3.13a). Up to 378 K, it
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Figure 3.13 (a) ESR spectra of marine diesel (older sample) at 9.37 GHz in the temperature range from 301 to 378 K. (b) Resolved hf lines at 383 K.
Source: Piccinato, Guedes, and Di Mauro (2009). Reproduced with permission of Springer.
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was impossible to determine the interaction of a free electron with hydrogen
atoms protons. At 383 K, the spectrum became very intensive (Figure 3.13b)
exhibiting resolved lines.

The spectrum at 383 K was analyzed to determine the types of free radicals
manifested in this experiment. The hf lines were superimposed over an unre-
solved line with linewidth of about 9 G, present in all spectra (Figure 3.13a),
whose intensity also increased with temperature. In order to investigate only
resolved hf lines, a single unresolved line (Figure 3.14a) was subtracted from
the spectrum (Figure 3.14b).

The first attempt in the simulation, with WINEPR SimFonia Version 1.25
software of Bruker, was to consider a septet–quartet ESR spectrum attributed
to the perinaphthenyl radical (C13H9

•). However, this interpretation was not
sufficient to reproduce the spectrum presented in Figure 3.14c, indicating the
superposition with other groups of less intensive lines which could be due to
phenalenyl radicals with different numbers of splitting protons (Zaitev et al.,
2006).

The investigation of the remaining lines in the ESR spectrum after subtrac-
tion of the first group of lines simulated (Figure 3.15a) revealed the need to add
a second group of lines due to the interaction of five equivalent and strongly
coupled protons (sextet) and the interaction of three weakly coupled protons
(quartet) (Figure 3.15b). The chemical structure corresponding to this inter-
action is presented in Figure 3.16b. The sum of these two simulated groups
(Figure 3.15a and b) reproduced all spectrum lines but not their intensities.
The intensity problem was solved by the addition of a third group of lines due

(b)

(c)

(a)

3300 3310 3320 3330 3340 3350 3360

Magnetic field (Gauss)

Figure 3.14 Spectra subtraction for analysis of ESR hf lines. (a) Unresolved line simulated by
the software WINEPR SimFonia. (b) Overlap of the simulated spectrum and marine diesel
spectrum at 383 K for subtraction of the unresolved line. (c) Result of the spectra subtraction.
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Figure 3.15 (a) Simulation of the septet-quartet ESR spectrum. (b) Simulation of the
sextet-quartet ESR spectrum. (c) Simulation of the quintet–quartet spectrum.
(d) Superposition of the septet–quartet, sextet–quartet, and quintet–quartet with weight
percentages of the 53.5, 30.0, and 16.5%, respectively.
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Figure 3.16 Structures of the phenalenyl radical (a) and phenalenyl derivatives (b and c).

to the interaction of four equivalent and strongly coupled protons (quintet) and
the interaction of three weakly coupled protons (quartet) (Figure 3.15c) whose
structure is presented in Figure 3.16c.

The superimposition of three groups of lines generates a set of lines shown in
Figure 3.15d. The hf parameters (A and A′) and weight percentages in the inten-
sity of lines, used in the simulation of the three groups of lines, are presented
in Table 3.1.

The superposition of experimental spectrum with the simulated spectrum,
being this last with three paramagnetic species overlapped, is shown in
Figure 3.17.
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Table 3.1 hf parameters and weight percentages in intensity of the
lines used in the simulation of lines groups.

Simulated spectrum A (G) A′ (G) Intensity (%)

septet-quartet 6.41 ± 0.03 1.82 ± 0.02 53.3
sextet-quartet 6.21 ± 0.03 1.64 ± 0.02 30.0
quintet-quartet 6.16 ± 0.03 1.83 ± 0.02 16.5

3300 3310 3320 3330 3340 3350

Magnetic field (Gauss)

Experimental
Simulated

Figure 3.17 Superposition of
theoretical model, with three
groups of lines (dotted line),
and experimental spectrum
(solid line). Source: Piccinato,
Guedes, and Di Mauro (2009).
Reproduced with permission of
Springer.

The proposed model of three overlapped paramagnetic species accurately
reproduced the experimental lines. Three paramagnetic species, phenalenyl
plus two of its derivatives, found after heating, indicate that the system (older
marine diesel) somehow preserved the phenalenyl structure.

Because the paramagnetic species were overlapped in the same spectrum,
apart from the difficulty of obtaining a high-resolution spectrum that allowed
the observation of the splitting due to the functional group protons, it was
impossible to identify the functional group that substituted the hydrogens
atoms.

Spectra to paramagnetic species with different functional groups that substi-
tuted one hydrogen atom are presented in the literature (Rabold et al., 1965;
Lewis and Singer, 1969; Wain Drouin, and Compton 2006). The calculated hf
coupling constants for the second lines group is in strong agreement with the
values reported by Rabold et al. (1965) to the hydroxyperinaphthenyl radical.

Yamada and Toyoda (1973) observed the formation of the 4,6-
dimethylperinaphthenyl radical when acenaphthylene dissolved in an
inert solvent was heated up to 440 ∘C, resulting in the EPR spectrum splitting
due to the methyl protons. The two methyl groups occupying two 𝛼-positions
produce a spectrum similar to that of the third group (Figure 3.15c).
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Despite the fact that it is impossible to describe the exact chemical trans-
formations and the mechanisms involved in the appearance of magnetic
species in marine diesel due to complexity of this oil by-product, the infor-
mation provided by ESR spectroscopy, especially the hf coupling, allowed the
modifications to be monitored and the type of free radical species observed
in this oil during heating to be suggested. Thus, with organic molecule
models, perinaphthenyl radicals are probably thermally recuperated by break-
ing the linkage formed in the dimer, and hydroxyperinaphthenyl and 4,5-
dimethylperinaphthenyl radicals are the most likely phenalenyl derivatives
yielded upon heating the marine diesel (Piccinato, Guedes, and Di Mauro, 2009).

3.5 ESR and Calculations on the Electronic Structure
of Free Radicals in Oil By-Products

The ESR spectra do not provide direct access to the radical structure. Further-
more, the interpretation of the rich indirect information that can be inferred
from the analyses of the experimental spectra is seldom straightforward,
because of its dependence on the subtle interplay of several different effects
(Improta and Barone, 2004). In the light of such findings, theoretical studies
can be useful to support and supplement the experimental results.

The model proposed to explain the marine diesel spectrum (Piccinato,
Guedes, and Di Mauro, 2009), with three superposed paramagnetic species,
generates all lines of the ESR spectrum with great accuracy. However, with
three overlapping spectra, it is impossible to observe hf splittings caused
by any functional group that replaces the hydrogen of the perinaphthenyl
structure. Faced with this difficulty, the density functional theory (DFT)
method was used in the calculations on electronic structure of phenalenyl
and phenalenyl-derivative radicals responsible for the composition of the ESR
spectrum of marine diesel under heating, in order to obtain support for the
experimental results. DFT has proven to be an accurate predictive tool not
only for calculating the molecular geometries but also for the computation
of hf coupling of organic radicals (Atanasov et al., 2004; Munzarová, 2004;
Maltar-Strmečki and Rakvin, 2012). The theoretical parameters calculated
were the hf coupling constants, which were then used for comparison with the
experimental data.

The predominant paramagnetic species in the spectra of marine diesel is
the perinaphthenyl radical (Di Mauro, Guedes, and Piccinato, 2007; Picci-
nato, Guedes, and Di Mauro, 2009). The DFT to this molecule shows high
symmetry, and the spin density on the hydrogen atoms, translated by hf
coupling, is divided into two different interactions: with the nearest hydrogen
atoms named the first-neighbor hf coupling constant (A) and with the farthest
hydrogens atoms named the second-neighbor hf coupling constants (A′). The
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Figure 3.18 hf coupling constants in gauss for the
hydrogen atoms of the perinaphthenyl radical
obtained using DFT. Source: Piccinato et al. (2015).
Reproduced with permission of John Wiley & Sons,
Ltd.

Table 3.2 First- (A) and second-order (A′) hf coupling constants for the perinaphthenyl
radical. D is the deviation between experimental and theoretical values.

A (G) D (%) A′ (G) D (%)

Theoretical (using UB3LYP/6-311+G(3df,3pd)) 6.09 ± 0.00 2.18 ± 0.00
Experimental: fresh sample 6.31 ± 0.01 3.6 1.80 ± 0.01 17.4
Experimental: after heating 6.41 ± 0.03 5.3 1.82 ± 0.02 16.5

Source: Piccinato et al. (2015).

hf coupling constant A is about the same for the six nearest hydrogen atoms
and A′ has practically the same value to the three farthest hydrogen atoms in
the perinaphthenyl radical (Figure 3.18) (Piccinato et al., 2015).

The mean values for the first-order (A) and the second-order (A′) hf coupling
constants are shown in Table 3.2.

In the table 3.2 there are two sets of ESR experimental parameters A and A′

that were obtained for the perinaphthenyl radical in different situations: one for
a fresh sample of marine diesel (Di Mauro, Guedes, and Piccinato, 2007) and
one for an older sample that had been subjected to temperature variation (Pic-
cinato, Guedes, and Di Mauro, 2009) (rows 3 and 4, Table 3.2). Independent of
the experimental conditions, columns two and four of Table 3.2 show that the
difference between the experimental and calculated values for A and A′ is small,
i.e. the experimental values show reasonable agreement with the calculated val-
ues. The computational values for A and A′ were obtained for a molecule in a
vacuum and no variation in temperature was considered. The best experimen-
tal values to compare with the calculated values were determined for a fresh
experimental sample.

The second paramagnetic species proposed to form the experimental ESR
spectrum of marine diesel was the hydroxyperinaphthenyl radical (Piccinato,
Guedes, and Di Mauro, 2009). Although the perinaphthenyl radical is only
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composed of carbon and hydrogen, in the hydroxyperinaphthenyl radical, one
of the hydrogen atoms is replaced by the hydroxyl anion (OH−). The presence
of this functional group changes the molecule’s symmetry and the hf interac-
tion. On one side the ESR experimental parameters provide the interaction
means between the unpaired electron and hydrogen atoms that compose
the radical; however the computational calculations showed the unpaired
electron interaction with each of the hydrogen atoms (Figure 3.19a). The
presence of this anion also causes redistribution of the spin density on the
hydrogen atoms, which modifies the values of the hf coupling constant. In
the molecule in question, isotropy was not observed in the interaction of the
unpaired electron with the hydrogen atoms, as previously observed for the
perinaphthenyl radical (Piccinato et al., 2015).

The last structure submitted to quantum calculus was the dimethylperinaph-
thenyl radical (Figure 3.19b). The replacement of two hydrogen atoms of the
perinaphthenyl radical for two anions (CH3

−) provides molecule symmetry C2v
and a new spin density distribution. The average value to hf coupling constants
(A) and (A′) to phenalenyl derivative radicals are in Table 3.3.

For all the radical structures, comparisons between the experimental and
computational values for A and A′ were performed with average values of
unpaired electron interaction. The values calculated for the hf parameters
using a chemical model (UB3LY/6-311+G(3df, 3pd)) give results with a high
degree of accuracy: the values differ at most 7% for A and 1.6% for A′ to
phenalenyl derivative radicals. Calculations regarding the electronic structure
confirmed that the paramagnetic species proposed to compose the marine
diesel ESR spectrum are adequate (Piccinato et al., 2015).
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Figure 3.19 Structure optimized via DFT showing the values of the hf coupling constants of
the hydrogen atoms. (a) Hydroxyperinaphthenyl radical. (b) Dimethylperinaphthenyl radical.
Source: Piccinato et al. (2015). Reproduced with permission of John Wiley & Sons, Ltd.
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Table 3.3 First- (A) and second-order (A′) hf coupling constants for the
hydroxyperinaphthenyl and dimethylperinaphthenyl radicals. D is the deviation between
experimental and theoretical values.

A (G) D (%) A′ (G) D (%)

hydroxyperina-
phthenyl radical

Theoretical:
UB3LYP/6-311
+G(3df,3pd)

5.83 ± 0.05 1.66 ± 0.05

Experimental:
after heating
(older sample)

6.21 ± 0.03 6.5 1.64 ± 0.02 1.2

dimethylperina-
phthenyl radical

Theoretical:
UB3LYP/6-311
+G(3df,3pd)

5.76 ± 0.07 1.80 ± 0.05

Experimental:
after heating
(older sample)

6.16 ± 0.03 6.9 1.83 ± 0.02 1.6

Source: Piccinato et al. (2015).
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4.1 Introduction

A typical petroleum fluid can be considered as a petroleum disperse system
(PDS): a hybrid of a solution and a colloidal dispersion (of crystallizing waxes,
self-associating asphaltenes, etc.) (Syunyaev, 1980). Understanding the com-
plex behavior of PDS is a challenge. Nevertheless, as stressed by Evdokimov,
Eliseev, and Eliseev (2001, 2004), relatively simple experiments on only one of
the PDS components can shed light on details of the structural features and
transformations in such systems.

As one of the constituents of PDS, a paramagnetic phase can be the subject
of interest: one gram of PDS contains 1016–1021 paramagnetic centers (PCs)
(Yen and Chilingarian, 1994, 2000). The majority of PC is concentrated in the
high-molecular PDS components, such as asphaltenes, resins, and polycyclic
aromatic hydrocarbons. The content of the high-molecular PDS components
could reach the values of 45 wt% in native oils and up to 73 wt% in natural
asphalts and bitumen. Assuming that asphaltenes and resins have a molecular
weight of about 1000 Da (Yen and Chilingarian, 1994), they could contain up
to one unpaired electron per molecule. Obviously, such a high concentration
of PC should affect not only the paramagnetic properties of substance but (at
least partially) also the other ones (the electrical qualities of PDS, for example).
The analysis of the behavior of the intrinsic PC in PDS could complement the
data obtained by other established analytical tools.

Figure 4.1 gives a brief look into the nature of some PCs in condensed mat-
ter. The existence of intrinsic PC in PDS is caused mainly by the presence of
d-metals (first of all V, Ni, Fe) and stable “free” radicals (FR) in PDS. It is usually
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Paramagnetic centers - atoms, ions, chemical

complexes possessing a magnetic moment (usually,

with the odd number of electrons)
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Radiation or photo
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Crystal Defects

Figure 4.1 Types of paramagnetic centers.

assumed that FR in PDS are mainly concentrated in asphaltenes and arise due
to the delocalized 𝜋-electrons of the aromatic rings and stable organic radicals
of the side chains (Yen and Chilingarian, 1994, 2000). Here we have to note
that the exact location and structure of FR in PDS are still undefined and the
researchers are conventionally referred to the PC detected in coals (Yen and
Chilingarian, 2000).

One of the most powerful methods to detect PCs, identify them, derive
their concentrations, establish the structure of the paramagnetic complexes,
etc. is the group of techniques of electron paramagnetic resonance (EPR) also
named electron spin resonance (ESR). Figure 4.2 presents different modern

(4)

Multifrequency

techniques:

(1)

Conventional EPR

at X-band

(2)

Pulsed techniques
(3)

High/low

frequencies

EPR/ESR

Double electron-

electron resonance

(DEER, ELDOR)

ENDOR
Dynamic nuclear

polarization (DNP)

Double electron-

nuclear resonances

Figure 4.2 The variety of the modern commercially realized EPR techniques.
Source: Stoll and Schweiger (2006). Reproduced with permission of Elsevier.
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commercially realized EPR techniques for material analysis that are also widely
applied in biochemical/biomedical research (Qin and Warncke, 2015a, 2015b;
Burlaka et al., 2016). The reader will be acquainted with the most of them
on particular examples in this manuscript. Surprisingly, the abilities of the
modern EPR techniques are practically not known in oil-related research (at
least so far as we can judge based on the analysis of the open sources). The
overwhelming majority of EPR studies are still based on the application of
routines of the conventional EPR at X-band with the microwave frequency of
approximately 9 GHz (Piccinato, Guedes, and Di Mauro, 2012; Trukhan et al.,
2014; Wang et al., 2016; Dolomatov et al., 2016) that were established between
the 1950s and 1970s (see Yen and Chilingarian, 1994; Garifyanov and Kozyrev,
1956; Gutowsky et al., 1958; O’Reilly, 1958).

The last few years have seen an increased interest in studying unfractionated
PDS by pulsed and high-frequency EPR (Ramachandran et al., 2015; Tayeb Ben
et al., 2015; Mamin et al., 2016; Gracheva et al., 2016). One of the aims of this
chapter is to show some applications of the “unconventional” EPR techniques
and to encourage oil-related specialists to use different EPR approaches. This
family of techniques does not face the problem of extraction and dilution of
samples (in contrast to optical analysis, for example) and gives us the oppor-
tunity to probe the native structure and dynamical properties of PDS. Besides
the higher sensitivity and spectral resolution, the advantages of the high-field
EPR approaches for the identification of different paramagnetic complexes and
their characterization in native oil containing formations are discussed here.
For instance, in case of even slight anisotropy of magnetic interaction tensors
(such as g and hyperfine tensors), high-field EPR approaches can provide the
information about their orientation dependencies and thereby about the spatial
structure of the paramagnetic complexes in disordered systems.

This work represents our particular vision based on our experience gathered
so far, and does not pretend to be complete. This chapter presents only those
experiments and data that were obtained at the Institute of Physics of Kazan
Federal University in collaboration with other departments of Kazan Federal
University and A. E. Arbuzov Institute of Organic and Physical Chemistry of
Russian Academy of Sciences, Kazan, Russia.

4.2 EPR: Basic Principles and Magnetic Interactions

EPR is an effect of the resonant absorption of electromagnetic radiation by
unpaired electrons placed in a constant magnetic field. Absorption starts when
the frequency of an electromagnetic field coincides with the frequency of an
electron’s magnetic moment precession. Figure 4.3 demonstrates the recon-
struction of the original experimental setup with which the EPR phenomenon
was discovered by Evgeny K. Zavoisky in Kazan State University in 1944
(Zavoisky, 1945).



�

� �

�

7

1

2 3 4

6

5

Figure 4.3 Reconstruction of the first EPR machine of E. K. Zavoisky operating at 10 MHz on which the first EPR spectrum in the world was
observed in 1944. Courtesy of Igor Silkin, the keeper of E. K. Zavoisky Museum at Kazan Federal University. (1) Transformer. (2) Solenoid supplied
by transformer and producing a low-frequency magnetic field that substituted constant magnetic field in this setup. (3) Ampoule with sample
inserted into resonator–radio frequency coil, oriented perpendicular to solenoid axis. (4) Autodyne generator working at 10 MHz and signal
preamplifier. (5) Oscilloscope. (6) A rheostat for adjusting the current through the transformer. (7) Ammeter used to control the magnetic field
inside the solenoid, which is proportional to the alternating current value at the transformer’s secondary coil.



�

� �

�

High-Field, Pulsed, and Double Resonance Studies of Crude Oils and their Derivatives 105

Table 4.1 EPR microwave frequency bands with the corresponding
wavelengths, energies, and typical magnetic fields for g = 2.

Band

Typical
frequency,
GHz

Wavelength,
mm

Energy,
cm–1

Magnetic
field at
g = 2, T

L-band 1 300 0.03 0.03
S-band 3 100 0.1 0.11
X-band 9 33 0.3 0.32
Q-band 35 8, 5 1.2 1.25
W-band 95 3 3.2 3.4
G- (or J-) band 263 1 9.5 10.2

Today, the X-band machines (operating at the microwave frequency of 𝜈 =
9–10 GHz) are exploited routinely, though apparatus for other frequencies are
available (see Table 4.1). Bruker Corporation holds the greatest global share
of the production of EPR spectrometers (Bruker, 2016). However, for routine
analysis and specific applications a lot of the producers can be found on the
market: Adani, Freiberg Instruments (Magnettech), Yaviar, etc. (Adanisystems,
2016; Magnettech, 2016, Yaviar, 2016). The data presented in this manuscript
have been obtained using Bruker ELEXSYS 680 (W-band, 𝜈 = 94 GHz), Bruker
ESP-300 and LABRADOR (both the X-band) EPR spectrometers. Figure 4.4
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Figure 4.4 Typical EPR spectrum of crude oil sample at X-band at near room temperature.
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Figure 4.5 The simplified scheme of the conventional EPR spectrometer.

presents typical conventional EPR spectra of crude oil at room temperature
(RT). As already mentioned, it is due to FR mainly localized within the pol-
yaromatic condensed nuclei of the asphaltene molecules and VO2+ complexes
and is discussed in detail below. Usually, the position/lineshape/intensity of the
FR and VO2+ and the intensity ratio between the FR and vanadyl signals, which
serve as the fingerprint of the hydrocarbon origin, are analyzed.

The core elements of the construction of the conventional EPR spectrometers
are still the same as for Zavoisky’s machine (see Figure 4.5). Typically, the PDS
samples are placed in the quartz or glass tubes and then into the EPR cavity (see
Figure 4.6). The simple microwave cavity is a metal box with a rectangular or
cylindrical shape which resonates with microwaves. Cavity has the geometrical
size of about the corresponding wavelength (see Table 4.1). The cavity is an ana-
logue of LC circuit in nuclear magnetic resonance (NMR) and serves to store
the microwave energy and to separate the electrical and magnetic components
of electromagnetic field because the magnetic one causes the EPR transitions
while the electrical component can cause an undesirable sample heating (Eaton
et al., 2010). As is shown in Figure 4.6, high-field machines require much less
sample volume (of about 500 nL for W-band) that can be an advantage when the
limited in amount species should be examined by different analytical methods,
after different treatments, etc.

EPR often uses a technique known as phase sensitive detection to enhance
the sensitivity of the spectrometer. In this approach the magnetic field
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Figure 4.6 Commonly used EPR tubes for PDS samples in the W-band and X-band EPR
spectrometers.

strength is modulated by sinusoidal signal with the amplitude of 0.1–1 mT
and modulation frequency of about 10–100 kHz. It leads (as a rule) to the
record of the first derivative curve of the EPR absorption signal, as shown in
Figure 4.4, for example. Therefore, the concentration of the PC can be derived
after the double integration of the recorded spectrum. The advantages are
that it encodes the EPR signals to make it distinguishable from sources of
noise or interference and provides the elimination of baseline instabilities due
to the drift in DC electronics (Eaton et al., 2010). In the pulsed mode (see
Section 4.3), one can obtain a spectrum that is very often named field-swept
electron spin echo (FS-ESE), which is usually close to the absorption spectrum.
In some cases (for low-viscous crude oils, for example) low temperatures (T <

250 K) are necessary to slow down the electronic relaxation times to be able to
obtain spin-echo or FS-ESE with the perceptible signal-to-noise ratio.

Both conventional and FS-ESE EPR spectra are sensitive to a number of inter-
actions between the unpaired spin and the environment:

• the Zeeman interaction between the unpaired spin and the external magnetic
field;

• the spin orbit coupling;
• the electron spin–nuclear spin interactions;
• the interaction with other unpaired electrons (spin–spin interaction).

The largest interaction in most cases (especially at W-band frequencies,
see Table 4.1) and the one which EPR is based on is the Zeeman effect (see
Figure 4.7). The essential aspects of EPR may be illustrated by considering the
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E

H

hν = gβH 

ms = +1/2

ms = –1/2

Figure 4.7 The Zeeman effect. An
increasing magnetic field is applied
in the presence of a fixed microwave
frequency. When the resonance
condition is reached (position of the
arrow), an absorption occurs
between the lower energy level (spin
magnetic quantum number ms =
−1/2) and the upper energy level (ms
= +1/2). The energy difference is
quantized and is equivalent to the
term g𝛽H.

hypothetical case of a single isolated electron. This electron is characterized
by the quantum number S = 1/2 and possesses a magnetic moment

𝜇s = g𝛽S, (4.1)

where g = 2.0023 is the electron g-factor (that is sensitive to the spin–orbit
interaction, chemical neighborhood of the unpaired electron and, conse-
quently, to structure properties of sample material), 𝛽 = 9.274⋅10–24 J⋅T–1, the
electronic Bohr magneton, and S, the dimensionless electron spin vector. In
a magnetic field, there are two energy states for this electron, as illustrated
in Figure 4.7. Typical g-factors for PC in PDS are in the range of 1.96 (for
VO2+) up to 2.008 (sulfur-containing radicals), which implies the application
of magnetic fields B of 0.35 T for X-band and of 3.5 T for W-band to match
resonance condition. It implicates a use of superconducting magnets for high
microwave frequencies.

Another interaction (commonly applicable to hydrocarbon systems) is the
spin–nuclear one. As a nucleus could also have a magnetic moment, the interac-
tion of the unpaired electron with the nucleus splits the electron energy levels,
generating a structure called a hyperfine (hf ) structure in the EPR spectrum.
Each “ms level” splits into a closely spaced group of (2I + 1) levels, where I is
the nuclear spin quantum number.

Only transitions are allowed with ΔmS = ±1 and ΔmI = 0. Each one of these
transitions gives rise to a resonance line in the EPR spectrum. The spacing
between the observed lines is the hf coupling constant (A). An analysis of hf
splitting of EPR spectra among others again allows us to investigate the struc-
ture of the electron’s neighborhood. Atoms in the vanadyl porphyrins (51V4+,
3d1, electronic spin S = 1/2, nuclear spin I = 7/2) are arranged practically in a
plane defining thus the anisotropic g-factor and hf A tensor of axial symmetry
(see Figure 4.8). The powder EPR spectrum of the vanadyl ions consists of the
16 “lines” representing the 2 × 8 hf patterns (the projection of I is allowed to
take eight values:±7/2;±5/2;±3/2;±1/2) for the parallel and the perpendicular
complex orientations (see Figure 4.4 and Figure 4.9).
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Petroleum porphyrins in PDS exist in homologous manifolds of several struc-
tural classes that contain different types of substitutions and binding moieties.
These determine the range of EPR parameters (especially A⟂ and A|| ) not only
for different PDS samples but even within each of them.

4.3 EPR Pulse Sequences

Pulse methods are able to significantly increase and supplement information
obtained from conventional EPR spectra (Schweiger and Jeschke, 2001). While
stationary methods use continuous microwave irradiation and reveal splitting
of energy levels of paramagnetic system, pulse techniques provide insights into
the dynamics of the system and allows us to measure relaxation times, decode
complex EPR spectra of several interacting PC, etc.

The main feature of the pulse EPR spectrometer is the presence of an
additional pulse former device consequently connected with the microwave
generator. As for most NMR spectrometers, the pulses could be applied using
several channels. They can be combined into special sequences with the ability
to change pulse duration and delays between them. But because the electronic
relaxation times (longitudinal or spin-lattice relaxation time T1e and transverse
or spin-spin relaxation time T2e) are of 3–6 orders of magnitude shorter than

Y

AY

gZ

AX

QZ

QY

QX

XZ

AZ

Figure 4.8 Schematic representation of a vanadyl porphyrin molecule backbone. The
orientations of nitrogen hf (A) and quadrupole coupling (Q) tensors derived from DFT
calculations are shown for a selected nuclei. Spatial distribution of spin density is visualized
as an isosurface. X–Y–Z axes of the molecular frame are shown with the Z axis perpendicular
to the porphyrin plane. As shown, the calculated gz is collinear with the molecular Z axis.
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the nuclear ones, the characteristic time parameters are also much shorter. The
typical pulse sequences we use in our PDS-related research in the W-band are:
(1) 𝜋/2–𝜏–𝜋 with the 𝜋/2 pulse duration of 32 ns and the time delay 𝜏 = 240 ns
to obtain electron spin echo (ESE); (2) T2e is studied by tracking the primary
ESE amplitude with the same 𝜋/2–𝜋 pulse durations while varying 𝜏 with the
minimal possible step of 4 ns; (3) T1e is extracted from an inversion-recovery
studies by applying the 𝜋–Tdelay– 𝜋/2–𝜏– 𝜋 pulse sequence, where 𝜋 pulse
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Figure 4.9 The energy levels and the corresponding absorption EPR spectrum for VO2+

complex calculated for the microwave frequency 𝜈 = 94 GHz, g|| = 1.963, g⟂ = 1.985, A|| =
470 MHz, A⟂ = 150 MHz. Particular contributions from every EPR transition are color marked.
Calculations are done in EasySpin package for Matlab (Stoll and Schweiger, 2006).
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Figure 4.10 Mims pulse sequence at microwave and radio frequencies used to obtain the
ENDOR spectra as a function of stimulated electron spin echo amplitude from the frequency
of RF pulse.

duration and 𝜏 are fixed (64 ns and 240 ns, correspondingly) while Tdelay is
varied.

For electron nuclear double resonance (ENDOR) experiments we used
special double (for nuclei and electron) cavities and Mims pulse sequence
𝜋/2–𝜏–𝜋/2–T–𝜋/2 with an additional radio frequency (RF) pulse 𝜋RF = 16 μs
inserted between the second and third microwave 𝜋/2 pulses (see Figure 4.10).
RF frequency in our setup could be swept in the range of 1–200 MHz.

Some ENDOR basics are briefly described below. One can find more details
in the referenced works (Murphy and Farley, 2006; Yavkin et al., 2014).

In the case of a “free” nucleus, RF pulse applied at the Larmor frequency

𝜈Larmor = |𝛾B0| ≡ h−1|gI𝛽IB0|, (4.2)

where 𝛾 is a gyromagnetic ratio of the nuclear spin I, h is a Planck constant, gI
is a nuclear g-factor and 𝛽I is a nuclear Bohr magneton, it can change the state
of the nuclear spin (the population of the nuclear sublevels). For 1H with 𝛾1H =
42.576 MHz/T that results in 𝜈Larmor ≈ 144.76 MHz for B0 = 3.4 T.

In the case of the coupled electron spin S such changing of the nuclear spin
can modify the state of the electron spin (can change the population of the
energy levels contributing to the EPR spectrum). For the hf coupling constant
A and simple electron–nuclear coupling (S = 1/2, I = 1/2), it can lead to the
appearance of the characteristic features in the ENDOR spectrum at the radio
frequencies

𝜈ENDOR = 𝜈Larmor ± A∕2 or (4.3)
𝜈ENDOR = A∕2 ± 𝜈Larmor, (4.4)

depending on the ratio between A and 𝜈Larmor.
The ENDOR splitting aENDOR can help not only to identify a type of nuclei

coupled with the electron spins but also to provide spatial relationships
between them. For the pure electron–nuclei dipole–dipole interaction in the



�

� �

�

112 Analytical Characterization Methods for Crude Oil and Related Products

point model, the electron–nuclear distance r from the ENDOR splitting can
be estimated from

aENDOR ≈ g ⋅ gI ⋅ (1 − 3cos2𝜃)∕r3, (4.5)

where g is a g-factor of electron spin S, 𝛩 is an angle between directions of the
parallel component of g ( g||) and B0. As it follows from Equation 4.5, aENDOR
depends on the distance between the electron and nuclear spins and their
mutual orientation. In this work we consider ENDOR splitting due to the inter-
action of vanadyl electron spin and 1H nuclear spins with S = I = 1/2 and with
14N nuclear spins with I = 1. The values of B0 at which the ENDOR spectra were
measured were defined by the particular values of angle 𝛩 (see Section 4.4).

Additionally, for I = 1 an electric nuclear quadrupole coupling exists that can
split or shift the ENDOR lines: the nuclear quadrupole interaction is sensitive
to the electric field gradient at the site of the nucleus.

4.4 Application Examples

4.4.1 W-Band, Relaxation Studies of VO2+ and FR in Asphaltenes
Fractions

We have investigated 12 asphaltenes powders that were precipitated from the
raw material of different oxidized bitumen and heavy crude oils from the oil
refineries and oilfields of the Republic of Tatarstan (Russia) and Kazakhstan by
the addition of the petroleum ether (bp 40–70 ∘C) using a Soxhlet apparatus.
Then the filtered asphaltenes were washed out with the benzene, which was
then evaporated. The obtained fraction is called Ainit.

The A1 and A2 fractions of asphaltenes were obtained as follows (see
Figure 4.11). One gram of Ainit asphaltenes was first completely dissolved with

Mixture

35:66 10:90

Toluene

A1 A2

A3

Ainit

FiltrationFiltration

Petroleum

ether

Petroleum

ether

Figure 4.11 The scheme of fractionation of
asphaltenes.
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28 mL toluene. Petroleum ether (bp 40–70 ∘C) was then added in the amount
of 52 mL. The resulting solution was kept in a dark place for 24 h and then
filtered. Precipitated material was washed in a Soxhlet apparatus with toluene
until the solvent became colorless, dried, and weighed until there was no
change in its mass. The obtained fraction was called A1.

Then the petroleum ether was added to the supernatant in the amount of
228 mL and precipitated for 24 h. Using the operations described above, the
fresh precipitated material was separated, washed with toluene in a Soxhlet
apparatus, and dried. A2 fraction of asphaltenes was recovered by evaporating
the remaining solvent. The investigated samples are listed in Table 4.2.

Figure 4.12 demonstrates a typical FS-ESE detected EPR spectrum at T =
40 K and repetition time of 0.5 μs to intensify the VO2+ component of the spec-
trum. Small difference in the values of g-factors for FR and VO2+ allows them
to be resolved spectrally and their relaxation times measured separately. The
relaxation times were measured at the magnetic fields corresponding to the
maximum of ESE signal (marked in Figure 4.12).

The relaxation constants in the T1e processes of the longitudinal relaxation
defined under an assumption of its monoexponential character for all the stud-
ied samples are presented in Figure 4.13. It can be seen that T1FR is much longer
than T1VO and, in contrast to the vanadyl complexes, changes significantly from
sample to sample and from fraction to fraction. Taking into account that the
molecules forming the asphaltenes in both fractions A1 and A2 are of com-
parable size, the difference in the relaxation rates reflects the fact that the FR
surrounding in fractions A1 and A2 is different while the same fractions’ treat-
ment does not change surrounding VO2+. We suppose, therefore, that T1FR and
T1VO measurements could be used to track the processes of polymerization,
chemical or thermal treatments of PDS, etc., in which a role (as yet perhaps
undefined, or even multiple roles) for PC is expected. Additional experimental
and theoretical efforts are needed to increase our understanding of the main
mechanisms defining the longitudinal relaxation in asphaltenes.

Transverse relaxation times of the vanadyl complexes in asphaltenes are
also significantly shorter than those for FR, and in all the samples a single

Table 4.2 List of the studied samples.

Sample Raw Material Source

Investigated
fractions of
asphaltenes

# 1 Oxidized bitumen Oil refinery #1
# 2 Oxidized bitumen Oil refinery #2 Ainit, A1, A2
# 3 Crude oil Russian oilfield
# 4 Crude oil Kazakhstan oilfield
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3350 3400 3450 3500

Magnetic field (mT)

Simulation VO+FR

Experiment

FR

VO2+ W-band. T = 40 K

Repetition Time = 0.5 ms

Figure 4.12 Typical W-band EPR spectrum of asphaltene fraction A1 for sample #3 in pulsed
mode at T = 40 K and repetition time of 0.5 μs along with its simulation as a sum of VO2+

powder spectra with g|| = 1.964, g⟂ = 1.984, A|| = 16.8 mT, A⟂ = 6.0 mT, and FR single line
with g = 2.0036. Arrows FR and VO2+ mark the values of B0 at which the electronic relaxation
times were measured for “free” radical and vanadyl-porphyrins, correspondingly. Owing to
the short repetition time, the amplitude of the FR signal is suppressed. Simulations are
performed with the EasySpin package for Matlab (Stoll and Schweiger, 2006).

exponential decay of the transverse magnetization is observed with the time
constants T2VO within the range of 80–220 ns.

T2FR magnetization curves look fancy – transverse relaxation character T2e of
FR deviates significantly from the exponential decay (see Figure 4.14) and are
described nicely for all the investigated samples by the expression

Iecho = MFR ⋅ exp
(
− 2𝜏

T2FR

)
⋅ exp (−m ⋅ 𝜏2), (4.6)

where MFR is a factor proportional to the concentration of FR, m is a parameter
accounting for the spectral diffusion. From the analysis of relaxation times it
was shown (Mamin et al., 2016) that the obtained acceleration of T2FR accord-
ing to Equation 4.6 is caused by the spectral diffusion induced by the presence
of the vanadyl porphyrin molecules in the nearest (1–3 nm) surrounding of
FR. This finding can explain, for example, the fact of low polarization of FR
in dynamic nuclear polarization experiments for some PDS (Alexandrov et al.,
2014); though the electronic relaxation times for FR are significantly longer,
owing to the strong dipole–dipole FR–VO2+ coupling the electronic spin polar-
ization “leaks” through the fast relaxing VO2+. This finding, in our opinion,
brings us one step closer to disentangling the structure of asphaltenes and the
role of vanadyls in that disentangling.
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Figure 4.13 FR (a) and VO2+

(b) longitudinal relaxation
times T1e at RT for all the
investigated samples.
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Such “acceleration” of T2FR was not reported in the literature and was not
obtained by us in the X-band relaxation measurements. We connect this
fact with the overlapping of FR and VO2+ spectra at lower frequencies (see
Figure 4.4 and Section 4.2).

We have shown (Volodin et al., 2013) that relaxation times, as well as intensity
ratios between the FR and VO2+ signals (which can be determined much more
accurately at high fields), can be exploited as additional parameters to charac-
terize the origin of the crude oil and nature of the oil’s PC. Indeed, concerning
FR in the X-band and the lower magnetic fields, its EPR spectrum in most
cases presents a single line with the linewidth of ΔHpp = 0.4–0.7 mT located at
g-factor of 2.003± 0.001 (Yen, 1994, 2000; Dolomatov et al., 2016). FR lineshape
is neither Gaussian nor Lorentzian but a mixture of both. The non-symmetric
FR spectrum, obtained in some PDS at high fields (Volodin et al., 2013), could
be due to the presence of two or more PCs of different origins with the close
values of g-factors and/or due to the small anisotropy of g-factors.

Our experience with different PDS species proves that FR spectra in pulsed
mode resemble the powder (anisotropic) spectra, they differ from each other,
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Figure 4.14 Dependencies of the primary ESE amplitude (semilog plot) on the delay 𝜏

between the two MW pulses in the pulse sequence of the sample #4 (fraction A1) for FR at
RT. Symbols indicate the experimental data, solid lines are the results of the fits
corresponding to Equation 4.6 with m = 0 for the fraction A1 diluted in toluene (upper
curve) and with m = 3.6⋅10–6 ns–2 for the undiluted fraction A1 (lower line).
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Figure 4.15 Examples of FS-ESE EPR spectra for two fractions from different samples.
Splitting between the EPR features (local maxima) are shown.

and very often are split (or additional peaks appear) as Figure 4.15 shows.
T2e varies along the FR line. Apparently, the obtained features will be further
exploited to unravel the FR nature(s).

4.4.2 ENDOR of VO2+ in Crude Oil Samples

There is no exclusive procedure for the isolation of porphyrin complexes
from the host material (Yakubova et al., 2016). Presently, one of the most
promising and well-established protocols for structural characterization of
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metalloporphyrins involves the application of Fourier transform ion cyclotron
resonance mass spectrometry (Qian et al., 2008; Zhao et al., 2013, 2014;
Putman et al., 2014). Owing to the relatively low concentration of vanadium
compounds and the very complex chemical composition of PDS, the suc-
cessful identification of porphyrins requires chromatographic separation or
demetalation.

The ENDOR method can complement mass spectrometry and become a part
of a standard analytical toolkit. Since it does not require a special sample prepa-
ration procedure, it can be, at the very least, useful for the preliminary charac-
terization of PDS prior to chromatographic separation.

The heavy and light crude oil samples from different oilfields (see Table 4.3)
were used as received without any additional sample treatment. Figure 4.16
presents the field-swept pulsed EPR spectra of a heavy oil sample #1 detected
at X- and W-bands. Figure 4.17 shows the corresponding ENDOR spectra for

Table 4.3 Samples and their physical properties at RT.

Sample Description Origin

Density,
kg/m3/ API
gravity

Viscosity,
mPa⋅s

#1 Heavy Mordovo-Karmalskoye
oilfield (Republic of
Tatarstan, Russia)

945 / 18.2 1020

#2 (Medium)
Light

The West-Siberian
petroleum basin (Russia)

871 / 31 38

300 320 340 360 380 400

(a)

B2(gz)

B1(gx,gy)

Magnetic field, mT

exp

sim mI = 3/2

3350 3400 3450

*

Magnetic field, mT

(b)

B1(gx,gy)

B2(gz)

Figure 4.16 (a) X-band and (b) W-band EPR spectra at T = 50 K in crude oil sample #1 in
pulse mode shown together with separate simulations of the different hf components due
to 51V nucleus. Magnetic fields B1 and B2 correspond to the gZ axis parallel and
perpendicular to the direction of magnetic field (mI = 3/2). The signal with a g-factor of
2.004 related to FR is marked by an asterisk.
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Figure 4.17 (a, b) 1H Mims
ENDOR spectra corresponding
to different molecular
orientations of vanadyl
porphyrin detected in the
vicinity of proton Larmor
frequency at T = 50 K for
samples #1 and #2. (c, d) 14N
ENDOR spectra of vanadyl
porphyrins (solid curve) in
X-band for crude oil samples
#1, simulation (dashed curve)
and calculated spectrum with
parameters obtained by DFT
calculations (dotted curve) at
magnetic field B1, and at
magnetic field B2.
Corresponding parameters are
listed in Table 4.4.
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two particular values of the external magnetic field. In this work we have chosen
the values that correspond mainly to the gZ axis perpendicular (B1) and parallel
(B2) to the direction of magnetic field for mI = 3/2 transition, for the follow-
ing reasons: (1) sufficient echo amplitudes to obtain reasonable signal-to-noise
ratio for an appropriate amount of time; (2) absence of overlapping with the
FR signal. As a result, we report observation of the ENDOR signals near the
Larmor frequency of 1H and 14N, as displayed in Figure 4.17.

We have managed to detect for the first time pulsed 14N ENDOR spectra of
natural vanadyl porphyrins in the untreated heavy crude oil sample. The mea-
sured 14N ENDOR spectra display the presence of both nuclear hf and electric
nuclear quadrupole couplings. In order to get some prior information about the
values and orientations of the corresponding interaction tensors, we have per-
formed first-principles density functional theory (DFT) calculations (Gracheva
et al., 2016) on high-performance computing (HPC) clusters for complex and
demanding calculations at Kazan Federal University. The results of these calcu-
lations are listed in Table 4.4 and presented in Figure 4.17. The data correspond
well with those obtained from the model systems (Gracheva et al., 2016).

It is known that petroleum porphyrins exist in homologous manifolds
of several structural classes and can manifest great structural diversity
(Gilinskaya, 2008). First of all that means different combinations of side
groups. The distribution of the electric field gradient and spin density in a
vanadyl porphyrin molecule can be affected by the presence of substituting

Table 4.4 Comparison between spin Hamiltonian parameters of vanadyl porphyrin
complex in natural crude oil obtained from the simulation of the experimental EPR and 14N
ENDOR spectra and calculated by DFT method ones for VO molecule*.

Simulation of
experimental data DFT (VO)

gX gY gZ (1.9845 1.9845 1.9640) (1.9867 1.9867 1.9710)
51V AX AY AZ |156.9 156.9 470.8| (–157.0 –157.0 –463.9)
14N AX AY AZ –6.5 –7.4 –7.8 (–7.6 –7.8 –8.6)
(𝛼 𝛽 𝛾)A (90 0 0) (–3 10 55)
e2Qq/h 2.2 2.24
𝜂 0.50 0.22
(𝛼 𝛽 𝛾)Q (30 90 180) (40 90 –172)

*Hyperfine couplings tensor components AX,Y,Z and quadrupole coupling constant e2Qq/h are in
MHz. For 14N coupling parameters the values are averaged over the four pyrrole nitrogen nuclei.
For VO models, the variance of both hf and quadrupole coupling constants is within 0.1%. The
Euler angles (𝛼 𝛽 𝛾 , in deg) are presented for a selected 14N nucleus and specify Z-Y-Z rotation
that transforms the molecular frame with the Z axis being perpendicular to the porphyrin plane
to the frames where the hf (A) and quadrupole (Q) tensors for 14N are diagonal. The coupling
tensors for other three 14N nuclei are consistent with C4v symmetry of the molecule.
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Figure 4.18 (a) Optimized chemical structures of vanadyl porphyrin models (VO, VOEtio, VODPEP, VOBenzo). Circles indicate the positions of the
representative protons of the porphyrin skeleton (H1 and H2) and those attributed to the possible classes of side groups (H3–H6). The illustrated
orientation of the g-tensor corresponds to the VO molecule. (b) ENDOR spectra simulated (dashed curve) for the selected protons are presented
in comparison with the experimental spectra obtained for sample (solid curve).
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side groups via structural perturbations of the porphyrin skeleton, thereby
reducing the symmetry of pyrrole nitrogen atoms distribution around the
vanadium ion. The consequent distribution of the coupling parameters can
potentially increase the broadening of the spectrum, and this is probably why
14N ENDOR cannot be observed in certain (or in most) oil samples. Following
the discussion in Gilinskaya (2008), we propose that the possibility to detect
14N ENDOR depends on the relative presence of particular forms of vanadyl
porphyrins in the sample. Further experimental studies and calculations are in
progress.

From the pattern of 1H splittings in ENDOR spectra it is possible to infer
the chemical composition of vanadyl porphyrin molecules in the studied sam-
ples (see Figure 4.18). We report observation of the reproducible pattern of hf
splitting in the 1H ENDOR spectra of vanadyl. We can attribute the resolved
spectroscopic features to the particular positions of the protons in the por-
phyrin molecule. FR ENDOR studies are on the way and we hope they will shed
light on the asphaltene’s structure.

4.5 Conclusion

In this chapter we tried to show some capabilities of the pulsed and high-field
EPR for the analysis and investigation of PDS. We hope that further research
will shed light on more details of PDS dynamics and structure.
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5.1 Introduction

In general, nuclear magnetic resonance (NMR) spectroscopy is a very
important technique in the study of heavy petroleum fractions, and has been
suggested as one of the most powerful techniques for laboratory and industrial
analysis. This analytical method can be used in the study of the chemical
composition of petroleum and in the characterization of petroleum fractions
in a short time. Great analysis in only a few minutes per stream can be done in
a continuous and online way. Moreover, it has the ability to analyze dark and
opaque samples, such as crude samples. Crude oil, shale oil, and sand oil are all
sources of petroleum and comprise masses of compounds whose components
can be grouped into four essential instructions: (a) saturates (alkanes and
cycloparaffins), (b) aromatics (mono-, di-, and polynuclear fragrant hydro-
carbons with alkyl side chains), (c) resins (aggregates with a large number
of building blocks which includes sulfoxides, amides, thiophenes, pyridines,
quinolines, and carbazoles), and (d) asphaltenes (aggregates of prolonged
polyaromatics, naphthenic acids, sulfides, polyhydric phenols, fatty acids, and
metalloporphyrins) (Rudzinski and Aminabhavi, 2000). In fact, there are some
important advantages and disadvantages regarding this analytical technique
(Rudzinski and Aminabhavi, 2000; Silva, et al., 2011).

The advantages are a reduction in the time taken for the analysis, and that
it is a rapid and non-invasive process. Moreover, by using NMR, it is possi-
ble to analyze the chemical nature of individual types of hydrogen and carbon
atoms, in various and complex mixtures of petroleum and in the final products
obtained by refining processes. In the spectra, the functional groups of aromat-
ics, aliphatics, and olefins are well illustrated; accordingly, it is possible to dif-
ferentiate a polynuclear aromatic from a mononuclear aromatic and to identify
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the fuel physical properties by the concentration of aromatics and the chain
length of aliphatics. On the other side, the high cost, the risk of magnetic dis-
turbances, requiring magnetic shielding, and the overlap of frequency ranges,
complex information, and requirement of statistical approach to correlate the
spectral data with the characterization of crude oil are some important disad-
vantages (Silva, et al., 2011).

NMR spectroscopy has already been used in some refinery laboratories to
determine the content in paraffinic and aromatic carbon contents of hydrocar-
bon oils and to determine the aromatic hydrogen and carbon content, as well.
Furthermore, the hydrogen content of middle distillate petroleum products
by low-resolution pulsed NMR, and the aromatic carbon content of lubricant
mineral base oils and middle distillate petroleum fractions by 13C NMR spec-
troscopy, were determined. Apart from the properties of crude oil, it is possible
to analyze the samples using the NMR spectroscopy; however, it is important to
notice that the sample density and the viscosity affect the T1 and T2 relaxation
times (e.g. high density and viscosity samples give spectra with broader signals,
and overlaps between different peaks make the NMR assignments difficult).The
spin nuclear relaxation parameters are a very important way to obtain informa-
tion about stereochemistry and molecular dynamics. The nuclear relaxation
is related to the structure, flexibility, and molecular mobility that is responsi-
ble for the existence of different magnetic fields. Experimentally, the relaxation
rate can be determined using the relationship between the relaxation times, T1
and T2, and the correlation time for molecular tumbling. The NMR techniques
based on the analysis of T1 (longitudinal or spin-lattice relaxation time) and T2
(transverse relaxation time) decay curves can be obtained using the low-field
1H NMR spectroscopy and correlate and supplemented with information taken
with the high-field NMR. Analysis of heavy materials (such as asphaltenes) and
residuals is also possible (Silva, et al., 2011).

5.2 1H NMR and 13C NMR Spectroscopy Analysis
Methods

1H NMR spectroscopy can be applied in the characterization and identification
of crude oil fractions, and it is a suitable way to predict the total hydrogen con-
tent as well as the distribution of hydrogen among functional groups present
in the crude. Furthermore, information about the structural characteristics can
be obtained by this method in order to estimate the molecular weight and to
analyze the effects in several refining processes. On the other side, suitable
information about the molecular carbon skeleton can be obtained by 13C NMR.
This NMR technique is important for the structure elucidation and chemical
composition of a sample. In addition, it distinguishes the existence of quater-
nary carbons of many functional groups (C N, C O, C NR, etc.), and produces
spectra with well quality (Gunther, 1992). For this reason, 13C NMR has become
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one of the most important methods in the analysis of crude oil fractions. When
comparing 1H and 13C NMR spectra, it is possible to identify many differences
between them. For example, 13C NMR spectra have a much larger chemical
shifts scale (more than 220 ppm), which produces less overlapping between
peaks. The 13C NMR is less sensitive than 1H NMR, owing to their lower natu-
ral abundance (1.1%) and magnetogyric ratio of the 13C nucleus, but in the case
of the 1H decoupled 13C NMR spectra, it is much simpler once there is no peak
splitting.

5.3 NMR Techniques

Actually, because of the complex mixture of compounds in crude oil, applying
suitable and professional techniques to improve the quality of the NMR spectra
and to obtain better quantitative information about the sample in analysis are
crucial. Therefore, beyond the use of one-dimensional NMR spectroscopy (1H
and 13C NMR), it is more suitable to use the “spectral editing” techniques and
the two-dimensional NMR experiments. The use of two-dimensional NMR
spectroscopy demonstrated great potentialities in structural elucidation and
quantification of complex mixtures. The “spectral editing” techniques can be
used to improve the analysis of the 1H and 13C NMR spectra, owing to the
overlapping of the signals, which makes the identification of some structures
difficult. The aim of these “spectral editing” techniques is to participate to the
separation of primary (CH3), secondary (CH2), tertiary (CH), and quaternary
carbons and to a sensitivity improvement. Examples of “spectral editing”
techniques are the INEPT (insensitive nuclei enhanced by polarization trans-
fer), DEPT (distortionless enhancement by polarization transfer), GASPE
(gated spin echo), PCSE (part-coupled spin echo) and QUAT (quaternary-only
carbon spectra). INEPT and DEPT are examples of methods also known as
polarization transfer methods. The aim of these methods is to transfer the
large excess population (polarization) of the 1H to the insensitive nuclei before
its perturbation (in the present case to 13C nuclei).

On the other hand, the two-dimensional NMR spectra rely on the coupling
between two nuclei. It is possible to have two-dimensional homonuclear
spectra (resulting from the coupling between nuclei of the same type) and
the two-dimensional heteronuclear spectra (between nuclei of different
types). Two-dimensional correlation spectroscopy (COSY) is an example
of a homonuclear spectrum. In this spectrum it is correlated one proton to
another proton, depending on the coupling constant value, which leads to
identify resonances that are coupled each other (Exarchou, et al., 2001; Lewis
et al., 2007; Kontogianni et al., 2009). Moreover, TOCSY (total correlation
spectroscopy) is another two-dimensional homonuclear spectrum and is very
useful in the analysis of complex mixtures helping in the characterization of
the molecule structure. In this case it establishes a correlation between all the
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spins in a set of coupled spins in a molecule. Doan et al. (1995) has used this
technique in the analysis of polyaromatics in crude gas oil mixtures. Heteronu-
clear correlation (HETCOR) is a two-dimensional heteronuclear spectrum
where it is possible to obtain a correlation between coupled heteronuclear
spins across a single bond. Furthermore, the diffusion-ordered spectroscopy
(DOSY) spectrum is very useful for analyzing the composition of mixtures
based on the differences in diffusion coefficients of the individual components.
This technique contributes to identify signals from one molecular species,
to differentiate these signals from those of another molecular, and with that
analyze complex mixtures of petroleum fractions. Additionally, this separation
can contribute to differentiate molecules taking into account the size, shape,
and even the physical properties of the surrounding environment (Durand,
et al., 2008). One does not often find researches where 14N, 15N, 33S, and 17O
NMR spectroscopy are used in the analysis of crude oil derivatives. Most of
the researches were done via 1H and 13C NMR.

However, the use of different nuclides (such as nitrogen, sulfur, and oxy-
gen) may be a good choice when the concentration of acidic OH and basic
N groups are wanted. It will be possible to identify some compounds as
ethers, furans, secondary amines, thioethers, and thiophenes (Snape and
Fresen, 1986). Ethers are a way to identify oxygen bonds that may have some
impact in some processes, such as desulfurization and denitrogenation. In
one study, Cookson and Smith (1987) used homonuclear two-dimensional
COSY spectra, coupled and decoupled two-dimensional HETCOR spectra,
and a two-dimensional relayed coherence transfer (RELAY) NMR method to
provide a better analysis of the 1H and 13C NMR spectra, thus making a better
structures assignment. In another study, Sarpal et al. (1996) used GASPE,
PCSE, INEPT, DEPT, QUAT, two-dimensional COSY, and HETCOR to classify
the composition of some different base oils into the hydrocarbon types,
especially the isoparaffins. Two-dimensional COSY and HETCOR improved
the identification and quantification of some branching structures, because
these spectra allow clarifying the existing information inside the overlapping
signals. The use of DEPT also contributed to solving the signal overlapping,
especially in the region 28–40 ppm, as well as contributing to the separation
of some carbons of normal paraffins, but did not give any information about
the existence of quaternary carbons, which could be due to the size of these
structures.

Moreover, Kapur, Findeisen, and Berger (2000) demonstrate that the two-
dimensional DOSY NMR spectroscopy is very useful for the interpretation of
the 1H and 13C NMR spectra of such complex mixtures as crude oil, which
are characterized by great signal overlapping making the identification of some
components difficult. In the 1H NMR spectra, the overlapping occurs in the
0.5–2.0 ppm range, owing to the saturated components, whereas in the 13C
NMR the overlapping was stronger in the 10–45 ppm range. Using the DOSY
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spectra the characteristic overlapping of both 1H and 13C NMR spectra was
reduced, allowing a better resolution of the signals and a better structure clar-
ification. It seems that this technique is very helpful in the analysis of heavy
petroleum fractions. In another study, Durand et al. (2008) reported a DOSY
spectrum of a diesel sample and for the first time a 1H DOSY spectrum of
asphaltenes. They showed that DOSY NMR technique is very critical to the
analysis of complex samples, such as crude oil, which could provide informa-
tion on the size, molecular weight, aggregation state, and composition of the
mixture. The most important advantage of this technique was the potential to
provide suitable physical and chemical information all at once when compared
to the pulse field gradient spin echo NMR diffusion sequences (PFGSE NMR).

In another study, Behera, Ray, and Singh (2008) used some NMR techniques
including the gated-decoupled 13C, DEPT, two-dimensional (1H–13C) HET-
COR, and other two-dimensional NMR methods for the better identification
of some structures in the very crowded NMR spectra of heavy petroleum frac-
tions. They reported that heteronuclear single quantum coherence (HSQC)
and heteronuclear multiple-bond correlation (HMBC) spectra proved to be
better able to identify side chain structures of aromatics. They characterized
and quantitatively estimated compositions of the high boiling fractions of
petroleum feed by NMR analytical methods and especially the complex
structure of vacuum gas oil fractions used in Indian refineries. As a result,
their work helped in optimizing the product slate of Indian refineries through
proper feedstock blending using few hundreds of million metric tons (MMT)
of crude oil consisting of blends of light crudes with different heavy crudes and
bottom of the barrel due to escalating cost of crudes. Furthermore, Dearing
et al. (2011) joined together the Raman, IR (infrared), and NMR spectra to
give one set of “fused” spectra containing complementary information from
Raman and IR (two sources) and one orthogonal source (e.g. NMR) to describe
an industrial process. Data fusion enables process modeling and control to
be performed using a single data set. This research has applied the concept
of data fusion to characterize a series of crude oil fractions. After collection,
the respective spectra were scaled and fused together to form one contiguous
spectrum (Dearing et al., 2011).

5.4 Application of NMR Analysis in Characterization
of Crude Oil and Related Products

NMR has been used in the analysis of heavy petroleum fractions in many
researches (Friedel, 1959; Cookson and Smith, 1987; Bansal et al., 1998; Lee
and Glavincevski, 1999; Woods et al., 2008; Silva et al., 2011). The main
purpose was to help refineries to refine heavy crude oils more efficiently
and at low processing costs. NMR analysis is currently being performed
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in industrial settings for the monitoring of large-scale reactions. No need
for sample preparation and rapid noninvasive remote analysis are the most
important advantages of this method, as mentioned above. For instance,
in one study, Woods et al. (2008) used NMR analysis to characterize the
SARA fractions (saturated, aromatics, resins, and asphaltenes) separated from
various Canadian crude oils. It was reported from the assignment of different
types of proton and carbon atoms in the 1H and 13C NMR spectra of SARA
fractions that the aromaticity region (110–150 ppm) increased from saturated
to asphaltenes fractions. This was confirmed by the H/C ratio decreasing with
the increasing of aromaticity. On the other hand, the saturated fraction was
characterized by an aliphatic nature represented with a high H/C ratio.

Moreover, it was reported that the aliphatic chain length increased from
saturated < aromatics < resins < asphaltenes. In another study, Cookson and
Smith (1987) analyzed the monoaromatic fractions obtained from petroleum,
coal, and shale-derived distillate fuels to get new structure information. As a
result, all the analyzed diesel fuel had an average of 13–15 carbons atoms per
molecule, whereas the kerosene aromatics had a lower value (11–12 carbons
atoms). Other similarities between all the seven diesel fractions were observed,
such as the same number of side chains per molecule (NS = 3), the same
average side chain length (LS≈ 2.8) (in only six of the samples), and the absence
of quaternary carbon branching sites. One of the main differences between
the samples was related to the number of ring structures involving aliphatic
carbon atoms. The number of rings observed for a specific fraction depends
of the original sample; when a fraction is a product of hydrotreatment it has a
large quantity of saturated ring structures. Kerosene samples compared with
the diesel fractions showed a lower number of saturated rings per molecule
and a lower number of carbon atoms per molecule. This phenomenon might
be due to the lower number of side chains and to the lower side chain
length. From the 1H and 13C NMR spectra, it was possible to determine the
average number of specific CHm groups (—CH3 and —CH3) per molecule,
as well.

The analysis of proton resonances indicated that normally the intensity near
the 2.25 ppm region was due to —CH3, while for some samples that signal
could be 2.1–2.4 ppm. The intensity of these signals generally yields 0.1 or 0.14
—CH3 groups per molecule, depending on the spectra and on the occurring
overlapping. In the 1H NMR spectra, the signal at around 1 ppm was assumed
to be due to the —CH3 groups. In this study, some structures such as methyl,
ethyl, propyl, and butyl groups, tetralin, indane, and 1-methylindane ring side
chains in the analyzed samples of shale oil diesel were identified (Cookson and
Smith, 1987). Moreover, Bansal et al. (1998) and Lee and Glavincevski (1999)
analyzed the content of aromatics in middle distillate oils and used the NMR
spectroscopy method for the determination of the molar content of aromatics.
Sergeant et al. (1995) used 1H and 13C NMR spectroscopy to analyze different
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products from shale deposits in Australia; which made it possible to obtain
information about the variety of structural composition of lubricating oils, of
maltenes, and of Rundle distillate. From the differences between these prod-
ucts, it is noteworthy that lubricating oils were characterized by the absence of
olefinic structures, the Rundle distillate samples by the presence of monoaro-
matic with some polyaromatic and naphthenic structures, while the maltenes
were distinguished by the existence of some olefinic structures and aliphatic
chains, which were less substituted.

Andrade, Fernandes, and Miranda (2010) reviewed the determination
of conjugated dienes in petroleum products using different chemical and
instrumental techniques, including NMR spectroscopy. Actually, there are
several methods of quantifying the total conjugated dienes amount in complex
hydrocarbon mixtures. But the identification of each conjugated diene has
been proved to be a difficult task, although a detailed analysis will enable a
good correlation with the gum formation and the catalyst poisoning. They
indicated the NMR method as one of the preferred methods for characterizing
naphtha or gasoline samples with alcohol and for characterizing conjugated
dienes in the samples.

Interestingly, Hirasaki, Lo, and Zhang (2003) analyzed the correlation of
relaxation times with viscosity/temperature and Larmor frequency. They
reported that relaxation times T1 and T2 were equal, in crude oils, at low
viscosity and could be correlated with the ratio of viscosity/temperature.
However, for high-viscosity crude oils T1 and T2 are different. T1 is a function
of the Larmor frequency and T2 follows the viscosity/temperature correlation.
Moreover, they demonstrated that the temperature influenced the viscosity as
well as the relaxation time of heavy oils. NMR was used to analyze the existence
of water, oil, and gas in the reservoirs of petroleum, taking into account the
relationship between diffusivity and relaxation time. From the interpretation
of the NMR logs, it was reported that water presented a large relaxation time,
the fluids presented different diffusivity, while crude oil presented a huge
relaxation time and a large diffusivity distribution. Moreover, Ramos et al.
(2009) used T2 of protons in the viscosity prediction of crude oil. The analysis
of the expansion of the 1H raw T2 relaxation curves of four Brazilian crude oil
samples with different viscosities has indicated that there was a decrease in the
relaxation decay curve when the oil viscosity increased. Therefore, a shorter
T2 was produced for the sample with high viscosity. Consequently, more
viscous oil represents a lower relaxation time and less viscous oil has a larger
relaxation time. In crude oil, saturated fractions and resins are responsible
for a higher contribution to the T2 spectra, aromatics are responsible for a
lower contribution, while the asphaltene protons are less expressive in the T2
spectra.

Sarpal et al. (1998) used a method to estimate the aromatic content of
base oils using 1H NMR spectroscopy. Owing to the interpretation of the
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1H NMR spectra and the use of the two-dimensional HETCOR technique,
it was possible to calculate the aromatic carbon content by changing the
Brown–Ladner equation, as well as to estimate the bridgehead carbons and the
quaternary aromatic carbons content. The need to modify the Brown–Ladner
equation was due to the quantity of factors needed to determine the aromatic
content, like the elemental H and C content, the average number of hydrogen
per-alkyl substituents, the atomic H/C ratio for non-aromatic groups, and
the aromatic protons, among others. In another study, Bansal et al. (1988)
used 1H NMR spectroscopy to estimate the content of total aromatics and
their distribution as mono- and polynuclear aromatics. They analyzed the
1H NMR spectra and the two-dimensional HETCOR (13C–1H) NMR spectra
of a representative diesel sample and of the aromatic fraction of a diesel
sample, respectively. They estimated some structural parameters like the
number of substituted aromatic carbons, the average alkyl chain length of
aromatic substituents, the number of bridgehead carbons, the number of total
aromatics, and the estimation of mono-ring and global di-plus-ring aromatics.
Two-dimensional HETCOR spectra were used to improve the analysis and
the signals assignment in the 1H NMR spectra, owing to the overlapping. It
was concluded that only exist —CH3 groups between 0.5 and 1.0 ppm and did
not exist any overlap; while some —CH3 (-substitution in aromatic carbons)
groups were found between 2.4 and 2.6 ppm. It was possible, as well, to find
a relationship between the —CH2 carbons, 25–40 ppm, and the protons that
exist in the 2.4–3.5 ppm region. Moreover, it was reported that some —CH2,
—CH3 substituents on the aromatics, and also some —CH protons in the range
2.4–3.5 ppm exist. In the 13C NMR spectra, the overlap achieved between 18
and 20 ppm may be due to the methyl substituents of the aromatic carbons.
The information given by the 13C NMR spectra was generically similar to that
of 1H NMR spectra.

In one study, Yoshida et al. (1980) developed a work on some characteristics
compounds in the 13C NMR spectra of the ring-type fractions of coal-derived
oil aiming to determine the chemical shift ranges of protonated, bridgehead,
and substituted carbons of this type of sample and with that determine the
equation for structural parameters. Moreover, it was reported that aromatic
carbons appear in the order of protonated, bridgehead, and substituted
carbons from low to high frequency values. Typically, the chemical shifts of
the protonated carbon appear at 115.0–129.2 ppm, the bridgehead carbons at
129.2–132.5 ppm, and the substituted carbons at 132.5–149.2 ppm. However,
the existence of the phenolic OH and the amino groups affect the chemical
shift of neighboring protonated carbons, shifting them to lower frequency
values.

Some of the bridgehead carbons were extended to a field lower than
132.5 ppm and others continued to appear in the range of 129.2–132.5 ppm,
depending on whether these carbons were naphthalene and methylated or
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just naphthenonaphthalene, respectively. Moreover, the chemical shift of
the substituted carbons depends on the type of aliphatic carbons bonded
to aromatic rings. In the subsequent 13C NMR spectra analysis it was pos-
sible to assign some signals to chemical shifts of model compounds. For
example, the signals at 132.5–137.2 ppm were due to substituted aromatic
carbons bonded to methyl groups or to cycloparaffinic —CH2. The signals
at 137.2–149.2 ppm corresponded to the resonance of substituted aromatic
carbons bonded to some alkyl groups (and do not include methyl or methylene
bridges between aromatic rings) and that at 149.2–158 ppm to Ca–OH groups.
The coal-derived oil contained a lot of alkyl substituents and naphthenic
rings. It was also possible to reach this conclusion through the analysis of
some structural parameters such as aromaticity, the ratio of non-bridgehead
aromatic carbon to total carbon, and the degree of aromatic ring substitution.
In another work, Cookson and Smith (1985) studied a total of nine diesel
samples (petroleum and synfuels) with two kerosene samples using the 13C
NMR spectroscopy analytical method. They have used the GASPE technique
to minimize the overlap of resonances due to C, CH, CH2, and CH3 groups
that usually occurred in a 13C NMR spectrum of complex mixtures. It was
demonstrated that all the diesel samples have an average chain length of 15–16
carbons, while the kerosene examined has about 12 carbons’ chain length.
However, first it is necessary to estimate the average number of carbons
per molecule, which depends on the sample used. The number of carbons
per molecule is not always equal to the average n-alkane chain length, and
branched, saturated, and cyclic saturated structures may have different average
numbers of carbons atoms.

Barbosa et al. (2013) used the low-field 1H NMR technique to predict vari-
ous properties of petroleum fractions with ∘API ranging from 21.7 to 32.7. As a
result, good correlations between the NMR relaxation data with viscosity, total
acid number, refractive index, and API gravity were observed. The important
advantages of their approach are its non-destructiveness, speed, and that it does
not require any solvents/dilution (Barbosa et al., 2013). In another analytical
experiment, Sarpal et al. (1997) developed research with some base oils aim-
ing to estimate the content of some structural parameters, like the normal and
isoparaffin content, the number of branching sites, and the average alkyl chain
length. These base oils, produced from different treatments like hydrocracking
and wax isomerization, were hydrofinished solvent-refined oils of high viscos-
ity index, hydrofinished oils of very high viscosity index, and hydrotreated base
oils. It was verified that, although there were some similarities between the
types of branched structures produced by the hydrocracking and wax isomer-
ization, there were some differences, especially in the obtained quantities. They
estimated the percentage of normal and isoparaffin contents.

Fractions of Maya (Mexico) crude oil were analyzed using quantitative
liquid-state 1H and 13C NMR spectroscopy (Morgan et al., 2010). The NMR
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information was combined with molecular-mass estimates to calculate average
structural parameters. The approach obviously demonstrated structural
differences between the fractions and allowed for the inference of detailed
information on the chemical structures involved. The sample of crude oil
was first fractionated into maltenes and asphaltenes, and the asphaltenes
were sub-fractioned into 1-methyl-2-pyrrolidinone (NMP)-soluble (labeled as
“MNS”) and NMP-insoluble (labeled as “MNI”) fractions. The aromatic rings
per average molecule value derived were 2–5 for the MM sample, 8–10 for the
MA sample, ∼5 for the MNS sample, and 11–38 for the MNI sample. Thus,
while some differences between maltenes and asphaltenes could be expected
from prior general knowledge, some results were unexpected. The MNS
fraction turned out to be more aliphatic than the MNI fraction. The MNS
sample contained a greater number of smaller aromatic cores, linked by means
of biphenyl-like aromatic–aromatic single bonds and aliphatic/naphthenic
bridges, and shorter aliphatic side chains. Results for the MNI sample strongly
suggested fewer, larger aromatic cores per average molecule, linked by long
alkyl side chains and naphthenic structures (Morgan et al., 2010). Moreover,
Verdier et al. (2009) used the 13C NMR data of a broad variety of samples
produced from different vacuum gas oils to analyze the molecules with high
viscosity indexes. They concluded that oils presenting molecules with long
alkyl chains, low aromatic content, ethyl branching, and tertiary carbons
presented high viscosity indexes. Interestingly, in other research, the biodegra-
dation of four different crude oil samples (Arabian light, Dubai, Maya, and
Shengli) by Acinetobacter sp. T4 and by a microbial consortium called SM8
was examined by Sugiura et al. (1996). The degree of biodegradation of crude
oil components varied according to the crude oil, the saturated fraction being
more susceptible to biodegradation than the aromatic fraction in all the crude
oil samples. NMR analysis demonstrated that the alkyl side chain of some
aromatic molecules was degraded by Acinetobacter sp. T4. In contrast, SM8
degraded the polycyclic aromatic compounds in the crude oil samples (Sugiura
et al., 1996).

5.5 Asphaltene Characterization using NMR
Techniques

Asphaltenes are characterized as complex mixtures containing high quantities
of heteroatoms (e.g. nitrogen, oxygen, and sulfur) and metals (e.g. vanadium,
nickel, and iron), and condensed aromatic rings, aliphatic chains, and naph-
thenic rings. They show a dark color and are defined as the fraction from
crude oil which is soluble in toluene and insoluble in heptane, and they are
the most complicated compounds in crude oil and are very complicated to
analyze, owing to their tendency to associate, to the high molecular weight
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(approximately 1000 g mol−1) and to the paramagnetism (Calemma et al.,
1998; Aske et al., 2002). For instance, the features of molecular structure of
seven n-C7 asphaltenes isolated from different feedstocks (i.e. vacuum residue,
atmospheric residue, and crude oil) have been investigated by pyrolysis-gas
chromatography/mass spectrometry (Py-GC/MS), and their average structural
parameters have been estimated using a mathematical optimization method.
The results obtained from this research showed that asphaltenes are a complex
polydisperse mixture of molecules made up of polyaromatic and hydroaro-
matic units joined by aliphatic bridges and substituted with aliphatic chains
containing up to 25–30 carbon atoms. However, both NMR data and results
of structural analysis indicated that the major part of these chains (more than
80%) is formed by short alkyl groups (C1–C4) (Calemma et al., 1998). Actually,
there is a great deal in the literature regarding asphaltenes (determination
and characterization) (Ali, Al-Ghannam, and Al-Rawi, 1990; Ancheyta, et al.,
2002; Östlund, et al., 2004; Trejo, Centeno, and Ancheyta, 2004; Trejo et al.,
2007; Morgan et al., 2010). For instance, three crude oils were used for the
precipitation of asphaltenes using two solvents, n-pentane and n-heptane.
Asphaltenes were characterized by VPO molecular weight, liquid state 1H and
13C NMR, elemental composition, and metal content. As a result, spectra were
divided in three and two different regions for 1H and 13C NMR, respectively,
to determine the most important structural parameters of asphaltenes. To
avoid errors when determining asphaltene content and characterization, a
solvent-to-oil (S/O) ratio of 60:1 was used. This optimal ratio was defined after
conducting various experiments with different values of S/O in the range of 5:1
to 100:1. It was reported that the type of solvent influenced the composition of
the asphaltenes.

Moreover, aromaticity of asphaltenes was higher when n-heptane was
employed (Ancheyta et al., 2002). Furthermore, in another work, Aske et al.
(2002) studied the aggregation of asphaltenes by pressure depletion both in a
live crude oil and model systems of asphaltenes in toluene/pentane solvents.
Because of their complex nature, a specific molecular structure or a specific
family compound of asphaltenes has not been found, but there are different
ideas relative to their composition (Mansoori, 2017). Calemma et al. (1995)
compared the content of asphaltenes present in the heavy crude oils of seven
different sources and reported structural characterization of asphaltenes
using NMR and other spectroscopic techniques. By using NMR techniques
(13C GASPE), some CH groups in the aliphatic chains, some condensed
alicyclic structures (especially in the more aliphatic asphaltene molecules),
and the aliphatic CH3/CH ratio were identified. Moreover, it was possible to
characterize the maturity of asphaltenes which is related to their ability to
aggregate through aromatic interactions. With the analysis of some molecular
parameters from the NMR spectra (e.g. the aromatic carbon fraction, an
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average number of carbons per alkyl side chain and the percentage of aromatic
rings substitution), it was possible to draw some conclusions.

Almost all the analyzed asphaltenes presented comparable average aromatic
condensations and average numbers of polycondensed aromatic rings in the
range of 5–7. It was also possible to observe that asphaltenes presented different
behaviors with the increase in the carbon content. Consequently, when the car-
bon content of the asphaltene samples increases, the aromaticity and the aver-
age aromatic core size increase, the average length of alkyl side chains decrease,
and the heteroatom content and the average molecular weights decrease, as
well. Asphaltenes with smaller molecular weight presented more aromatic car-
bons, less heteroatoms, slightly sulfur, and smaller aliphatic side chains. Fur-
thermore, in another study, Sheremata et al. (2004) reported a quantitative
molecular representation of Athabasca asphaltenes where 1H and 13C NMR
spectroscopy was used to provide data from elemental analysis.

They demonstrated that the combination of 1H and 13C NMR spectroscopy
was very helpful in the analysis of asphaltene chemistry, and to better under-
stand the molecular structure of these compounds. Douda, Alvarez, and
Bolaños (2008) analyzed some asphaltene mixtures by comparing the asphal-
tene fractions obtained after pyrolysis (at different temperatures) with the
original ones, by using solution-state 1H and 13C NMR spectroscopy. The large
bands of aromatic and saturated regions in the 1H and 13C NMR spectra were
thought to be due to the high values of different structures of asphaltene com-
pounds. It was concluded that pyrolysis processes at high temperatures were
responsible for a higher formation of asphaltenes. Temperature contributed
to the asphaltenes’ modification, and is very important in the prevention of
some problems during crude oil refining, like the deposition of asphaltenes
in cooking, cracking, and distillation. In another study, Durand et al. (2008)
reported 1H DOSY NMR spectrum of asphaltenes. They demonstrated that
asphaltenes have more aliphatic than aromatic structures. Moreover, the diffu-
sion coefficient of asphaltenes and toluene using the modified Stokes-Einstein
equation was calculated and then compared with the sample concentration.

The intention was to analyze the intermolecular interactions between solvent
and solute and their dependence on the solute concentration and to analyze
the behavior of the diffusion coefficients, while increasing the sample concen-
tration, which can give some information about the nature of the mixture’s
constituents. From the signals in the spectrum it was concluded that terminal
CH3 of long alkyl chains was represented by signals at 0.9 ppm, while at
1–2 ppm some CH2 groups were found, and peaks at 2.1–3 ppm corresponded
to CH, CH2, and CH3 were found in polycyclic aromatic hydrocarbons. In
other research, Östlund et al. (2004) studied the characteristics of fractionated
asphaltenes with respect to solubility, aromaticity, heteroatom content, and
diffusion behavior. Asphaltenes have been fractionated by liquid/liquid extrac-
tion, yielding four subfractions. It was demonstrated that asphaltenes from
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the four subfractions showed variations in their tendency to flocculate as well
as distinct differences in aromaticity. Moreover, NMR self-diffusion studies
demonstrated that the average diffusion coefficients differed for asphaltenes
from the various subfractions. It was reported that a variation in average size
and stability between asphaltenes depended on what subfraction they were
owned by. The subfraction which consisted of asphaltenes with the largest
average size and the highest aromaticity was also found to contain asphaltenes
which had the strongest tendency to flocculate (Östlund et al., 2004).

5.6 Conclusions

In conclusion, the NMR spectroscopy analytical approach is considered one
of the essential techniques which helped researches to receive answers and
information about the conjugated dienes composition quickly. Moreover,
commercial and operational issues are important in NMR spectroscopy. The
commercial blessings include the optimization in the feed of refining tactics
to adjust the production taking into account the needs of the marketplace,
to advantage the attractive charge of some crude, and in saving money by
way of the usage of entire systems of acquisition evaluation in a short time.
The operational blessings include that it increases the value of a product’s
yield, maximizes the recovery of misplaced capacity, reduces instability, and
enhances the performance of downstream units. Further, the relaxation times
are vital in the comprehension of the molecular structure; as an instance,
whilst evaluating two molecules, if the relaxation time decreases, it could
be due to the existence of intramolecular hydrogen bonds which lower the
mobility. NMR spectroscopy may be used in petro-physical characterization,
as it does not wreck the original pore structure. Now, the tremendous mission
regarding this analytical technique is to use the online NMR once it is able
to offer specific evaluation in actual time and control the properties of the
crude from the feed to the very last product. Evidently, enhancements in NMR
analysis have been made with the use of a few techniques including GASPE,
PCSE, INEPT, DEPT, QUAT, two-dimensional COSY and HETCOR, and many
others. It must be observed that the use of data fusion with more than one ana-
lytical measurement (as an example Raman, IR, together with NMR spectra)
reduces the mistakes associated with inferential property models for industrial
process monitoring, and consequently makes an allowance for appropriate
and elevated manage of industrial processes as well as laboratory ones.
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6.1 Introduction

Owing to its binding properties and hydrophobic nature, bitumen is commonly
used for the construction of pavements and waterproof systems (Baldino et al.,
2013; Masson, 2008). Bitumens differ in their physical properties according to
the nature of their crude oil sources, subsequent production processes and
severity of the operating conditions. Relevant physical properties of bitumen
are consistency (i.e. hardness or softness) and ductility within a certain temper-
ature range, generally dictated by the local climatic conditions. These properties
are intrinsically related to the methods used to characterize bitumen, such as
the standard tests to evaluate the penetration depth and ductility at 25 ∘C,
the “ring and ball” softening point, and the Fraass breaking point temperature
(Jeglic et al., 2003). Nonetheless, these are essentially empirical methods and
yield a limited amount of information concerning bitumen chemistry and its
behaviour for different ranges of temperature (Filippelli et al., 2012).

Bitumen properties are naturally related to its composition. However, the
precise identification of the molecular composition and structure of bitumen
is rather difficult and so its characterization is often accomplished by fraction-
ation techniques (Jones, 1992; Masson, 2008). For instance, the SARA method
is based on the separation of bitumen components into four generic groups
depending on their polarity and solubility, namely: saturates (S), aromatics (A),
resins (R) and asphaltenes (A) (Kharrat et al., 2007; Lesueur, 2009; Masson,
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2008). Interestingly, bitumens are frequently specified in terms of the relative
contents of their SARA fractions (Polacco et al., 2015).

The structure of bitumen is controversial but the colloidal model, proposed
by Rosinger (1914) although generally attributed to Nellensteyn (1924), still
prevails especially to explain the interactions between modifiers and bitumen
fractions (Lesueur, 2009; Pfeiffer and Saal, 1940). According to this model,
bitumens are classified into three distinct types depending on their rheological
properties, specifically: “Sol” (viscous) bitumens, which possess a colloidal
structure constituted by non-interacting micelles and behave as Newtonian
fluids; “Gel” (elastic) bitumens, which are characterized by a three-dimensional
colloidal structure and high resilience; and, “Sol-Gel” (viscoelastic) bitumens,
which exhibit an intermediate behaviour with elastic effects in the initial stages
of deformation and a colloidal structure characterized by the presence of
super-micelles (Bonemazzi and Giavarini, 1999; Giavarini et al., 2000). Despite
some flaws, the colloidal model is preferred over newer homogeneous models
such as the dispersed polar fluid (DPF) approach that considers bitumen as a
mixture of neutral and amphoteric molecules, with acid and basic functions
interacting with each other to establish viscoelasticity within the neutral
fraction (Christensen and Anderson, 1992; Le Guern et al., 2010; Masson,
2008; Petersen et al., 1994). In fact, the colloidal model is generally more
appropriate to explain a wide range of experimental data (e.g. rheological
measurements, ageing kinetics, and thermal properties) and the effects of
polymer modification on bitumens (Lesueur, 2009).

According to the colloidal model, bitumen is considered an emulsion of
asphaltene micelles peptized by resins in an oily medium constituted by
saturates and aromatics, i.e. maltenes (Borrego et al., 1996; Cheung and
Cebon, 1997; Masson, 2008; Pfeiffer and Saal, 1940). Commonly, saturates are
constituted by n-alkanes and iso-alkanes; aromatics, also called naphthene
aromatics, are slightly aliphatic with lightly condensed aromatic rings; resins,
also named polar aromatics, are constituted by fused aromatic rings with a
simpler aromatic structure than that of asphaltenes; and, asphaltenes possess
a complex structure formed by multiple fused aromatic rings (Lesueur, 2009;
Masson, 2008). In addition, bitumen contains heteroatoms, such as sulfur,
oxygen and nitrogen, normally embedded in the molecular structure of the
aromatic rings (Masson and Gagne, 2008; Jones, 1992). Overall, the presence
of these polar heteroatoms increases the hydrogen-bonding interactions and
reactivity, thus influencing the chemical and physical properties of bitumen
(Jones, 1992).

Owing to the high chemical complexity of bitumen, individual analysis of
all structural components is almost impossible and thus some researchers
have suggested it should be characterized by average molecular parameters.
Nuclear magnetic resonance (NMR) spectroscopy is one of the most suitable
methods for this purpose (Michon et al., 1999a), especially because the NMR
spectra of complex mixtures containing non-interacting or weakly interacting
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components is approximately the sum of the individual spectra of the pure
compounds (Molina et al., 2010). Both 1H and 13C NMR spectra provide data
about the relative content of protons and carbons in certain molecular envi-
ronments (Woods et al., 2008). For instance, Michon et al. (1997b,1999a) used
quantitative 13C NMR data together with molecular weight measurements to
estimate average structural parameters of bitumen such as, for example, the
number of alkyl substituents, naphthenic and aromatic rings per molecule (see
further details in Section 6.2). Their aim was to define a “fingerprint” (Michon
et al., 1997b) particularly for the aromatic part of the spectra, in order to dis-
close the aromatization mechanisms behind bitumen oxidation (Michon et al.,
1999a). Molina et al., (2010) developed a very fast and inexpensive method
for petroleum residue analysis based on correlations between the area of 1H
NMR signals with the SARA fractions and some physicochemical properties
(e.g. density and the contents of S, N and wax). 1H and 13C NMR analysis
have been frequently used to investigate the chemical transformations base
bitumens undergo during ageing/oxidation processes (Herrington et al., 1994;
Siddiqui, 2009, 2010; Siddiqui and Ali, 1999) and also to study the influence
of bitumen modifiers, such as polyphosphoric acid (PPA) (Ali and Siddiqui,
2001; Gentile et al., 2012; Rossi et al., 2015). For example, the existence of
macro-aggregates in PPA-modified bitumen was related to different 1H NMR
spin–spin relaxation times (Gentile et al., 2012). Furthermore, the structure
of phosphorus-containing compounds eventually present in PPA modified
bitumen can be studied by 31P NMR (Miknis and Thomas, 2008).

In addition to 1H, 13C and 31P NMR spectroscopy, both NMR imaging and
solid-state NMR can be used for bitumen analysis. The former is a valuable
technique to measure interfacial surface properties in bitumen (Miknis et al.,
2005) and, moreover, it allows online non-invasive characterization of chemi-
cal and physical processes (Miknis et al., 1998). The later, solid-state NMR, is
a technique usually recommended to evaluate the fraction of amorphous and
crystalline phases in bitumen (Michon et al., 1999b).

6.2 1H and 13C NMR Spectroscopy

The first experiments using 1H NMR to investigate average structural param-
eters of petroleum were performed in the late 1950s (Williams, 1958). For
example, a “branchiness index” was defined as the ratio of the signals due to
methyl and methylene groups, and found to correlate linearly with the carbon
content of naphthenic rings in the saturate fractions of gas oils from different
crude sources. However, evaluation of the average parameters of the aromatic
and olefinic fractions required additional data from elemental analyses and
molecular weight measurements, to estimate the C/H weight ratio of the alkyl
groups (Williams, 1958). The method was used for the structural characteriza-
tion of asphalts (Ramsey et al., 1967) and pitch materials (Smith et al., 1976).
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Table 6.1 1H NMR chemical shifts (𝛿, ppm) and corresponding
hydrogen types. Source: (Molina et al., 2010). Reproduced with
permission of Elsevier.

𝜹 (ppm) Hydrogen type

0.5–1.0 𝛾-CH3, some naphthenic CH and CH2

1.0–1.7 𝛽-CH2, and some 𝛽-CH
1.7–1.9 Most CH, CH2 in 𝛽-positions
1.9–2.1 𝛼-CH3 in olefins
2.1–2.4 𝛼-CH3 of aromatic compounds
2.4–3.5 𝛼-CH, CH2 of aromatic compounds
3.5–4.5 Bridging CH2

4.5–6.0 Olefins
6.0–7.2 Mono-aromatics
7.2–8.3 Di-aromatics and some tri- and tetra-aromatics
8.3–8.9 Some tri- and tetra-aromatics
8.9–9.3 Some tetra-aromatics

Similarly, 13C NMR was used to assess the structural parameters of petroleum
fractions (Dickinson, 1980; Silva et al., 2011) and coal-derived oil (Yoshida
et al., 1980).

In general, NMR spectroscopy provides qualitative and quantitative informa-
tion about the hydrogen and carbon types and/or functional groups of the sam-
ple without its fractionation (Ali and Siddiqui, 2001). NMR analysis is based on
the division of the aromatic and/or aliphatic regions of the spectra into smaller
sections (chemical shift ranges) assigned to different chemical functionalities,
as shown in Tables 6.1 and 6.2. Since the resonance signal is directly propor-
tional to the number of nuclei with the associated chemical shift (Molina et al.,
2010), the relative peak areas of the NMR spectra provide quantitative data
about the concentration of the respective functional groups. It is important to
note that current 1H NMR spectra can be used for quantitative determination,
but quantitative 13C NMR spectra analysis requires a specific technique, owing
to high relaxation delays and long acquisition times (Giraudeau and Baguet,
2006).

Examples of 1H and 13C NMR spectra of bitumen are presented in Figures 6.1
and 6.2, respectively. It should be noted in advance that the spectra present
some peak broadening and overlapping typical of complex mixtures, which may
make its interpretation difficult. However, in the 1H NMR spectrum (Figure 6.1)
the two sharp peaks with a chemical shift between 0.5 and 1.5 ppm indicate
the presence of 𝛾-CH3, 𝛽-CH2 and some naphthenic CH and CH2 hydrogens;
the broad signal between 2 and 3 ppm indicates the presence of 𝛼-CH, 𝛼-CH2
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Table 6.2 13C NMR chemical shifts (𝛿, ppm) and identification of the corresponding types of
carbon atoms. Source: Michon et al. (1997a). Reproduced with permission of American
Chemical Society.

𝜹 (ppm) Assignment

A
lip

ha
tic

ca
rb

on
s

10.0–55.0 Cali Aliphatic carbon atoms
10.0–18.6 CH3 Terminal or branched methyl groups in

aliphatic chain (except for the case of
two terminal methyl groups or the case
of methyl groups branched in the 𝛼- or
𝛽-position in an alkyl chain from a ring)

18.6–23.0 CH3𝛼 Methyl groups branched to an aromatic
or naphthenic ring
The case where two methyl groups are
terminal
The case of methyl groups branched in
an 𝛼- or 𝛽-position on an alkyl chain
from a ring

23.0–32.5 CH2 Methylene groups of alkyl chains (except
the case when they are branched in an 𝛼

or 𝛽-position from an aromatic ring or
in an 𝛼-position from a naphthenic ring)
Methylene groups of naphthenic rings

32.5–34.6 CH Methine (or methylylidene) groups in
aliphatic chains

34.6–42.7 CH2𝛼 The case of methylene groups branched
in 𝛼 or 𝛽 position from an aromatic ring
or in 𝛼 position from a naphthenic ring

42.7–55.0 CH
𝛼

Methine groups of naphthenic rings

A
ro

m
at

ic
ca

rb
on

s 115.0–145.0 Caro Aromatic carbon atoms
115.0–129.3 CHaro Aromatic protonated carbon atoms
129.3–137.1 Cqp Aromatic bridgehead quaternary carbon

atoms
137.1–145.0 Cqs Aromatic substituted quaternary carbon

atoms

and 𝛼-CH3 relative to aromatic compounds; and finally the small peak near
7 ppm corresponds to monoaromatic hydrogen types (see Table 6.1). Regard-
ing the 13C NMR spectrum of bitumen (Figure 6.2), two regions are identi-
fied and clearly assigned to aliphatic carbons (several small peaks in the range
10–55 ppm) and aromatic carbons (115–145 ppm), as detailed in Table 6.2.
However, it is important to notice that these ranges are not consensual in the
structural characterization of oils, coals or derived fractions (Avella and Fierro,
2010).
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Figure 6.1 Characteristic 1H NMR spectrum of bitumen.
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Figure 6.2 Typical 13C NMR spectrum of bitumen.
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Table 6.3 Structural average molecular parameters. Source: Michon et al. (1997b).
Reproduced with permission of Elsevier.

Parameter Description

Ct = Cali + Caro Total number of carbon atoms
Cs (%) = 100 × (Cali/Ct) Percentage of saturated carbon atoms
Ca (%) = 100 × (Caro/Ct) Percentage of aromatic carbons atoms
fa = Caro/Ct Aromaticity
Ra = 0.25 × (Caro – 1) Number of aromatic rings
Rs = Cqs Number of alkyl substituents
n = Cali/Cqs Number of carbon atoms per alkyl substituents
f = (12 Cali) / [3 (CH3+ CH3𝛼) +
2 (CH2+ CH2𝛼) + (CH + CH

𝛼
)]

Carbon/hydrogen weight ratio of alkyl
substituents

R = n × (1 – 6/f ) + 0.5 Number of naphthenic rings per alkyl
substituent

Rn = r × Cqs Number of naphthenic rings
Canb = CHaro + Cqs Number of non-bridge aromatic ring carbon

atoms
Canb (%) = 100 × (Canb/Ct) Percentage of aromatic carbons atoms
S (%) = 100 × (Cqs/Ct) Percentage of substituted aromatic carbon

atoms

Both 1H and 13CNMR data have been used to calculate bitumen average
molecular parameters (Michon et al., 1997b; Smith et al., 1976). Typical 13C
NMR-based parameters defined by Michon et al. (1997b) are summarized in
Table 6.3. For example, the use of a proper internal standard (e.g. dioxane)
allows the quantification of aliphatic (Cali), aromatic (Caro) and aromatic sub-
stituted quaternary (Cqs) carbon atoms based on the peak areas corresponding
to their chemical shifts (Table 6.2). Afterwards, one can calculate bitumen
aromaticity (fa), and the number of aromatic (Ra) and naphthenic (Rn) rings
per average molecule, using the equations presented in Table 6.3. Furthermore,
distortionless enhancement by polarization transfer (DEPT) 13C NMR enables
the discrimination between methyl (CH3), methylene (CH2), methine (CH) and
quaternary carbons and the analysis of hydrocarbon branching (Michon et al.,
1997b). The method provides data to calculate additional average structural
parameters, such as the carbon/hydrogen weight ratio of alkyl substituents and
the average number of naphthenic rings per alkyl substituents, as described
in Table 6.3. In summary, these parameters have been used to characterize
unaged and aged bitumens, and are the basis of the mechanisms proposed by
Michon et al. (1999a) to explain the aromatization that occurs during bitumen
ageing.
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Avella and Fierro (2010) proposed a distinct approach for the structural
characterization of heavy fractions of petroleum, based on 1H and 13C NMR
spectroscopy and elemental analysis. The authors proposed unified integration
intervals of chemical shifts in the NMR spectra, statistically optimized (based
on data retrieved form the scientific literature) and corrected to account
for partial overlapping of some signals assigned to different proton/carbon
moieties within the same integration interval, and developed correlations to
calculate average structural parameters of oil, coal and their fractions. Recently,
Cardoso et al., (2016) compared the Avella and Fierro (2010) approach with
the earlier methods of Siddiqui and Ali (1999) and Hasan et al. (1983), for
the structural characterization of fresh (unfractionated) bitumen by NMR.
They reported several advantages of the former method for bitumen analysis,
namely: (1) it provides a more detailed structural characterization because
it considers a larger number of intervals in the spectrum (37 in 1H NMR,
and 39 in 13C NMR) assigned to a greater number of distinct structural
fragments; (2) it allows the quantification of different types of carbons in the
aliphatic and aromatic fractions, including the determination of the quaternary
carbons content and the discrimination of those bonded to a heteroatom; (3)
it incorporates a useful factor to convert the integrals between NMR spectra
(1H NMR or 13C NMR) of the same sample; and (4) it permits the estimation
of an average empirical formula, molecular mass and degree of unsaturation.

NMR can be combined with different chemometric methods in order to
generate quantitative structure–activity relationship (QSAR) models to predict
physicochemical properties of bitumen. For instance, Molina et al. (2007,
2010) and Molina et al. (2014) used chemometrics and NMR data to accurately
predict the boiling point, specific gravity, density and colloidal instability
indices of crude oils and fractions thereof. Similarly, chemometric analysis
was used to correlate the SARA fractions with NMR data for vacuum residues,
based on partial least square (PLS) and multiple linear regression (MLR)
methods (Molina et al., 2010). The PLS approach requires pre-processing
NMR data by the so-called binning procedure (i.e. the frequency of the peaks
within a given chemical shift interval are replaced by a representative value,
usually the area under the spectrum for each segment) and related to a specific
property of the samples being analysed. Figure 6.3 illustrates the bin partition
applied to the 1H NMR spectrum of a crude oil, which is also adopted for NMR
analysis of petroleum residues, bitumen and their derivatives (Cardoso et al.,
2016). The correlations between measured and predicted SARA fractions of a
crude oil are plotted in Figure 6.4, illustrating the reliability of the procedure
which is faster and cheaper than the conventional methods.

Similarly, 13C NMR spectra can be sectioned into bins within specific
chemical shift intervals. For example, Michon et al. (1997a) used quantitative
structure properties relationship (QSPR) models, more specifically neural
networks (NN) analysis, to correlate the rheological parameters of bitumens
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Figure 6.3 1H NMR spectrum of a crude oil and spectral partition. Source: Molina et al.,
(2007). Reproduced with permission of American Chemical Society.

with the average molecular parameters characterizing their hydrocarbon
skeleton.

Low field NMR relaxometry, also known as time-domain nuclear magnetic
resonance (TD-NMR), is a rapid and inexpensive method to characterize the
molecular dynamics of polymeric materials. It has been used for the charac-
terization of oil and gas reservoirs in Texas and in the North Sea (Kantzas,
2009). The method is based on the measurement of amplitudes and relaxation
times of 1H NMR signals, thus providing information about the content and
relative mobility of hydrogen-bearing molecules in the sample, respectively.
Typically, both longitudinal (T1) and transverse (T2) relaxation times are mea-
sured (Kantzas, 2009), where the former is associated with short-range motions
and the latter is mainly determined by the mobility of polymer chains as a whole
(Kovalakova et al., 2013).

The spin–spin relaxation time (T2) of 1H nuclei can be used to determine
the softening point of bituminous materials and hence evaluate their colloidal
morphology (Filippelli et al., 2012; Rossi et al., 2015). In fact, the distribu-
tion of the T2 relaxation times of bitumen at different ageing stages and
temperatures, when combined with microscale scanning electron microscopy
analysis, enlightens the nature of the interactions between the additives and
the colloidal network (Rossi et al., 2015). This is illustrated in Figure 6.5
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Figure 6.4 Correlation between the SARA fractions of vacuum residues from Colombian crude oils measured and predicted by 1H NMR analysis.
Source: Molina et al. (2010). Reproduced with permission of Elsevier.
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Figure 6.5 Distribution of transverse (T2) relaxation times for bitumen (A), bitumen
modified with SBS (B) and bitumen modified with SBS and PPA (C) analysed at 30 ∘C after
different ageing steps, namely: no ageing (A, B, C), RTFOT ageing (A′, B′, C′) and PAV ageing
(A′′, B′′, C′′). Source: Rossi et al., (2015). Reproduced with permission of Elsevier.
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for a base bitumen from Kazakhstan, unmodified, modified with a linear
styrene-butadiene-styrene (SBS) polymer (4 wt%), and modified sequentially
with SBS (4 wt%) and PPA (0.2 wt%). In all cases, bitumens were aged by two
different methods to simulate short-term and long-term ageing, namely the
rolling thin film oven test (RTFOT) and the pressure ageing vessel (PAV) test,
respectively. In Figure 6.5, the peaks at smaller T2 times (around 0.3 ms) were
assigned to the more rigid supramolecular aggregates of asphaltenes, while
the peaks at higher T2 times (between 0.6 and 1.0 ms) were attributed to the
more mobile maltene fraction (Rossi et al., 2015). In general, the positions
of the two peaks shift towards shorter relaxation times, indicating a gradual
increase of bitumen rigidity and viscosity upon ageing. The stabilizing effect
of SBS (anti-ageing agent) is clearly revealed by the smaller change in peak
positions for SBS modified bitumen. The influence of PPA is not so obvious
(probably because of its low content), yet the slight shift towards shorter times
was related to smaller sizes of the micellar aggregates in PPA/SBS-modified
bitumen (Rossi et al., 2015).

6.3 Phosphorus-31 NMR Spectroscopy

The interaction of PPA with bitumen and model compounds of bitumen has
been studied by 31P NMR spectroscopy to elucidate the mechanisms behind
PPA modification. For example, Miknis and Thomas (2008) used 31P NMR to
analyse the structure of phosphorus-containing compounds eventually formed
by the reaction of PPA (105% grade) with bitumen. In opposition to the ear-
lier hypothesis of Orange et al. (2004), they concluded that organic phosphate
esters are not formed and they suggested that phosphorus is initially (i.e. imme-
diately after mixing PPA with bitumen) present as phosphoric acid (H3PO4) and
also in end and middle groups of polyphosphate chains. However, as the reac-
tion proceeds the resonance signals of phosphorus in end groups disappear
progressively, indicating that instead of incorporating the organic molecules
of bitumen PPA hydrolyses back to H3PO4, owing to the presence of residual
water in bitumen (Miknis and Thomas, 2008). Varanda et al. (2016) arrived
at the same conclusions in their study of PPA modified bitumen blends (see
Figures 6.6 and 6.7). In fact, the 31P resonance peaks assigned to phosphorus in
polyphosphate chains (−13 ppm and −26 ppm, respectively for end and mid-
dle groups) are clearly visible in the spectrum of PPA (Figure 6.6) and absent
from the spectra of PPA modified bitumen blends (Figure 6.7). The broad sig-
nal observed for the blends, approximately at 1 ppm, indicates that PPA was
completely hydrolysed back to H3PO4, as previously reported by Miknis and
Thomas (2008).

Although mainly used to study the interactions between PPA and bitumen,
31P NMR can be useful to study the influence of other additives on PPA
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Figure 6.6 31P NMR spectrum of commercial PPA (105% grade): the resonance peak at
0 ppm is attributed to phosphorus in H3PO4, a smaller peak at −13 ppm is assigned to
phosphorus in end groups of PPA chains and a much smaller peak around −26 ppm is
ascribed to phosphorus in middle groups of PPA chains. Source: Varanda et al. (2016).
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Figure 6.7 31P NMR spectra of PPA modified bitumen blends (Bit1 to Bit7). The resonance
peak around 1 ppm corresponds to phosphorus in H3PO4. The peaks attributed to phos-
phorus in polyphosphate chains (see Figure 6.6) are clearly absent. Source: Varanda et al.
(2016).
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modified bitumen. For instance, Miknis and Schuster (2009) analysed the
effect of hydrated lime (an antistrip agent) added to bitumen samples before
or after PPA modification. In both cases, the 31P NMR spectra revealed the
presence of calcium phosphate salts in bitumen, formed by acid-base reactions
between PPA and hydrated lime. The same phenomenon was observed with
real samples from a paving road mix (Schuster et al., 2011). Interestingly, no
reactions were observed between PPA and limestone fines commonly used as
fillers (Miknis and Schuster, 2009). These findings are very important since any
improvement of bitumen-binding properties obtained by PPA modification
may be lost if hydrated lime is used as an additive.

6.4 NMR Imaging and Solid-State NMR

6.4.1 Solid-State NMR

Solid-state NMR techniques are generally used to determine the mass fractions
of amorphous and crystalline phases in polymers, and thus the crystallinity.
The technique has been applied to evaluate the crystallinity of asphalts which
was found to correlate with the fracture temperature, i.e. a low temperature
cracking parameter (Michon et al., 1999b).

The solid-state 13CNMR spectra for asphalts from different geographic
sources (see Figure 6.8) present well-defined resonance peaks assigned to
long-chain n-alkanes terminal methyl groups (at ca. 14 ppm) and internal
methylene carbons (in the region of 30–32 ppm), and broad resonance in
the range of 15–27 ppm due to branched alkane methyl groups, and others
(Michon et al., 1999b). The narrow peak at ca. 32 ppm and the broader peak
at ca. 30 ppm have been assigned to internal methylene carbons in crystalline
and amorphous phases, respectively (Netzel, 1998). Since the crystalline peak
is associated to long-chain n-alkanes, it reveals the content of macrocrystalline
wax in asphalts, whereas microcrystalline waxes (branched alkanes) of an
asphalt are not easily observed by 13C NMR because of their resonances at
different chemical shift positions (Michon et al., 1999b).

Detailed analysis of solid-state 13C NMR spectra by peak deconvolution and
integration provides additional information about composition and average
structural parameters of asphalts, such as aromaticity, aliphatic and methylene
carbon fractions, crystallinity. (Jennings et al., 1993; Michon et al., 1999b).

Solid-state 31P NMR measurements can also be used to determine the fate
of PPA in real pavements such as those built-in Mn Road, a sophisticated
pavement test track owned and operated by the Minnesota Department of
Transportation (http://www.dot.state.mn.us/mnroad/). The data collected
confirmed that most PPA reacted with hydrated lime to form calcium
phosphates (Schuster et al., 2011).
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Figure 6.8 13C cross
polarization magic-angle
spinning (CPMAS) NMR
spectra of asphalts from
different sources, at
−45 ∘C: (A) Venezuela, (B)
Middle East, (C) Italy, (D)
Africa and (E) North Africa.
Source: Michon et al.
(1999b). Reproduced with
permission of American
Chemical Society.
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6.4.2 NMR Imaging

NMR imaging is a powerful non-invasive technique widely used in medicine.
It may be used to follow chemical and physical transformations of the inner
regions of untreated samples, over time. Owing to the opaque nature of
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bitumen, magnetic resonance imaging (MRI) provides information not
obtainable by other methods (Miknis et al., 1998).

MRI combines the basic principles of NMR with spatial encoding to pro-
vide a visualization of the distribution of specific fluids in a sample (Miknis
and Netzel, 1996). Water is the preferred fluid for MRI, mainly because of the
high sensitivity of the hydrogen nucleus in NMR and the favourable relaxation
times. Accordingly, 1H NMR imaging may be used to obtain information about
bitumen susceptibility to water and moisture damage mechanisms (Miknis and
Netzel, 1996).

MRI measurements use spin echo (SE) imaging techniques for non-viscous
materials because the associated relaxation times are generally long, thus
more favourable for SE imaging (Miknis and Netzel, 1996). For viscous and
elastomeric materials, such as bitumens, the relaxation times of protons are
generally too short for SE imaging and thus three-dimensional techniques
are used instead (Miknis and Netzel, 1996). NMR imaging has been used to
study asphaltenes precipitation (Miknis et al., 1998), the effects of heating on
rubber incorporated in bitumen (Miknis and Michon, 1998) and to measure
the surface tension of water drops on bitumen (Miknis et al., 2005). Figure 6.9
illustrates this example, presenting the NMR images of a water droplet falling
on different bitumen samples over a period of one week (Miknis et al., 2005).

In a study on natural and styrene-butadiene crumb rubbers dissolved
in asphalt it was possible to demonstrate that MRI can be used to assess
different interactions between crumb rubbers and asphalt, such as swelling
by asphalt molecules, possible dissolution of rubber components in asphalt
and devolatilization and crosslinking in rubber when heated at high mix
temperatures (170 ∘C) (Miknis and Michon, 1998).

6.5 Conclusion

NMR spectroscopy has gained increasing relevance in the area of structural and
molecular characterization of complex compounds such as bitumen. Several
examples have been presented for 1H, 13C and 31P NMR, and also for NMR
imaging and solid-state NMR (13C and 31P).

NMR spectroscopy has been used to obtain detailed chemical information
about the proton and carbon chemistry of neat bitumen and modified bitu-
mens, in addition to their structure and rheological behaviour. Overall, NMR
techniques are powerful and accessible tools useful for investigating fundamen-
tal aspects of bitumen chemistry and to improve the quality of bitumens and
derivatives thereof. Moreover, it is also a valuable source of data for chemo-
metric analysis and model development to predict physical and/or chemical
properties of bitumen.
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Figure 6.9 NMR images of water drops falling into four asphalts (AAA, AAB, AAC and AAD)
from the Strategic Highway Research Program (SHRP) over a period of one week Source:
Miknis et al. (2005). Reproduced with permission of Elsevier.
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7.1 Introduction

Nuclear magnetic resonance (NMR) is a measurement of the response of
atomic nuclei to the presence of external magnetic fields. The premise behind
NMR is that many elements contain a net magnetic moment and an angu-
lar momentum, or nuclear spin (Coates, Xiao, and Prammer, 1999; Dunn,
Bergman, and LaTorraca, 2002). When these elements are placed inside a
static magnetic field, the external field produces a torque that tends to align the
elements in the direction of this field. If the magnetic moment of the element
acted just like a tiny bar magnet, the nuclei would simply align in the direction
of the external magnetic field. However, nuclei also have momentum, so this
causes them to behave like a gyroscope, precessing around the direction of the
external field lines (Dunn, Bergman, and LaTorraca, 2002). This precession
action is important to NMR because different elements will each rotate at their
own frequencies. Designers of NMR equipment can set their receivers to pick
up signals at a given frequency corresponding to a desired element, and thus
measure the NMR signals from just these components.

The nucleus of hydrogen contains only one proton and no neutrons, and
thus hydrogen has a fairly strong magnetic moment and will precess at a
much higher frequency than other elements (Coates, Xiao, and Prammer,
1999). NMR tools can therefore be tuned to pick up the response of protons in
magnetic fields. Protons are also abundant in both water and hydrocarbons, so
hydrogen NMR tools can be used to measure and interpret the response from
reservoir fluids (oil and water). NMR measurements are non-destructive, they
can be run on fairly small samples if needed, and most importantly can be run
on fluids in porous media. In this state, the NMR signal comes only from the
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pore fluids and not from the rock material. This means that NMR data are not
sensitive to the type of rock system studied (e.g. sandstone vs. carbonate), which
is beneficial when running tests in complex and heterogeneous rock types.

On a further practical note, if NMR tools need only to be tuned to measure
the signal from hydrogen, these tools can be operated at very low frequencies
(1–2 MHz). This is known as “low field NMR,” in contrast to the high field units
used in NMR spectroscopy or in medical MRI systems. The low frequency
of these tools allows them to be used easily in laboratory settings or even
in oilfield operations, as logging tools to measure the signal of pore fluids at
reservoir conditions.

The application of low field NMR for reservoir petrophysics dates back to
the 1950s and 1960s (Brown and Gamson, 1960). In these early applications,
the goal was to measure the total fluid present and to gain an understanding
of the viscosity of the fluid based on the fluid NMR relaxation times. It was
during the 1990s, however, when pulsed NMR logging tools were introduced
to the oil industry, that this technology gained widespread exposure and accep-
tance. A key part of the increased usage of NMR was the discovery that water in
porous media relaxed much more quickly than bulk fluids, so NMR could now
be used not only to evaluate the pore fluids but also the pore size distributions
of various rock types (Dunn, Bergman, and LaTorraca, 2002). The focus moved
away from reservoir fluid characterization and on to evaluation of bound vs.
mobile fluids (Kleinberg and Vinegar, 1996; Straley et al., 1997; Chang et al.,
1997; Cannon and Cao, 1998) and rock permeability (LaTorraca, Dunn, and
Brown, 1993; Kenyon, 1997; Coates, Xiao, and Prammer, 1999).

The increase in low field NMR usage in petrophysics during the 1990s also
corresponded with the time oil producers were also focusing more heavily on
production of heavy oil and bitumen. Technological advances like horizontal
wells and progressive cavity pumps were opening up new viscous oil deposits
for recovery, and as a result the evaluation and characterization of heavy oil
and bitumen systems also gained widespread significance. Early NMR mod-
els developed for conventional oil (Kleinberg and Vinegar, 1996; Straley et al.,
1997) were extended to heavy oil systems (LaTorraca et al., 1999; Mirotchnik
et al., 1999; Galford and Marschall, 2000; Bryan et al., 2002a, 2003, 2005a).
These NMR viscosity correlations have since been applied to in situ viscosity
predictions in log and core (Bryan et al., 2005b, 2007; Burcaw, Kleinberg, and
Bryan, 2008; Chen and Bryan, 2013).

This chapter focuses on interpretation of low field NMR relaxation dis-
tributions in heavy oil and bitumen systems. The basics of obtaining NMR
relaxation distributions are provided as a basis for understanding how to
interpret the relaxation distributions. Much more detailed explanations of
NMR signal acquisition can be found in other literature sources (Coates, Xiao,
and Prammer, 1999; Dunn, Bergman, and LaTorraca, 2002). This chapter
studies the NMR response in mixtures of oil and water and diluted oils with
solvents, with the goal of measuring fluid content (saturations) and fluid
properties in heavy oil systems.
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7.2 Background for NMR Measurements

As discussed previously, an NMR measurement begins with protons aligned
and precessing about the external magnetic field lines: the longitudinal axis.
At this time, a second magnetic field is applied to tip the protons 90∘ onto
the transverse axis. In a traditional NMR measurement (known as a T2 mea-
surement) the signal is recorded on this transverse axis. Initially, all protons
are tipped onto this axis and the signal is at its maximum value, as shown in
Figure 7.1. Protons still have angular momentum so they continue to precess
around the transverse axis. As they rotate around, several things may happen:
(1) protons may lose phase coherence so the apparent signal on the transverse
plane may disappear or (2) protons may give off energy and return to their equi-
librium position aligned with the longitudinal plane. The loss of phase coher-
ence is known as “free induction decay” (Dunn, Bergman, and LaTorraca, 2002)
and does not represent a true loss of energy in the system. For this reason, NMR
tools are run using pulse sequence processes that realign protons on the trans-
verse plane so the true loss in energy can be measured. Details of this pulse
sequencing are provided in other sources (Coates, Xiao, and Prammer, 1999;
Dunn, Bergman, and LaTorraca, 2002).

With acquisition pulse sequencing used to obtain the true loss of signal
on the transverse plane, what is measured is the decaying signal on this
plane as protons give off energy and return to their equilibrium direction,
precessing about the longitudinal plane. Figure 7.1 is an example of a measured
decay curve.

The actual loss in signal as measured in Figure 7.1 is known as T2 relaxation,
or spin–spin relaxation (Bloembergen, Purcell, and Pound, 1948). In order to
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Figure 7.1 Measured NMR T 2 decay curve.
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tip the protons initially onto the transverse plane, energy is provided to the
nucleus. This energy is ideally lost by protons colliding with one another or
into the walls of the porous medium enclosing these protons. As energy is lost
the protons will stop precessing about the transverse plane and this is exhibited
as an exponential loss in signal in the transverse plane.

An exponential trend line could be fitted to the decaying signal from
Figure 7.1 and the representative relaxation time can be found for this single
fluid. For more complex fluids like hydrocarbons, which contain a range of
different compounds, or even for simple fluids which lose energy to the wells
of porous media surrounding the fluid, each fluid component or pore size
will relax at its own rate. The overall measured decay curve is therefore the
combination of all of these terms. The decay is fitted to a multi-exponential
function with a wide range of relaxation time constants using non-negative
least squares (NNLS), and the output is a set of amplitudes corresponding
to these various T2 time constants. Figure 7.2 is an example of an output
relaxation distribution. In this case, the relaxation data are fitted to a set
of 51 pre-defined T2 values ranging from 0.1 to 10,000 ms, and the NNLS
procedures minimize the errors between the measured and reconstructed
decay curve. All analysis of fluid properties and pore size distributions of the
porous media containing these fluids are performed based on these relaxation
distributions.

NMR relaxation distributions provide a measure of amplitude peaks at
various T2 relaxation times. The total amplitude of the entire relaxation
distribution is the initial amplitude (time= 0) in Figure 7.1. The relaxation
distribution may be split into multiple peaks. The summation of amplitude
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within each peak is a measure of fluid volume in this range of T2 values. The
mean relaxation time for the peak is given by (Straley et al., 1997):

T2gm = exp
[∑ ln(T2i)Ai

Asum

]
(7.1)

where:
T2gm = geometric mean T2 value (ms)
T2i = T2 values for which there is amplitude in that peak
Ai = individual amplitude values corresponding to each T2i point in the peak
Asum = cumulative (total) amplitude of the peak.

The calculation of T2gm (Equation 7.1) allows for relaxation distributions to be
understood in terms of the cumulative amplitude in each peak, and the mean T2
value for that peak. With this as the output information from an NMR measure-
ment, rock and fluid properties can be understood by interpreting the meaning
of amplitudes and relaxation times.

7.2.1 Interpretation of NMR Relaxation Rates

The total NMR relaxation rate (1/T2) is the sum of several terms (Coates, Xiao,
and Prammer, 1999):

1
T2

= 1
T2B

+ 1
T2S

+ 1
T2D

(7.2)

Where:
1/T2B = bulk relaxation rate
1/T2S = surface relaxation rate
1/T2D = enhanced apparent relaxation of protons in the presence of external

field gradient.
The term 1/T2D is apparent relaxation, or loss of signal in the transverse plane,

due to the presence of magnetic field gradients. Some NMR acquisitions can use
this as a tool to acquire information about the fluids being tested (Freedman,
2001), but in low field NMR applications any gradient effects will be internal
to the system (e.g. heterogeneities caused by minerals in the rocks). Therefore,
the effect of T2D can be neglected or taken as a background constant, and the
total NMR relaxation is the sum of the bulk and surface relaxation terms.

Bulk relaxation (1/T2B) is the rate that protons will lose energy by interacting
with other protons. This is the NMR relaxation rate of bulk fluids, where
relaxation is controlled by Brownian motion. The NMR bulk relaxation rate
is given by the following expression (Straley et al., 1997; Coates, Xiao, and
Prammer, 1999):

1
T2B

∝ 𝜇 (7.3)

where 𝜇 = liquid kinematic viscosity (mPa s).
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Eyring’s theory of viscosity (Bird, Stewart, and Lightfoot, 2002) states that
liquid molecules exist in a cage-like structure. The free space between
molecules is not large enough for the molecules to move freely by one another.
This means that, for any one molecule to move, other surrounding molecules
must first give way and move into vacant lattice sites to create a space for the
first molecule to move into. This phenomenon leads to the measured value of a
liquid viscosity: viscous liquids contain molecules that cannot easily move and
create space for flow, so higher shear stresses must be applied to move these liq-
uids. As temperature increases, molecules become spaced further apart and as
a result as a given molecule moves (flow) it is easier for other molecules to make
space for this molecule to enter, and lower shear is required to move the liquid.

At the molecular level, NMR bulk relaxation occurs when protons are able
to transfer energy to neighboring proton spins. If liquid molecules are viscous
and cannot easily move past one another, this leads to a fast transference of
energy compared to a lower viscosity liquid. For this reason, as liquid viscos-
ity increases, this leads to a faster mean NMR relaxation time for that fluid, as
shown in Figure 7.3. This figure shows the relaxation of various oils, each con-
sisting of multiple components. For this reason, each oil signal is a range of T2
values. The low viscosity oil (< 10 mPa s) has a mean relaxation time that is in
the order of hundreds of ms, compared to the high viscosity bitumen that has
a mean T2 value of under 1 ms.

For bulk liquids measured in low field NMR, the total NMR relaxation rate
(1/T2) is just the bulk relaxation. Thus, the mean T2 value will be inversely
proportional to viscosity: higher viscosity liquids will exhibit shorter mean
T2 values. This is shown in Figure 7.4, which plots the correlation between
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Figure 7.4 NMR bulk relaxation: relationship between viscosity and T 2gm.

mean relaxation time and viscosity for the oil samples shown in Figure 7.3. As
expected, there is a clear and monotonic relationship between viscosity and
T2gm for these bulk oils.

When protons are given energy in an NMR acquisition measurement and
are tipped onto the transverse plane, they need to give off this energy in order
to return to their equilibrium state. This energy can be lost to other protons
(1/T2B) or alternatively protons can lose energy to the walls of the solid that
contains the fluid being studied. Surface relaxation (1/T2S) in Equation 7.2 is
this NMR relaxation that occurs from protons giving off energy to the walls of
the solid. In a bulk liquid system (i.e. liquid in a sample vial) the wall effect is
insignificant so relaxation is dominated by bulk relaxation. However, when the
liquid is present in a porous medium, protons within each pore are constrained
from moving freely into other pores, and as a result they will most easily collide
into the walls of rock pores and lose energy to the walls instead of to other pro-
tons in the liquid. NMR surface relaxation is given by the following expression
(Kenyon, 1997):

1
T2S

= 𝜌s
S
V

(7.4)

where:
𝜌s = surface relaxivity of rock (i.e. the amount of energy lost to the rock in each

collision)
S/V = surface-to-volume ratio of the pore within which the energized proton

resides.
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Taking the simplifying assumption that pores are like cylinders, the surface-
to-volume ratio can be shown to be the inverse of the pore radius. For low
viscosity fluids in porous media, bulk relaxation is much slower than surface
relaxation, so the total relaxation rate (1/T2) is essentially just from surface
relaxation effects. In this instance, the range of T2 values measured is essen-
tially proportional to a pore size distribution, where small values of T2 are small
pores.

Figure 7.5 shows the measured NMR relaxation distributions for water found
in rocks of varying permeability. All samples exhibit a range of T2 values, since
rocks consist of a range of pore sizes. The mean T2 value of each system can
be thought of as corresponding to characteristic pore sizes. The highest per-
meability sample (660 mD) has the largest T2 values, or the largest pore sizes.
Likewise, the lowest permeability rock (12 mD) has the smallest mean T2 val-
ues, or the smallest pore sizes.

NMR permeability models relate measured permeability to porosity and to
some measure of the mean pore size of the rock (Hawkins and Scopec, 1998;
Coates, Xiao, and Prammer, 1999). An example of NMR permeability compared
to measured brine permeability in sandstone cores is provided in Figure 7.6.
When pores are well connected and randomly distributed in porous media,
there is a good relationship between porosity, pore size, and permeability, and
NMR can be used to predict permeability of rocks.

For low viscosity fluids like water, NMR relaxation in porous media is con-
trolled by surface relaxation. As fluid viscosity increases, the bulk relaxation
term will become more significant and correspondingly the total measured
relaxation will be the contribution of both bulk and surface terms.
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7.2.2 Interpretation of NMR Amplitudes

NMR relaxation distributions have two outputs: the mean relaxation time for
each peak and the cumulative amplitude in all of the peaks. The total ampli-
tude represents the protons that are present in the entire sample, while the
amplitude within a given peak is the protons that are present in this viscosity
of fluid, or in this pore size of rock. Figure 7.7 represents the relationship
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between total amplitude and mass (or volume) of water measured over several
sample masses. There is a linear relationship between the amount of water
and the amount of NMR signal measured. The amplitude in this figure is the
initial amplitude of the decay curve (Figure 7.1) at time = 0, or the cumulative
amplitude measured in each relaxation distribution that is generated from the
measured decay. Since the magnitude of the signal is caused by the number of
protons that are flipped onto the transverse plane, a linear correlation between
signal amplitude and fluid mass or volume is expected. If the amount of water
doubles, the number of measured protons will also double and thus the signal
amplitude will double as well. The slope of the line in Figure 7.7 is called the
“amplitude index” of water, or the measured water amplitude per unit mass of
water (Mirotchnik et al., 1999):

Amplitude Index (AI) =
NMR amplitude

unit mass of liquid
(7.5)

Each NMR system will have its own value of amplitude index (AI) for water,
and this should be run as part of the initial calibration of the instrument.
The absolute value of AI is equipment dependent and cannot be used from
calibration measurements unless they are conducted in the specific instrument
under use.

When quantifying the signal from other fluids (e.g. hydrocarbon), it is often
useful to consider the number of protons in the fluid compared to the baseline
response of water. This is called the “hydrogen index” of the fluid (Brown and
Gamson, 1960; Dunn, Bergman, and LaTorraca, 2002):

Hydrogen index (HI) =
Amount of hydrogen in unit volume of sample
Amount of hydrogen in unit volume of water

(7.6)

Different oils (e.g. saturated hydrocarbons vs. aromatic hydrocarbons) will
contain different amounts of hydrogen per unit volume, and accordingly their
HI values may be greater or less than one. Laboratory measurements are often
easier to make on the basis of mass instead of volume, so rather than calcu-
late the HI of various oils it is often to measure the oil AI by making NMR
measurements of known masses of oil and calculating AI from Equation 7.5.

If the oil AI is known, its value can be normalized to the value of water, similar
to what is shown in Equation 7.6. This is called the “relative hydrogen index” of
the fluid (Mirotchnik et al., 1999; Bryan et al., 2003):

Relative hydrogen index (RHI) =
AI of oil

AI of water
(7.7)

The main difference between the RHI from Equation 7.7 and the HI from
Equation 7.6 is that RHI can be based on either mass or volume units, while HI
is all normalized to volume. Furthermore, the RHI in Equation 7.7 is based on
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the measured oil amplitude and not necessarily the actual amount of hydrogen
present in the oil. This is an important distinction in heavy oil and bitumen,
where the same oil will have a different RHI at ambient vs. elevated temper-
atures. The physical oil is unchanged, but the amount of signal measured by
NMR may be affected by the properties of the oil. Thus, while HI is a constant
for each oil, the measured NMR RHI may change for the same oil as a function
of temperature or NMR acquisition parameters. Also, the values of RHI should
be independent of the piece of equipment used.

Table 7.1 shows the calculation of oil RHI for a sample of low viscosity
conventional oil. In this table, oil RHI as calculated by the ratio of oil and
water AI values is greater than one. The reason for this is that the RHI in
Equation 7.7 is based on the amplitude per unit mass of fluid. Oil and water
have different densities, so the fluid amplitude per unit volume can also be
calculated. On the basis of volume, the oil RHI is close to one, so the actual
high of conventional oil is essentially unity. This is shown further in Figure 7.8,
which plots the volume-based mixture AI normalized to the volume-based
AI of water. With oil content changing from 0 to 100%, the total mixture has a
volume-based RHI (i.e. HI) of one. In conventional oil systems NMR estimates
of porosity are based on the total amount of measured signal and, since the
volume-based RHI is one, porosity predictions are independent of the oil and
water saturations present in the system.

Since NMR is measuring the signal of hydrogen (protons) in the presence
of a magnetic field, if what is measured is an oilfield brine, it is only the H2O
portion of the brine that is giving an NMR signal. Most reservoir brines are of
relatively low salinity, so the volume occupied by salt ions in the water is not
significant enough to make a measurable change in the water’s AI value. Under
very high salinity conditions (e.g. seawater or some Middle East reservoirs),
the salt content is so high that the NMR AI of brine is less than the AI of water.
However, this is only when the salt content is in the range of 80,000 ppm or
higher (Dunn, Bergman, and LaTorraca, 2002; Chung and Kantzas, 2007).

Table 7.1 Calculation of conventional oil
amplitude signal (RHI).

AI_water (amplitude/gram) 0.113
AI_oil (amplitude/gram) 0.134
Oil RHI 1.177
Water density (g/cm3) 0.997
Oil density (g/cm3) 0.840
Water amplitude/cm3 0.113
Oil amplitude/cm3 0.112
Oil RHI_volume basis 0.992
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Figure 7.8 Conventional oil systems: change of RHI with variable oil content in liquid.

For hydrocarbons, viscous heavy oil and bitumen relax so quickly through
bulk relaxation that some of the actual signal is not measured by NMR. The oil
AI that is measured is only the portion of the oil that can be measured using
the acquisition parameters of the low field NMR system.

Table 7.2 is a calculation of oil RHI for one such sample of heavy oil. In con-
trast to the conventional oil, which had an RHI value of greater than one, this
heavy oil has an RHI of only 0.659 when conventional T2 measurements are
taken (known as the CPMG pulse sequence (Coates, Xiao, and Prammer, 1999).
The density of the oil is actually higher than that of water, so when converted to
a volume basis the oil RHI is higher instead of lower. Even on this volume basis,
however, this viscous oil has an RHI that is much less than one.

This character of heavy oil and bitumen is important because it both affects
the ability to measure how much oil and water are present in a given system and

Table 7.2 Calculation of viscous heavy
oil amplitude signal (RHI).

AI_water (amplitude/gram) 0.113
AI_oil (amplitude/gram) 0.074
Oil RHI 0.659
Water density (g/cm3) 1.008
Oil density (g/cm3) 1.011
Water amplitude/cm3 0.114
Oil amplitude/cm3 0.075
Oil RHI_volume basis 0.661
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provides a means for identifying when a system contains heavy oil and bitumen.
In logging tool applications, the total amplitude of oil and water is summed and
divided by the AI of water, all on a volume basis. The fact that the oil RHI is low
means that if this is not accounted for the total predicted porosity from NMR
will be less than the porosity estimated from other means such as density logs.
This low signal amplitude in the presence of heavy oil is one of the key indicators
of a viscous oil-bearing zone in logging tool outputs (Galford and Marschall,
2000). However, this characteristic of heavy oil and bitumen can also be used
to estimate the viscosity of this fluid, as is discussed later.

7.3 Fluid Content in Oil/Water Systems

Heavy oil and bitumen production systems are difficult to monitor. The
production from these reservoirs is generally through steam injection, so
the produced fluids are at high temperatures and oil and water are produced
often in an emulsified state. Test separators work poorly in these systems
because of the similar oil and water densities, and the fact that as oil cools
it becomes viscous makes a proper separation of water and monitoring of
accurate production water cuts difficult to obtain. As a result, production
water cuts are often made using online metering tools that measure water cuts
using a range of technologies such as infrared optical detection, microwave
adsorption, and electrical resistance or capacitance (Wright et al., 2004).
These various methods will be highly sensitive to conditions such as changing
salinity of the aqueous phase (e.g. through production of connate brine
mixed with fresh steam condensate), whether fluids are free or emulsified and
which emulsions are present, and changes in density with temperature. These
metering tools can be tuned to measure the water cut in production streams,
but with any changes in the process conditions these calibrations will fall apart
and the results of the online meters will be suspect.

The benefit of using low field NMR as a water cut metering tool is that, for
bulk liquids, NMR relaxation is through bulk processes only and is proportional
to the fluid viscosity. As a result, NMR relaxation distributions show separate
oil and water peaks on the basis of the different viscosity of the liquids, and are
not affected by parameters such as changing water salinity or emulsion type.

Figure 7.9 shows the relaxation distributions of three mixtures of oil and
water: a heavy oil (2000 mPa s), a bitumen (70,000 mPa s), and a conventional
oil mixed with water. As expected, the oil peak shifts to shorter T2 values with
increasing viscosity.

What is significant in this figure is that the low viscosity water in the sample
always relaxes slowly, in the order of 1000 ms. On this basis, Figure 7.9 shows
a dashed line indicating the cutoff between oil and water. The water amplitude
can be summed and divided by the known water AI value to obtain the water
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Figure 7.9 Separation of fluid NMR signals in mixtures of oil and water.

mass in the sample (Equation 7.5). Water cut is then given by the following
expression:

Water cut =
(

Aw∕AIw

)
masssample

(7.8)

where:

Water cut = water mass fraction in the sample
Aw = cumulative water amplitude in the measured NMR relaxation distribution
AIw = water amplitude index (i.e. NMR amplitude per gram of water)
masssample = total mass of oil and water in the tested sample.

Figure 7.10 shows the results of testing of water content made on a suite
of production bitumen/water samples from a thermal operation in northern
Alberta. NMR relaxation distributions were obtained on all of these samples
and oil and water amplitudes were separated using the approach shown in
Figure 7.9. Water amplitudes were converted to mass and water cut using
Equation 7.8. The NMR results of water cut are compared against the mea-
sured water cuts as determined by Dean–Stark extraction (ASTM D95-05).
Dean–Stark is also a measure of water mass fraction in a given sample, so both
the NMR and Dean–Stark outputs are in the same units. Figure 7.10 shows
that, for the entire range of water cuts, NMR predictions are able to track the
measured Dean–Stark values. Note that these are also produced emulsion
samples, so oil and water are sometimes free phases and are sometimes mixed
together. The NMR water cut method works because of the viscosity contrast



�

� �

�

Applications of Low Field Magnetic Resonance 177

0

10

20

30

40

50

60

70

80

90

100

N
M

R
 p

re
d
ic

te
d
 w

a
te

r 
c
u
t 
(%

)

0 40 60

Dean-Stark water cut (%)

80 10020

Figure 7.10 NMR vs. Dean–Stark predictions of water cut in laboratory oil-water samples.
Source: Wright et al. (2004). Reproduced with permission of the Journal of Canadian
Petroleum Technology.

between oil and water, which allows for a clear cutoff in the peaks of these two
fluids in the NMR relaxation distribution.

With NMR proven to match measured Dean–Stark water cuts on ambient
temperature samples, the next step is to consider how this same technology can
be applied as a wellhead or well pad-level tool, as an online meter of producing
water cuts. Most heavy oil and bitumen are produced from thermal operations
(steam injection) so produced fluids will be at elevated temperatures. Both oil
and water viscosity becomes lower with increasing temperature, and as a result
the cutoff point between oil and water needs to shift compared to ambient tem-
perature relaxation distributions. Figure 7.11 shows the relaxation distributions
of two heavy oil/water samples with similar water content, but one measure-
ment is at 25 ∘C, while the other is at 165 ∘C. At ambient temperature the oil
is viscous so (a) it has a short T2gm value and (b) some of the signal relaxes too
quickly to be measured. The oil shows up as a low amplitude peak at around
1 ms. All other signal is water, including an emulsified water peak at around
100 ms. At 165 ∘C for a similar amount of oil and water, the oil now consists of
a broad peak, with a signal ranging from 1 to 200 ms. The total amplitude of
the oil is also much larger, since at elevated temperature the entire signal from
the lower viscosity heated bitumen can be measured. At 165 ∘C, water is also
less viscous so its peak is also shifted to longer T2 values as well: 3–4 seconds
compared to 1–2 seconds for the ambient temperature sample.

Figure 7.12 shows two elevated temperature samples: one with a water cut
of 0.52 and one with a water cut of 0.85. The oil and water peaks are shifted at
high temperatures, as previously shown. What is significant from this figure is
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Figure 7.11 NMR relaxation distributions for water cut predictions at ambient and elevated
temperatures.
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Figure 7.12 NMR relaxation distributions of low and high water cut samples at elevated
temperatures.

that for these samples the changing water cut can be measured not only in the
water peak amplitudes but also in the oil amplitudes. Some ambient tempera-
ture oil/water mixtures contain oil that is so viscous that the oil is difficult to
measure accurately and oil amplitude will not always change consistently with
mass. When temperatures are high and the entire signal from the oil can be
measured, the oil and water amplitudes both change proportionally with mass.
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NMR meters have now been pilot tested in the field as thermal water cut
metering tools constantly since 2010, and earlier prototypes were tested for
shorter periods of time from 2001 to 2003. Field-based measurements of NMR
relaxation distributions in elevated temperature produced fluid from a thermal
operation and indicate that total amplitude remains relatively constant with
changing oil and water cuts. This is an indication that oil RHI is approximately
one at high temperatures. The oil/water cutoff points are shifted compared to
ambient temperatures, but even at 150–200 ∘C there is still a distinct viscos-
ity contrast between oil and water, so clear cutoffs can still be distinguished.
Figure 7.13 plots the results of NMR meter water cuts vs. centrifuge measure-
ments acquired from wellhead samples from a thermal operating well. There
is more scatter than what was measured in the NMR vs. Dean–Stark test in
Figure 7.10, but this is because the NMR measurements are made for the actual
production stream while the centrifuge tests require samples to be collected
and spun. There is still a good correlation between both data sets, proving that
the online NMR tool works, and in fact the results from this tool will likely be
more reliable than the discrete sample data points collected at the wellhead.

Figure 7.14 plots the results of NMR water cut trends measured for several
wells in a single pad of producers from cyclic steam stimulation in a northern
Alberta bitumen property. Changes in temperature indicate when wells were
switched and flowed through the NMR meter. The meter tracks changing water
cuts from high and low oil producers, and results appear to be very stable over
time for the same well.
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Figure 7.13 Thermal production wellhead samples: water cuts by centrifuge and NMR.
Source: Allsopp et al. (2001). Reproduced with permission of the Journal of Canadian
Petroleum Technology.
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Figure 7.14 Production water cuts from thermal operating wells in northern Alberta.
Source: Allsopp et al. (2001). Reproduced with permission of the Journal of Canadian
Petroleum Technology.

The challenge to NMR metering of producing thermal operations is that an
NMR T2 measurement requires fluid to be stationary. Current NMR meters
are therefore placed in slipstreams that extend off the main flow line for each
producing pad. In between measurements the production fluid is flowed both
through the main line and through the NMR slipstream line, to ensure that
the NMR system contains a representative fluid. The NMR system is then shut
in and the T2 measurement is taken, while flow from the well continues just
through the main production flow line (Allsopp et al., 2001; Wright et al.,
2004). This “trap and capture” approach means that NMR water cuts are being
measured only at discrete times, but since NMR measurements are fast (under
three minutes long) it is possible to measure water cuts and flush out lines in
preparation for a new measurement all in under 5 minutes. With many samples
taken through time, the output in Figure 7.14 represents a pseudo-continuous
measurement of production water cut.

The other operational factor that must be considered when making measure-
ments of production water cuts in high temperature and pressure samples is
that steel pipes cannot be placed through the magnets of the NMR. As a result,
early iterations of the NMR water cut meter used thermoplastic materials that
would go through the magnet and hold the fluids, and connect to steel pip-
ing outside of the instrument (Allsopp et al., 2001). Even with proper design of
thermoplastic pipes, it becomes challenging to meet the strength and operating
conditions of the surrounding steel, so as not to de-rate the pressure limits of
the entire system. Current NMR operations use a specialized titanium pipe with
an internal receiver coil (Krioutchkov, Kantzas, and Wang, 2016) that allows for
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relaxation distributions to be acquired at elevated temperatures and pressures
without losing the pressure rating of existing thermal operations.

7.4 Oil Viscosity from NMR

The key to measuring oil and water cuts using NMR is that the fluids have
different viscosities and this leads to distinctly different NMR relaxation times.
In these systems, the total NMR relaxation is controlled by the bulk relax-
ation rate, which is supposed to be inversely proportional to fluid viscosity
(Equation 7.3). Figure 7.15 shows the relationship between oil viscosity and
mean relaxation (T2gm) for bulk oil samples taken from various heavy oil and
bitumen fields from Alberta and Saskatchewan. The first observation that can
be made from this figure is that, as expected, viscosity and T2gm are related
for these bulk liquids. The early NMR viscosity correlations (Kleinberg and
Vinegar, 1996; Straley et al., 1997) relate viscosity inversely to the T2gm of the
oil peak. Temperature is also sometimes included in NMR viscosity correla-
tions (Kleinberg and Vinegar, 1996; LaTorraca et al., 1999), but the fact that
all the data in Figure 7.15 follow the same trend line means that the effect of
temperature is already captured within the changing viscosity and T2gm terms.
There is no need for temperature to be an additional input parameter to NMR
viscosity models.
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Figure 7.15 Relationship between NMR mean relaxation time and oil viscosity for multiple
temperature samples. Source: Bryan et al. (2005a). Reproduced with permission of SPE
Reservoir Evaluation and Engineering.
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Conventional models that relate viscosity inversely to T2gm work well for low
viscosity oils, where this linear relationship is evident in Figure 7.15. When
oil viscosity increases above 1000 mPa s, the linear relationship between these
terms starts to deviate. In fact, as oil viscosity continues to increase, the change
in T2gm becomes smaller even for order of magnitude increases in viscosity.
The reason for this is that, for high viscosity bitumen, the oil is now relaxing so
quickly that it is at the limit of what can be measured using the low field NMR
acquisition parameters. Recall that NMR relaxation distributions output data
in the range of T2 values from 0.1 to 10,000 ms, and the actual rate of data cap-
ture during the decay will generally be between 0.1 to 1 ms. For highly viscous
oils that are under 1 ms as their mean T2 value, the oil is relaxing so quickly
that it simply cannot be measured accurately by the CPMG sequence in the
low field NMR systems. For this reason, the relationship between viscosity and
T2gm becomes non-linear in this range of viscosities.

The significance of bulk relaxation is that it represents a fluid property (vis-
cosity), as explained by the closeness of protons and their ability to give off
energy to one another. Thus, NMR measurements do not require the fluids to
be flowing like in a conventional viscosity measurement.

Figure 7.16 plots the correlation between viscosity and NMR oil RHI for these
same samples, measured over the same temperature range. As previously dis-
cussed, RHI for low viscosity oils (under 1000 mPa s) is approximately equal to
one. As oil viscosity increases above 1000 mPa s, RHI drops more significantly
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Figure 7.16 Relationship between NMR normalized AI and oil viscosity for multiple
temperature samples. Source: Bryan et al. (2005a). Reproduced with permission of SPE
Reservoir Evaluation and Engineering.



�

� �

�

Applications of Low Field Magnetic Resonance 183

and for bitumen with viscosity of over 100,000 mPa s, RHI is less than 0.5. It was
previously discussed that RHI is not the same as the true high of a given sam-
ple: RHI is the measured oil amplitude per gram, normalized to the water AI
value. Viscous oils are relaxing so quickly that a portion of the signal is too fast
to be measured, and NMR is only capturing the signal from some of the oil. The
reducing RHI values from Figure 7.16 are due to this phenomenon. This can be
shown by measuring the NMR signal of oil at various NMR acquisition param-
eters: when data are captured at larger intervals, even more of the signal is lost
and the correlation between RHI and viscosity may be even a function of the
NMR parameters used to capture the decaying signal on the transverse plane.

Another example of how RHI is related to viscous oil simply relaxing too
quickly to be measured is the relaxation distributions in Figure 7.17. These are
measurements taken on the same oil sample (i.e. the amount of hydrogen phys-
ically present per unit mass or volume of the oil is constant). As the sample is
heated from 30 to 60 ∘C, its viscosity drops. Not only does the mean T2 of the
oil shift to longer times but also the oil peak grows in amplitude as well for this
constant oil mass. This is equivalent to the oil RHI increasing with temperature,
as the lower viscosity oil relaxes more slowly and more of the oil signal can be
measured. This means that, for heavy oil and bitumen, RHI and T2gm are not
two independent parameters that correlate with viscosity but rather the RHI is
affected by the actual relaxation rate of the oil. Figure 7.18 plots the correlation
between RHI and T2gm for this tested oil over 30–60 ∘C. There is a non-linear
correlation between these two variables, so while both can be used to estimate
viscosity it is important to understand that the reason RHI correlates with vis-
cosity is because of this portion of the oil relaxing too fast to be measured.
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Bryan et al. (2003, 2005a) proposed the following form of an NMR viscosity
model, which uses both RHI and T2gm terms to measure viscosity.

𝜇 = 𝛼

(RHI)𝛽T2gm
(7.9)

where 𝛼 and 𝛽 are empirical fitting parameters.
It is important to emphasize that RHI and T2gm are not independent of one

another, as shown in Figure 7.18. The reason for using both terms in the NMR
viscosity correlation is that it utilizes the measured relationship between vis-
cosity and these parameters for different viscosity ranges. When oil viscosity is
relatively low, RHI is close to one, so this term becomes a constant. However,
viscosity and T2gm are inversely proportional, as shown in Figure 7.15. Con-
versely, when oil viscosity is high the oil becomes difficult to measure so T2gm
changes only to a small degree with large changes in viscosity. However, when
this happens there is a strong correlation with decreasing RHI so while the T2gm
term becomes more like a constant, the RHI term is the main factor used in the
viscosity prediction. As such, a correlation of the form of Equation 7.9 presents
a single form that can be used to predict both high and low oil viscosities.

For this range of samples (1 to 3,000,000 mPa s) the values for 𝛼 and 𝛽 were
determined empirically through a minimization of errors in the viscosity pre-
diction. The following tuned model was used to generate the predictions in
Figure 7.19:

𝜇 = 2166
(RHI)3.80T2gm

(7.10)
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Figure 7.19 General NMR correlation viscosity predictions.

Note that this correlation was developed using an NMR instrument with a
magnet frequency of 1.2 MHz and an echo spacing (i.e. interval used to mea-
sure decaying signal) of 0.3 ms. If data are acquired under other conditions the
values of 𝛼 and 𝛽 may change so if the model from Equation 7.10 is to be used
to predict oil viscosity it is important to use the same acquisition parameters.
Alternatively, data can be collected on a different machine and the same form
of model can be generated for each machine, but with tuned 𝛼 and 𝛽 for that
instrument.

While it is useful to have a single model to predict a wide range of oil viscosi-
ties from NMR, the data in Figure 7.19 are plotted on a log scale, so the NMR
predictions are only of order-of-magnitude accuracy. This is sufficient for a
first-pass approach, but often in reservoir characterization the goal is to under-
stand viscosity variations with depth in a formation (Bryan et al., 2007), which
may be smaller than order of magnitude in their differences. When improved
prediction accuracy is required, it is necessary to extract oil samples (e.g. from
core) and develop a tuned viscosity correlation for the specific formation or
field being tested. Figure 7.20 shows the general NMR viscosity correlation pre-
dictions for a set of oils from a single field, and the improvements in viscosity
profiling that can be achieved by tuning the parameters 𝛼 and 𝛽 in Equation 7.9.
Clearly with tuning the predictive ability of the NMR viscosity correlation is
improved significantly.

If tuning can improve the predictions made by the general viscosity corre-
lation (Equation 7.10) then one possibility is that 𝛼 and 𝛽 could be found for
different ranges of oil viscosity, and used to improve the overall predictions
made by the general model.

Table 7.3 shows the tuned values of 𝛼 and 𝛽 made for different oils of vari-
able viscosity. For each oil, viscosity and NMR were measured over multiple
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Figure 7.20 Improvements in NMR viscosity from tuning to specific oils. Source: Bryan et al.
(2005a). Reproduced with permission of SPE Reservoir Evaluation and Engineering.

Table 7.3 Tuning of NMR viscosity coefficients for different
oil samples with temperature. Source: From Bryan et al.
(2005a). Reproduced with permission of SPE Reservoir
Evaluation and Engineering.

Oil sample
30 ∘C viscosity
(mPa s) 𝜶 𝜷

1 1,311,950 703 4.84
2 (Peace River, AB) 246,460 2022 4.47
3 55,260 1411 5.37
4 (Cold Lake, AB) 41,620 1198 7.68
5 11,630 2613 4.73

temperatures (30–80 ∘C) and these data were used to obtain the tuned values
of 𝛼 and 𝛽. No monotonic trend is observed between these parameters and the
baseline (30 ∘C) oil viscosity.

This table shows that the NMR viscosity correlation parameters 𝛼 and
𝛽 cannot be simply determined a priori. Rather, the fact that there is no
monotonic trend in the parameters with oil viscosity means that tuning for
individual oils is required, and this behavior needs to be measured and cali-
brated for individual oils. NMR can be tuned empirically to measure changes
in a given oil, or fluid from a single field, as they change with temperature. If
the goal is determination of viscosity from a new field, for example, or through
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measurements of in situ core log viscosity, the accuracy of the NMR model
will be only the order-of-magnitude values given by the general model in
Figure 7.19, unless samples of oil are taken to empirically tune the correlation.

7.4.1 Viscosity Predictions in High Viscosity Bitumen

As discussed previously, the basis for including both RHI and T2gm in the NMR
viscosity model is that they have significance for high and low viscosity regions.
When measuring highly viscous bitumen (i.e. greater than 100,000 mPa s)
Figure 7.21 shows that the relationship between viscosity and T2gm may be
completely lost. Viscosity changes two orders of magnitude, with a corre-
sponding change in bulk oil T2gm of only 0.1–0.2 ms. Any viscosity prediction
made using the relaxation times in this range would be extremely inaccurate.

In contrast, for high viscosity bitumen there is a strong correlation between
RHI and viscosity, as shown in Figure 7.22. If the reservoir that is being tested
has such high viscosity oil, it is preferable to predict viscosity just using the
RHI of the oil because incorporating the T2gm will lead to more scatter in the
viscosity predictions. This is the approach used in several works (Galford and
Marschall, 2000; Chen and Bryan, 2013).

The relationship between RHI and viscosity is not as strong as the T2gm
viscosity correlation that exists at lower viscosity values. This is because
the correlation built in Figure 7.22 contains data for multiple zones in the
formation (i.e. different oils) and multiple temperatures tested for each oil.
As temperature increases or as a given oil is physically less viscous, the oil
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Figure 7.21 Loss of viscosity: T 2gm relationship for high viscosity oils. Source: Chen and
Bryan (2013). Reproduced with permission of SPE Proceedings.
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Figure 7.22 Correlation between viscosity and oil RHI for high viscosity oils. Source: Chen
and Bryan (2013). Reproduced with permission of SPE Proceedings.

will exhibit a longer T2gm value, so as long as the oil is not relaxing too fast
to be measured this correlation will be strongly evident. When measuring
RHI from oils at multiple temperatures, this is complicated by the fact that
as temperature increases the NMR amplitude strength of water decreases,
owing to the Curie effect (Mirotchnik et al., 1999; Dunn, Bergman, and
LaTorraca, 2002). While the AI of water decreases with temperature, the AI
of oil is increasing since more of the oil can now be measured. The RHI in
Figure 7.22 is this increasing oil AI, normalized to a decreasing water AI at
high temperatures. Figure 7.23 shows how the overall relationship plotted in
Figure 7.22 is actually the general trend through all the different temperatures.
In fact, for any given temperature the relationship between viscosity and RHI
may be different from the overall trend line.

If sufficient oil samples have been acquired to predict viscosity variations in
a bitumen system, the improved RHI vs. viscosity correlation from Figure 7.23
will yield the most accurate predictions of viscosity. If only a few samples were
collected, however, and these samples were tested at multiple temperatures in
order to have more data points in the overall model, then even the general RHI
vs. viscosity correlation can be used to predict viscosity vs. depth or location in
a given property. The general model will be valid to measure viscosity changes
within the reservoir (i.e. zones of higher or lower viscosity) but tuning for mul-
tiple oils at the reservoir temperature will be required to improve the model’s
accuracy.
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Figure 7.23 Correlation between viscosity and oil RHI for high viscosity oils: individual
relationships at each temperature vs. total RHI-viscosity trend. Source: Chen and Bryan
(2013). Reproduced with permission of SPE Proceedings.

7.4.2 Viscosity Predictions in Oilfield Emulsions

When oil and water are flowing together, either from flow through valves and
tubing or even flow in porous media, the shear induced by the flow can cause
the fluids to mix into oil-in-water and water-in-oil emulsions. When oil is
continuous in water, the continuous phase (water) has low viscosity, so it is
relatively easy for oil droplets to coalesce and for the phases to separate. In the
case of a water-in-oil emulsion, however, the continuous oil phase is viscous
and this makes it difficult for water droplets to coalesce. For this reason, most
oilfield emulsions in heavy oil and bitumen systems are water-in-oil emulsions
(Kokal, 2002).

The viscosity of an emulsion is strongly related to the viscosity of the contin-
uous phase: a water-in-oil emulsion will be more viscous than an oil-in-water
emulsion since low viscosity water is the continuous phase in the latter case.
However, aside from the continuous phase viscosity, the overall emulsion vis-
cosity is also strongly affected by the presence of the emulsion droplets of the
second fluid. When the continuous fluid contains emulsion droplets of a second
immiscible liquid, the flow stream lines become distorted and the rate of energy
dissipation increases, owing to increased hydrodynamic interactions between
the molecules (Pal et al., 1992). This leads to an increase in the overall viscosity
of the emulsion. When water is emulsified into heavy oil, even though water
itself is much less viscous than the oil, the water droplets act as barriers to flow
of the oil molecules and the emulsion becomes more viscous than the oil phase
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Figure 7.24 Prediction of viscosity of water-in-oil emulsions using the NMR oil viscosity
correlation. Source: Bryan et al. (2002a). Reproduced with permission of the Society of Core
Analysts.

alone. This is shown in Figure 7.24, which compares measured emulsion vis-
cosity to the viscosity predicted using the general NMR viscosity correlation
(Equation 7.10). It was previously shown that this correlation was able to gen-
erate order-of-magnitude accuracy prediction of oil viscosity, but when the oil
phase contains emulsified water, the measured viscosity appears to be larger
than the viscosity of the oil phase alone.

The viscosity of samples with emulsion water cuts of under 12% by mass
appear to be predicted with order-of-magnitude accuracy using the NMR bulk
oil correlation. For samples with higher emulsion water content the effect of
the emulsified water is clearly evident: while the NMR model focuses on pre-
diction of the oil-phase viscosity the overall emulsion is more viscous, and in
fact the offset between measured viscosity and the NMR correlation becomes
more significant for higher water cuts.

Water droplets emulsified in oil still have a very different viscosity than the oil
phase, so NMR can be easily used to evaluate the water content in a mixture of
oil and water. This was the basis for the NMR water cut meter application. The
approach taken is therefore to measure the NMR response of the emulsion, and
then predict oil phase viscosity using Equation 7.10 and emulsion water cut by
cutting the oil and water signals and applying the water AI value to the water
amplitudes. The following empirical correlation can then be used to predict the
heavy oil emulsion viscosity (Bryan et al., 2002a):

𝜇 =
[

2166
(RHI)3.80T2gm

] [
1

(1 − xw)4.46

]
(7.11)

where xw is the NMR water cut (mass water/total mass of sample).
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The emulsion viscosity correlation in Equation 7.11 basically follows the
emulsion viscosity form proposed by Pal et al. (1992):

𝜇emulsion = 𝜇continuous

[
1

(1 − xw)𝛾

]
(7.12)

where 𝛾 is an empirical fitting constant for the emulsion system being tested.
The value of 4.46 in Equation 7.11 was found by correlating the NMR oil vis-
cosity and the NMR water content (xw) to the measured water-in-oil emulsion
viscosity. Figure 7.25 shows that when the water content is accounted for in the
viscosity model the predicted viscosities now line up much more closely to the
measured value.

It should be noted that the emulsion droplet size distribution may also play a
role in the viscosity of the emulsion: smaller droplets tend to lead to higher vis-
cosity systems because larger droplets may deform and flow more easily under
shear conditions (Pal, 1996). Water droplets emulsified into heavy oil may relax
faster than the bulk T2 value of low viscosity water, since there may be some sur-
face relaxation effects on the water droplets. However, the surface relaxivity of
water and oil (Equation 7.4) is unknown, and will not necessarily be a constant
for different oils. Therefore, it is not trivial to quantitatively evaluate emulsion
droplet size distributions from the NMR T2 values of water in oil. Account-
ing for the emulsion water fraction alone and not its droplet size distribution
(Equation 7.11) already leads to a reasonable prediction of emulsion viscosity.
This means that water droplets are relatively small and are acting as stable barri-
ers to flow, compared to the response of large deformable water droplets. This
makes sense since if emulsion viscosities are measured these are likely stable
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Figure 7.25 Prediction of viscosity of water-in-oil emulsions using the NMR oil viscosity
correlation corrected for NMR water content. Source: Bryan et al. (2002a). Reproduced with
permission of the Society of Core Analysts.
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emulsions, so droplet sizes are small and this is what prevented the water from
separating out of the oil. Therefore, accounting for the water fraction should
already be sufficient for order-of-magnitude accuracy emulsion viscosity pre-
dictions; the impact of accounting for droplet size distribution will be in the
fine-tuning of the model in a single oil system.

7.5 Fluid Saturations and Viscosity in Porous Media

In the previous section, viscosity predictions of oil (both tuned and general)
were made on bulk oil systems, where NMR relaxation was clearly through bulk
processes and was therefore controlled by the oil viscosity. Bulk liquid corre-
lations can be useful in conditions where only a small amount of oil can be
extracted from core. The true value of an NMR viscosity prediction, however,
is if these measurements can be made on in situ fluids within the reservoir. In
this application, NMR could either be used as a core analysis or log analysis
tool to profile the viscosity of oil as a function of depth and location within
the reservoir. For primary production or non-thermal injection processes this
allows for the identification of optimal well placement locations. Even in ther-
mal operations where oil will be heated to steam conditions in order to drain,
viscosity variations will lead to potential variations in steam chamber growth in
different parts of the reservoir (Gates, Adams, and Larter, 2008). NMR viscosity
predictions need to be made for in situ oil in order to output this information.

The location of fluids within porous media can be understood by interpret-
ing the NMR response of rock containing oil and water at various saturation
states. Figure 7.26 shows the NMR relaxation distributions of a sandstone core
sample under two saturation states: fully saturated with water and flooded with
heavy oil to connate water saturation. For low viscosity water in porous media,
bulk relaxation is much slower than surface relaxation, so, as discussed previ-
ously, the NMR relaxation distribution is analogous to a pore size distribution
where short T2 values are small pores. The sandstone core used for this study
is permeable and contains mainly large pores.

When flooded with heavy oil, the water signal is considerably reduced in the
longer T2 values (i.e. the larger pores). This shows that water has been dis-
placed out of these pores and the non-wetting oil phase now resides in the large
pores. The NMR of the core at this oil-flooded state has a fast-relaxing peak
that is under 10 ms: this is the signal of viscous oil. Even though oil is physically
located in the largest pores of the rock, the oil is viscous, so energy is lost quickly
between protons in the liquid and bulk relaxation effects dominate the overall
relaxation of the oil. This fast-relaxing peak cannot be due to the signal from
water, since the water-saturated relaxation distribution already confirms that
there are no small pores that would lead to water signals under 10 ms. There-
fore, the fast-relaxing peak is only the signal from viscous heavy oil in the core.
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Figure 7.26 Heavy oil in porous media: location of oil and connate water. Source: Bryan et al.
(2005b). Reproduced with permission of the Society of Core Analysts.

Figure 7.26 also shows the normalized signal of the bulk oil used to flood
this core. The bulk oil peak occurs at similar T2 values as the oil within the
sandstone core. This effect is significant because it means that when fluid is
viscous bulk relaxation dominates over surface relaxation effects, and the NMR
T2gm of the oil in porous media will be similar to the T2gm value of the bulk
oil. This conclusion means that it is possible to build a tuned NMR viscosity
correlation using bulk oils and then use this model to predict viscosity of oil
within porous media.

7.5.1 Prediction of Saturations and Viscosity from T2 relaxation
distributions

The NMR viscosity correlation (Equation 7.9) relates viscosity to both the oil
T2gm and the RHI. Alternatively, in the example of highly viscous bitumen
(Figure 7.21 and Figure 7.22) the oil T2gm did not change much with viscosity
and the viscosity prediction was based solely on the RHI empirical correlation.
In either case, NMR parameters RHI and T2gm need to be determined for in
situ relaxation distributions in order to use these models.

The conclusion reached from the test in the consolidated sandstone core
(Figure 7.26) is that the fast-relaxing peak in the relaxation distribution of the
oil/water system is the signal from viscous heavy oil. Unconsolidated oil sand
samples may contain clay and fast-relaxing water that relaxes at similar T2
values as the oil (Manalo, Bryan, and Kantzas, 2002; Manalo et al., 2003). An
example of this fast-relaxing water is provided in Figure 7.27, which shows the
NMR relaxation distributions of water as a bulk liquid, in sand, and in various
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Figure 7.27 Representative relaxation distributions of water in unconsolidated sand and
clay. Source: Bryan et al. (2006). Reproduced with permission of SPE Reservoir Evaluation and
Engineering.

clays. As the pore sizes get smaller, bulk relaxation becomes negligible and
surface relaxation leads to shorter water T2 peaks. For water bound to clay, the
NMR T2 values are generally under 10 ms (Manalo, Bryan, and Kantzas, 2002;
Manalo et al., 2003).

When heavy oil or bitumen is present in the oil sand, the viscosity of the
hydrocarbon means that its bulk relaxation effects dominate, the oil signal
should always be found within the first peak of the NMR oil sand relaxation
distribution. Figure 7.28 compares the location of the first peak in the NMR
oil sand relaxation distribution to the NMR peak of bulk oil, and demonstrates
that the bulk vs. in situ oil response is essentially the same, as was also shown
in Figure 7.26. Therefore, even if there is some clay-bound water present also
in the first peak of the NMR oil sand relaxation distribution, certainly the
entire measurable oil signal is in the first peak and similar bulk vs. in situ oil
T2gm values are expected.

Figure 7.29 presents the correlation between bulk and in situ measured heavy
oil T2gm values for a suite of heavy oil samples from a cold heavy oilfield in
northern Alberta. There is some scatter in the values, most likely owing to
uncertainties caused by the presence of clay-bound water in the first peak of
the relaxation distributions. Overall, however, there appears to be a strong cor-
relation between bulk and in situ oil T2gm values. This means that the first peak
of the oil sand relaxation distributions can be used to estimate the bulk oil T2gm,
and this is one of the required terms in the NMR viscosity correlation.

The oil RHI is the second term that is required for predicting viscosity of in
situ oils. When bulk oils are tested RHI is measured directly: the oil amplitude
is measured through NMR, and the mass of oil is measured directly to get
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the oil AI and RHI. For oil in porous media, the amplitude of the first peak
may be measured and assumed to be the contribution from oil, but even with
this assumption the oil mass is not known, so RHI can no longer be measured
directly. Instead, the fact that RHI and T2gm are related can be used to gen-
erate a correlation between these terms. One such correlation was previously
shown for a single oil measured over multiple temperatures (Figure 7.18), and
another correlation is shown in Figure 7.30, using the same bulk oil samples
from Figure 7.29. When oil viscosity is higher, the measurable oil T2gm is lower
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and also a portion of the oil relaxes too quickly to be measured, so accordingly
RHI is low as well. If RHI is predicted based on the bulk oil T2gm values, then
the viscosity correlation (Equation 9) is really just a non-linear function of the
oil T2gm. The in situ oil T2gm is calculated on the basis of the first peak of the oil
sand relaxation distribution, the oil RHI is obtained from the RHI-T2gm corre-
lation in Figure 7.30, and both terms are used in Equation 7.9 to predict the in
situ viscosity of the oil.

Figure 7.31 shows an example output using this non-linear T2gm-based
approach to predict viscosity on samples of core from a heavy oil non-thermal
production well. Samples of oil were extracted from the core and used to
build a tuned NMR viscosity model for this reservoir, following the form of
Equation 7.9. The oil sand relaxation distributions were then measured, and
the first peaks of these relaxation distributions were used to calculate the
in situ oil T2gm and RHI values. Figure 7.31 then shows that the predictions
made in the core show the same variation in viscosity with depth was what
was measured for the extracted bulk oils. This approach could be applied to
full core logging of a well (i.e. NMR relaxation distributions measured along
the entire length of the cored zone to get a proper high resolution viscosity
profile) or even in logging tool relaxation distributions measured for the oil at
reservoir temperature and pressure.

The approach taken in Figure 7.30 and Figure 7.31 was to determine in situ
oil T2gm directly, and then to predict the other required viscosity term (RHI)
based on the non-linear correlation between RHI and T2gm. This methodology
requires oil viscosity to be in the range where there is an observable relationship
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Figure 7.31 Prediction of in situ oil viscosity on core samples using non-linear T 2gm-based
approach. Source: Bryan et al. (2006). Reproduced with permission of SPE Reservoir
Evaluation and Engineering.

between viscosity, RHI and T2gm. In the case of high viscosity bitumen where
the oil relaxes so quickly that the T2gm–viscosity relationship is poor, another
means is required to predict RHI. The other piece of information available in
log or core analysis is a measure of the total porosity, based on the density of the
medium. The total pore space needs to be filled with liquid (oil and water). If the
rock is water-saturated, the water AI is calibrated and NMR can be used to mea-
sure the porosity of the rock (Straley et al., 1997; Coates, Xiao, and Prammer,
1999). However, when the porous medium contains viscous oil, only a portion
of the actual oil signal is measured and the rest relaxes too quickly to be mea-
sured in the NMR decay curve. The result is that, without knowing a priori how
to calibrate the oil signal, the total porosity predicted by the NMR (amplitude
divided by water AI) will be lower than the true porosity of the system. Heavy
oil and bitumen zones can be seen in NMR logs and core measurements as
regions where NMR porosity is lower than the density porosity of the system
(Galford and Marschall, 2000; Chen and Bryan, 2013).

Figure 7.32 shows the output from an NMR log relaxation distribution,
and illustrates this phenomenon of porosity underestimation. The first peak
in the NMR signal is the contribution from viscous bitumen (and perhaps
some fast-relaxing clay-bound water). Any signal beyond the first peak has to
come only from connate water present in the formation. The bottom half of
Figure 7.32 shows the splitting of total volume into matrix and pore fluid com-
ponents. The porosity fraction is filled with oil and water. The key assumption
made in this analysis approach is that, in the bitumen-bearing sand, the con-
tribution from clay-bound water is small. Therefore, the amplitude in the first
peak can be entirely taken to be the amplitude of bitumen, and water saturation
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corresponds to the water NMR signal after the first peak. This approach is
valid in relatively clean oil sand zones (Kantzas et al., 2005; Bryan et al., 2006).

In logging tool applications, the water amplitude measured is normalized to
the signal of 100% porosity filled with water. As a result, the output from NMR
logs is porosity units of water (i.e. water amplitude/amplitude for porosity= 1).
NMR water saturation is given by the following expression:

Sw =
Aw

𝜙
(7.13)

where:
Sw = water saturation (fraction)
Aw =NMR water amplitude (i.e. signal after the first peak) expressed as porosity

units
𝜙 = total porosity of this zone, as measured independently by the system bulk

density.
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Since water relaxes in a range that can be properly captured by low field NMR,
all the water signal has been measured and the water saturation calculated from
Equation 7.13 should match with other independent measurements. If that is
true, then the remaining NMR amplitude (i.e. the signal in the first peak of
the relaxation distribution) is the amplitude from viscous bitumen. If all the
oil signal had been measured (i.e. if oil had an RHI = 1), the summation of oil
and water amplitudes should equal the total porosity of the system. Instead,
because part of the oil relaxed too quickly to be measured, the porosity output
from the NMR oil portion of the relaxation distribution is less than the actual
oil-occupied pore space. RHI is then calculated from the following expression:

RHI =
Ao

𝜙(1 − Sw)
(7.14)

where

Ao = measured oil amplitude expressed as porosity units
𝜙(1 – Sw) = oil-saturated portion of the pore space.

Equation 7.14 shows that the oil RHI is the measured oil signal, normalized
to the NMR signal that should have been measured if viscosity were low (i.e. if
RHI = 1). Using this approach, RHI can be calculated for each measured point
in the oil-bearing zone, and viscosity can be either predicted using a correlation
of the form of Equation 7.9 or using a viscosity vs. RHI correlation like that
shown in Figure 7.23.

By following this approach, NMR can give a combined output of both oil and
water saturation in the system and also the viscosity of oil. Figure 7.33 shows
an example of both water content (i.e. fluid saturation) and in situ oil viscosity
that was made on core samples from a heavy oil system in northern Alberta.
If oil and water signals can be separated in NMR relaxation distributions, the
water amplitude can be used to get water saturation vs. depth in the system.
Likewise, the oil RHI values can be used to predict oil viscosity variations
within the formation.

Figure 7.34 shows a similar approach for the combined output of both fluid
saturation and in situ viscosity, but now from an NMR logging tool run in a bitu-
men formation. Track 3 in this figure is porosity outputs from the density log,
NMR, and from discrete measurements taken on core plugs within the zone.
The core and density porosity values track one another closely, indicating that
the density log is a reliable output of the total porosity in this zone. The NMR
log underestimates porosity in this region, which is an indication that this is a
bitumen-bearing zone. The green region in Track 3 is the porosity under-call
from the NMR log.

Track 4 in Figure 7.34 is water saturation predictions made using
Equation 7.13 and splitting the relaxation distributions at the local mini-
mum indicating the end of the first peak of the NMR relaxation distribution.
The core data points are Dean–Stark water saturation measurements, which
track the NMR log output values well with depth. This provides confidence
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Figure 7.33 Example of NMR predictions of fluid content and in situ oil viscosity in oil sand
core.

that the proposed amplitude peak splitting approach is correct: the signal from
water is the NMR response after the first peak in the relaxation distributions.

Track 5 in Figure 7.34 is the oil RHI as calculated from Equation 7.14. This
bitumen formation did not exhibit any variation in the oil T2gm because viscos-
ity was so high that relaxation was at the limit of what could be measured by the
low field NMR tool. Instead, viscosity was predicted using an RHI equation sim-
ilar to what is shown in Figure 7.23, and Track 6 of Figure 7.34 is the predicted
bitumen viscosity profile in the well. Also shown in this track are the values of
viscosity measured for extracted bulk oil from the core samples. NMR tracks
the measured viscosity profile quite well, so through combining the NMR den-
sity log outputs, predictions could be made for both saturation and oil viscosity
within this zone.

7.5.2 Prediction of Saturations from T1–T2 Relaxation Distributions

The method described for determining oil and water saturations from log or
core assumes that a cutoff point can be assigned to separate oil and water
signals from the NMR relaxation distributions. Specifically, the amplitude
within the first peak is mainly the contribution from oil, while water saturations
are calculated from the signals after the first peak. Certain deconvolutions may
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Figure 7.34 Oil sand log prediction of in-situ bitumen viscosity using RHI-based model.
Source: Chen and Bryan (2013). Reproduced with permission of SPE Proceedings.

be applied to further refine this cutoff point (Kantzas et al., 2005; Bryan et al.,
2006; Kryuchkov et al., 2003), but overall the analysis is similar in all of these
approaches.

In many cases this approach works well: in the two case studies shown in
Figure 7.33 and Figure 7.34 it is possible to track saturations vs. depth in both
wells. Many good-quality oil sand relaxation distributions are similar to what
are shown in Figure 7.28, and so the first peak of the distribution can be essen-
tially taken to be the contribution from oil, and connate water is the signal
after the first peak in the oil sand distribution. Water in clays can relax in the
same T2 range as heavy oil (Figure 7.27), but when the clay-bound water frac-
tion is small, overall saturations and viscosity predictions can be made by just
assuming that this water is insignificant and all the signal in the first peak is
from oil. An important distinction, however, is that, while the oil signal will be
entirely within the first peak of the oil sand distribution, the signal from the
first peak is not necessarily all oil. When the clay-bound water fraction is large,
there can be significant water saturation in this peak as well. In this case, the
approach of splitting oil and water as signal before and after the first peak may
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Figure 7.35 Synthetic oil sand with 4.5 wt% bitumen and clays between 50 and 90% of total
solids mass. Source: From Bryan et al. (2006). Reproduced with permission of SPE Reservoir
Evaluation and Engineering.

no longer be valid and the subsequent NMR saturation and viscosity predic-
tions will be wrong.

Figure 7.35 shows the NMR relaxation distributions for two sets of synthetic
oil sand samples, both containing 4.5 wt% bitumen (oil saturation = 0.30). In
one sample the solids consists of 50% clay by mass, while the other sample solids
are 95% by mass. Therefore, the connate water in both samples will be largely
bound to the clay. In the case of the sample with only 50% clay, there is still a
clear first peak that relaxes in the order of 1–2 ms on average. Note that the
water after the first peak is small, even though this oil sand contains 70% water
saturation. This means that there is considerable amplitude of water within the
first peak. There is still a good contribution of oil in this peak, but by assum-
ing that all the amplitude in the first peak is oil, this would lead to significant
underestimation of the actual water saturation in this sample. The sample with
solid consisting of 95% clay has an even higher degree of overlap between oil
and bound water peaks. Here the clay was only loosely packed so water appears
to relax more slowly and there may in fact be a better separation between oil
and water, but even in this sample it is inaccurate to assume that all the signal
up to the first local minimum is from oil, and there is no water overlapping with
the oil amplitude in the first peak of the relaxation distribution.

Figure 7.36 shows results of two more synthetic oil sand samples, both with
the solids containing 50% clay by mass. One sample is the low oil content
(30% saturation) from Figure 7.35. The other sample has a much higher oil
content, and an overall higher porosity. For the same amount of clay in the
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Figure 7.36 Synthetic oil sand with solid containing 50% clay, but oil content varied
between 4.5 and 22 wt%. Source: From Bryan et al. (2006). Reproduced with permission of
SPE Reservoir Evaluation and Engineering.

sample, but less water bound to clay and a larger signal from oil, the first
peak is clearly related again mainly to the signal from oil. This sample can
likely be used to calculate viscosity and saturations, but when the clay-bound
water signal is high and the oil signal is small, a T2-based approach alone may
not be sufficient to properly discriminate between oil and clay-bound water
amplitudes.

Jones et al. (2014) made NMR measurements of actual oil sand samples con-
taining variable oil and water contents, as determined by Dean–Stark analysis.
Samples 1 and 2 in Figure 7.37 have variable oil content for the same amount
of water. Sample 3 contains a much higher water content for a similar amount
of oil as in Sample 2. Finally, Sample 4 contains the similar oil content as in
Samples 2 and 3, but even lower water content. While all samples contain the
same bitumen (i.e. oil with a given RHI and T2gm value), the varying amount of
oil and water in the samples leads to overlap in the oil and bound water peaks,
and it is not clear how to separate these signals accurately on the basis of the
T2 relaxation distribution alone.

Instead, what is proposed is to measure the T1–T2 two-dimensional (2D)
array that is shown in Figure 7.38. T2 relaxation has already been discussed
throughout this chapter: this is the loss of signal on the transverse plane. T1
relaxation measures the signal on the longitudinal plane. At time = 0 the sig-
nal is zero since all protons have been tipped onto the transverse plane, and as
the signal decays on the transverse plane, the protons return on their equilib-
rium direction and signal grows on the longitudinal plane. For fluids like bulk
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water or water in porous media, T1 and T2 should mirror one another since the
only way for the signal to be lost on the transverse plane is for the protons to
give off energy and return to their equilibrium position. For viscous heavy oil
and bitumen, however, molecules are complex and sometimes interwoven, and
some of the signal on the transverse plane is lost because of signal de-phasing
rather than the true loss of energy on the transverse plane (Dunn, Bergman,
and LaTorraca, 2002). The result of this is that, while the signal appears to have
decayed on the transverse plane (i.e. short T2 value), the protons have not yet
fully returned to their equilibrium direction, so the T1 representative time is
much longer than the T2 value. This loss of coherence on the transverse plane
explains why viscous oil, which contains a fixed amount of hydrogen per unit
mass, appears to have a variable RHI with temperature. When the oil is highly
viscous, the apparent relaxation rate is too fast to be measured (i.e. some of the
oil is relaxing faster than what should have corresponded to the oil viscosity
from the correlation in Equation 7.10). This is an apparent very fast T2 value
that does not represent true relaxation of the oil but just a loss of signal in the
transverse plane. The true relaxation of the oil is understood in its T1 value,
which is when the protons return to their actual equilibrium direction.

The red diagonal lines through the 2D relaxation distributions in Figure 7.38
represent the line where T1 = T2 (i.e. relaxation on the transverse plane is due
to a true loss of energy). When data are skewed from the line (i.e. where T1>

T2), this is loss of signal coherence on the transverse plane, which is the sig-
nal from the viscous oil. In this manner, the 2D relaxation distributions can be
used to evaluate the amplitude of water (close to the T1 = T2 line) and bitumen
(off from the line, with T2 ≪T1). This approach allows for oil and water ampli-
tudes to be determined, and fluid saturations measured, even in the absence of
a clear split between oil and water in the T2 relaxation distributions alone. 2D
measurements are much slower than simple T2 measurements, so each sam-
ple takes significantly longer to measure. For this reason, T2 measurements are
generally preferred. However, for cases when saturation needs to be measured
in samples with significant oil and bound water overlap in the T2 relaxation
distributions, the 2D approach has the potential to discriminate between these
different fluids.

7.6 NMR in Oil-Solvent Systems

The major challenge to the production of heavy oil and bitumen is its high
viscosity. Heat is a very effective way to reduce viscosity of oil, so most produc-
tion of heavy oil and bitumen is through thermal methods, specifically steam
injection into the reservoir. If the reservoir exhibits sensitivity to fresh water,
if it is too deep for steam, or if it has poor containment, all of these can make
steam processes difficult to implement. In these reservoirs, another major way
of reducing viscosity is through the use of solvents to dilute the oil. Solvents
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may be injected as a vapor phase into heavy oil (Das and Butler, 1998; Ivory
et al., 2010) or solvents may be added as a liquid to oil, usually in combination
with steam (Nasr et al., 2003; Stark, 2013).

In produced mixtures of solvent and heavy oil or bitumen, certain parameters
are of particular interest: (1) the fraction of solvent and oil in the produced
mixture in order to do proper material balance closure and (2) viscosity of the
solvent-diluted oil. The value of a tool like NMR is that is has already been
shown to be capable of measuring viscosity is liquid systems. Moreover, since
the NMR measures decay and relates this to viscosity, the system does not need
to be flowing, or it can be at a non-equilibrium state and the NMR predictions
can still be valid. The interpretation of relaxation distributions in liquid and
vapor phase solvent systems is different, so these will be treated separately in
the following sections.

7.6.1 Predictions of Solvent Content in Oil–Liquid Solvent Systems

Figure 7.39 shows NMR relaxation distributions of a bitumen sample, a bulk
paraffinic solvent (heptane) and the final mixture of solvent-diluted oil. These
are all liquids so the T2 distributions are related to the viscosity of each liquid.
The bitumen is a viscous oil with a fast-relaxing peak under 10 ms, and with
a T2gm of 1–2 ms. Heptane is a low viscosity fluid: like water, it relaxes in the
order of 2000–3000 ms, and has a narrow peak since it is a single component,
compared with the multi-component bitumen. When bitumen and heptane are
mixed together, both fluids still have hydrogen so both still give off an NMR
signal. However, the oil is now less viscous, so it relaxes more slowly and also
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Figure 7.39 NMR relaxation distributions of bitumen, liquid solvent, and oil/solvent
mixture. Source: Bryan et al. (2002b). Reproduced with permission of SPE Proceedings.
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has more amplitude. Likewise, the solvent is now mixed with the oil so its peak
is shifted to shorter T2 values, reflecting the fact that the overall mixture is more
viscous than the solvent alone.

Although the final oil/solvent mixture in Figure 7.39 still consists of two
peaks, the overall mixture could be represented by a single T2gm value that
is the average T2 of the entire mixture relaxation distribution. Figure 7.40
shows the T2gm of bitumen/heptane mixtures with varying solvent content.
Three oils are tested, ranging from heavy oil (6000 mPa s) to viscous bitumen
(670,000 mPa s). Each oil is mixed with various concentrations of solvent,
and the final mixture viscosities were measured. NMR was also measured,
and Figure 7.40 shows a strong and monotonic relationship between viscosity
and T2gm. Viscosity and T2gm are inversely related until viscosities are above
1000 mPa s, at which point the correlation deviates from linearity and changes
in viscosity have smaller associated change in T2gm. The nature of the rela-
tionship shown in Figure 7.40 is exactly what was previously observed for
bulk oils of variable viscosity. This means that mixing oil with solvent results
in just a lower viscosity oil, and NMR is measuring slower transference of
energy between protons similarly to what was measured in solvent-free oils.
The trend of solution RHI and viscosity in Figure 7.41 is also the same as what
was observed for different bulk oils.

It should be noted that, for the RHI correlation with viscosity, for very low
viscosity mixtures (i.e. high solvent content) the solution RHI can actually be
greater than one. Both of these figures demonstrate that the solution can be
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Figure 7.41 Correlation between diluted oil viscosity and mixture RHI for solutions of oil
and paraffinic solvent (heptane). Source: From Wen, Bryan, and Kantzas (2005). Reproduced
with permission of the Journal of Canadian Petroleum Technology.

represented by its mean T2gm and RHI values, and that dissolving solvent into
heavy oil or bitumen is just the same as having a lower viscosity oil.

While solvent solution into oil yields a lower viscosity mixture, it is important
to note that not all solvents are equal in terms of their ability to affect the prop-
erties of oil. Figure 7.42 shows the results of the same bitumen (130,000 mPa s)
but mixed with two solvents: octane (C8H18) and pentane (C5H12). Figure 7.42
plots the bitumen mass fraction against the pseudo-NMR viscosity term, which
is the inverse of RHI⋅T2gm. This term has a similar form of the NMR viscosity
correlation (Equation 7.9) and serves to demonstrate that, for the same mass
fraction of oil, pentane results in a lower mixture viscosity than octane. This
can be explained using mixing rules for diluted oil viscosity (Shu, 1984), which
state that the viscosity of a mixture is a weighted combination of oil and sol-
vent phase viscosities. For the same oil mixed at the same fraction with both
solvents, pentane has a lower viscosity than octane and the result is a lower
mixture viscosity.

Bitumen (130,000 mPa s) was mixed with various paraffinic solvents: pen-
tane, hexane, heptane, and naphtha (a light solvent consisting of a range of
components, from butane to heptane). Known oil/solvent mixtures were pre-
pared and the mixture viscosity and NMR were measured for each solvent.

Table 7.4 lists the tuned values of 𝛼 and 𝛽 for the NMR viscosity correlation
(Equation 7.9). Similarly to what was shown in Figure 7.42, different solvents
lead to different mixtures viscosities, so the NMR tuned viscosity coefficients
are also different for each system. There is no apparent correlation between
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Table 7.4 NMR viscosity model parameters
for bitumen (130,000 mPa s) and various
paraffinic solvents. Source: From Wen, Bryan,
and Kantzas (2005). Reproduced with
permission of the Journal of Canadian
Petroleum Technology.

Solvent 𝜶 𝜷

Pentane 2805 4.90
Hexane 2216 5.19
Heptane 4349 3.77
Naphtha 1694 5.29

solvent carbon number and the values of 𝛼 and 𝛽. If solvents are simply diluting
oil by unlocking large molecules in the oil, viscosity mixing rules predict that
the lowest viscosity should be with pentane, and the highest viscosity should
likely be heptane. The fact that there is no apparent correlation between NMR
coefficients and the solvent used means that liquid solvents are also leading to
compositional changes within the oil.

A sample of heavy oil was mixed with heptane (paraffinic) or toluene
(aromatic) and mixture viscosities and NMR relaxation distributions were
measured. Figure 7.43 plots the mixture viscosity against the geometric mean
relaxation time of each mixture. Both toluene and heptane solution in oil



�

� �

�

Applications of Low Field Magnetic Resonance 211

1

V
is

c
o
s
it
y
 o

f 
s
o
lv

e
n
t-

d
ilu

te
d
 o

il 
(m

P
a
s
)

1

NMR T2gm (ms)

100010 100

10

100

10,000

1,000

Heptane Toluene

Figure 7.43 Correlation between diluted oil viscosity and mixture mean relaxation time for
solutions of oil and paraffinic or aromatic solvent.

reduce the viscosity of the oil, and the relationship between NMR T2gm and
viscosity is similar for both solvents. When comparing viscosity vs. RHI for
the paraffinic and aromatic solvents (Figure 7.44) a different trend appears.
In this figure, RHI is shown in a linear scale to illustrate differences between
the two solvents for low viscosity (high solvent content) mixtures. With the
aromatic solvent, oil RHI increases as the solution is mixed with oil, which is

1

V
is

c
o

s
it
y
 o

f 
s
o
lv

e
n
t-

d
ilu

te
d
 o

il 
(m

P
a
s
)

0 0.6 0.8

Solution NMR RHI
1.2 1.40.40.2 1

10

100

10,000

1,000

Heptane Toluene

Figure 7.44 Correlation between diluted oil viscosity and mixture RHI for solutions of oil
and paraffinic or aromatic solvent).



�

� �

�

212 Analytical Characterization Methods for Crude Oil and Related Products

the contribution of adding solvent to the mixture and also measuring more of
the signal from the now slower relaxing oil. Eventually, however, RHI appears
to level out while for the paraffinic solvent, the RHI continues to increase with
increasing solvent and in fact becomes larger than one, as also observed in
Figure 7.41. In both cases the solvent has dramatically reduced the viscosity of
the oil, and the entire signal from the oil can be measured, but the changing
RHI in the case of the paraffinic solvent is an indication that something has
been altered compositionally within the oil.

Figure 7.45 shows this effect more clearly, by plotting solution RHI vs.
bitumen mass fraction for bitumen mixed with either toluene or various
paraffinic solvents. In the range of 0–15% solvent by mass, or up to around
50 mol% solvent in the oil, all the solvents behave the same way: RHI increases
with decreasing solvent content. In this range of solvent contents the impact
of the solvent is to reduce the viscosity of the oil, most likely through the
unlocking of complex hydrocarbon chains. Subsequently, for an aromatic
solvent (toluene), viscosity is already low (i.e. the entire relaxation signal of the
oil is being measured), and RHI changes as a linear mixing rule of the oil and
solvent components.

A key difference in the case of paraffinic solvents present in high mole
fractions is that asphaltenes can start to drop out of the oil (Wen, Bryan, and
Kantzas, 2005). Precipitated asphaltenes are solids and relax too quickly to
be measured by low field NMR, so what is measured is the asphaltene-free
fraction of the oil, mixed with solvent. Thus, the oil RHI is an upgraded
fraction of the oil, which does not include many of the complex rings and
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heavy molecules associated with asphaltenes. Since precipitated asphaltenes
are not measured in low field NMR, the actual oil mass giving a signal is only
the asphaltene-free portion of the oil. While the mass of oil is lower, the signal
from the upgraded oil is also more significant and, as a result, the shape of the
oil-solvent mixing rule changes.

More work is needed to quantify changes in NMR relaxation distributions in
the presence of liquid solvents with the effect of asphaltenes dropping out of the
oil. However, it is clear that the correlations between RHI and bitumen content
are distinctly different for paraffinic vs. aromatic solvents, and this can poten-
tially be used to understand the upgrading potential of the oil. This upgrading
can have a dramatic impact on mass transfer in porous media, and also on the
value of the produced oil, so this is an area that still needs more study.

7.6.2 Predictions of Non-Equilibrium Viscosity in Oil–Vapor Solvent
Systems

The goal of vapor phase solvent injection is either to assist in pressurizing reser-
voirs that have void space from previous primary production (Ivory et al., 2010)
or to allow for gravity drainage of solvent-diluted oil (Das and Butler, 1998;
Nenniger and Dunn, 2008). The goal of solvent injection is the same as in liquid
solvent systems: the dilution of oil and reduction in its viscosity. A key differ-
ence is that, in the case of solvent vapor, solubility is a function of pressure so oil
will only hold a certain amount of solvent at any given mixing pressure and the
final saturated live oil viscosity is a function of how much solvent is dissolved
into the oil. The diluted oil is then mobilized either under the influence of grav-
ity or by pressure depletion. Since the reduced oil viscosity is caused by solvent
solution, it is imperative that solvents are released only slowly from the oil, so
viscosity will stay low during pressure depletion cycles. This non-equilibrium
is compressible and contains varying solvent content with pressure and with
time, so conventional viscosity measurements (e.g. capillary viscometer test-
ing) are highly inaccurate in these systems. NMR viscosity modeling is based
on the closeness of protons and how quickly energy is lost from tipping protons
onto the transverse plane, so this method does not require flow and will not be
affected by the compressible nature of this fluid.

Figure 7.46 shows the relationship between viscosity and oil T2gm for a heavy
oil sample that is either measured dead (no solution gas) with temperature, or
at a single temperature but saturated with different solvents. As expected, as the
dead oil is heated, molecules move further apart and this leads to lower viscosity
and longer NMR relaxation times. What is significant is that when solvent is
dissolved into the oil this has the same effect as increasing temperature. Solvent
swells the oil and pushes its molecules apart, so viscosity reduction from solvent
vapor has the same mechanism as heating of the oil. In Figure 7.46 both CO2
and propane (C3H8) have the same effect on oil viscosity, since both solvents
follow the same trend line as the temperature–viscosity curve.
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Figure 7.46 Correlation between oil viscosity and mean relaxation time for gas-free oil with
temperature or live oil saturated with vapor phase solvent.

For any given oil and solvent system, an NMR calibration of viscosity and T2gm
can be built using the form of Figure 7.46. During pressure depletion, a sample
of live oil is placed into the low field NMR unit and pressure is withdrawn at a
constant rate from the system. The oil phase will swell with the drop in pres-
sure, and eventually gas (solvent) will leave the solution. When this happens, the
remaining oil phase will become more viscous again and the NMR T2gm values
can be used to track how viscosity changes over time. An example of this output
is shown in Figure 7.47, which plots NMR predicted viscosity with pressure dur-
ing slow (pseudo-equilibrium) and fast (non-equilibrium) depletion of a heavy
oil saturated with methane. The saturation (bubble point) pressure is shown
as the dotted vertical line in this figure. Saturation pressure is the pressure at
which the live oil was mixed, since this system was prepared by saturating oil
with methane at this fixed pressure.

The test begins with live oil (i.e. oil that has been saturated with methane at
P = Psat) at pressures above the saturation pressures. Pressure is either with-
drawn in small increments every day or dropped at a fixed rate to understand
the non-equilibrium response of this system. In the pseudo-equilibrium system
gas starts to evolve out of the oil at the bubble point, and accordingly oil vis-
cosity rises as pressure drops and more gas evolves. This is the classic behavior
expected in a solvent-vapor system. As pressure drops below the bubble point,
microscopic gas bubbles that are released from the oil take time to grow and
coalesce into a free gas phase. During the pseudo-equilibrium process, the sys-
tem pressure is only dropped slightly every day, so sufficient time is provided
for the free gas phase to separate from the oil. The time for gas to be released
is a function of the oil viscosity: slower growth and release of gas is observed
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in more viscous oil systems. Thus, when pressure is dropped quickly, the gas
bubbles do not have time to grow and coalesce, and the system behaves like
a live oil until pressure has dropped significantly below the bubble point. This
shows that the effect of the vapor phase solvent is to not only reduce oil viscos-
ity but also maintain this low value during high rate pressure depletion, so what
is produced in high drawdown primary production operations is low viscosity
live oil.

The value of NMR as a tool for testing in these systems is that it can yield
viscosity data for the oil/solvent system even in a non-equilibrium state. Fur-
thermore, it has been previously shown that viscosity correlations can also be
applied to fluids in porous media, so NMR can be used to evaluate the changing
oil viscosity with pressure and time within porous media. This could be in the
form of laboratory-scale core testing, or even through observation wells in the
field.

7.7 Summary of NMR and Fluid Property
Measurements

The key to understanding NMR T2 relaxation distributions is whether the fluid
that is measured is relaxing through bulk or surface processes. For low viscosity
fluids like water in porous media, surface relaxation dominates and NMR relax-
ation distributions can be used to understand the pore size distribution of the
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system, and where water is located in a system that contains both oil and water
saturation. For viscous heavy oil and bitumen, relaxation is dominated by bulk
processes, which are related to the viscosity of the system. Specifically, higher
viscosity fluids exhibit faster relaxation times and lower NMR signal amplitude
compared to lower viscosity fluids. Heavy oil and bitumen are so viscous, in fact,
that their relaxation rate in NMR is independent of whether these fluids exist as
bulk liquids or liquids in porous media. This allows for NMR characterization
of fluid content and in situ oil viscosity in reservoir characterization.

• In bulk liquid systems, NMR can be used to evaluate the water cut of a given
production stream.

• NMR can also provide a measure of the oil viscosity or the viscosity of a
water-in-oil emulsion.

• When the oil and water are present in porous media, so long as the signals
from oil and water can be separated, the output from NMR is a profile of
water saturations and in situ oil viscosity within the oil-bearing zone.

• In the presence of solvents, NMR is used to evaluate the viscosity of the
oil/solvent mixture.

• Calibrated NMR results can be used to understand the oil content in a given
oil/solvent stream, the viscosity of this solution, and provide an indication of
upgrading or de-asphalting that may occur at high solvent contents.

• In the case of vapor phase solvents, NMR relaxation distributions prove that
the viscosity reduction mechanism is the same as heating of dead oil, and
can be used to evaluate non-equilibrium solvent release rates in different
systems.

• The basis for measurements in all of the tested systems is the fact that NMR
provides a means for understanding fluid viscosity in terms of how close pro-
tons are and how quickly they can give off energy.

• NMR may require calibration to improve its accuracy compared to general
model results, but overall this is a powerful tool that can be used to charac-
terize fluid fractions and oil viscosity in heavy oil and bitumen systems.
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8.1 Introduction

Petroleum is a complex mixture of thousands of hydrocarbon compounds and it
is produced from an oil well in the form of reservoir fluid (Riazi, 2005; Acevedo
et al., 2007; López-Gejo et al., 2008). The study of the molecular structure of
crude oil has been very important in the field of petro-chemistry during the
last few decades, because its physicochemical properties are closely related
to its composition and chemical structure (Speight, 2007; Zhang et al., 2009;
Melendez et al., 2012). Parameters such as API gravity, viscosity, and chemical
composition characterize the crude oil and its derivatives.

A variety of spectroscopic techniques (Kvalheim et al., 1985; Gautam, Jin, and
Hansen, 1998; Mohamed and Zaky, 2005; Hongfu et al., 2006; Mullins et al.,
2007; Pantoja et al., 2011) has been used over the last few decades for the anal-
ysis, characterization and classification of crude oil in drilling fields, for the
analysis of petroleum products and for the detection of oil spills (Fingas and
Brown, 1997; Basta, 2010). In this group of techniques, infrared (IR) is probably
the spectroscopic technique most extensively applied in the industry because
it has a low cost, good signal-to-noise ratio, rapid response potential for online
applications, non-destructive and non-invasive instrumentation, and simple or
nearly no specific sample preparation (Buchanan, 2007). In consequence, IR
has been extensively used in the characterization and classification of different
crude oils (medium and heavy), gasoline, and associated products that have
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been carried out with this technique that is based on the characteristic vibra-
tional modes of the functional groups present in the sample (Xing et al., 2006;
Chung, 2007; Cramer et al., 2009; Morris et al., 2009; Balabin and Smirnov,
2011; Ferreiro-Gonzalez et al., 2015).

Environmental protection agencies are working together with government
on the developments of novel IR spectroscopy techniques for the character-
ization of petroleum products and its production process. Goals are diverse,
from inspection purposes to guarantee quality avoiding potential adulteration,
to reduce pollution by producing more environmentally friendly fuels. IR
spectroscopy has also been applied in environmental studies for the detection
and identification of oil spills (qualitative analysis) and the determination
of petroleum, oil, and hydrocarbon concentrations in wastewater and soils
(quantitative) (Pereira et al., 2006; Balabin et al., 2011a; Khanmohammadi,
Garmarudi, and De la Guardia, 2012).

8.2 Sample Handling and Preparation

Sampling, preparation, transportation, and storage are the main sources of
error in the analysis of a complex sample such as crude oil. Although near-
infrared (NIR) technology has become recognized as a rapid, accurate, precise,
and pollution-free method of analysis, a specific sampling procedure is essen-
tial to prevent any degradation of the petroleum or the loss of the more volatile
components, such as methane. Betancourt et al. (2006) designed facilities and
strategies for the safekeeping of crude oil samples, and developed the “chain of
custody” concept: samples are reconditioned in high-pressure bottles at condi-
tions equal to reservoir pressure and temperature, with agitation, for five days.
This procedure showed particular sensitive to methane content. Evidently,
adequate transportation and storage procedures are always required, but any
error in the estimation of parameters may lead to expensive miscalculations.

Falla et al. (2006) used sealed glass bottles stored below 5 ∘C, for crude oil
samples obtained at industrial conditions in order to reduce the loss of light
components and the effects of the natural degradation processes.

William (2008) summarized about 30 factors affecting the accuracy and
precision of NIR analysis in a table, that were classified into three main
columns: sampling (stand out type of sampler, location of sampler, material
to be sampled, size of sample, flow characteristics, sample transfer method,
blending, storage, frequency of sampling, variability of population, sample
selection), samples (stand up type of material, composition, physical texture,
blending, identification/documentation), and sample preparation (stand up
type/model of instrument, type of test: intermittent, in-/online, sample cell
type, sample cell size, particle size, bulk density, composition, physical nature,
stratification, cell cleanup, grinder type).
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In many cases, improvements in the statistics of the success of an NIR cali-
bration lie in developments in one or more of the factors involved in the sample
itself, its preparation, and its presentation to the instrument.

8.3 Near-Infrared Spectroscopy

NIR spectroscopy is a fast and simple analytical technique typically used to
identify chemical components based on specific functional groups. The NIR
region of the electromagnetic spectrum includes wavelengths in the range of
12000–4000 cm–1 (833–2500 nm) (Paso, Kallevik, and Sjöblom, 2009; Pantoja,
2010). Even though NIR spectra are often broad and highly overlapping, they
contain some important vibrational information. The most prominent bands
are found in the region of 5665–5900 cm–1, which corresponds to the first
overtones of C–H stretching vibrations, whose fundamental frequency is
in the 3000–2800 cm–1 region in the mid-infrared. Furthermore, the weak
second overtone of the C–H stretch and C–H combination bands appears
at 8700–8150 cm–1 and in the region from 7350 to 6950 cm–1, respectively.
Aromatic functionalities absorb at 8750 cm–1 (C–H stretch, second overtone),
6915 cm–1, 7050 cm–1 (C–H combinations), 5950 cm–1 (C–H stretch, first
overtone), and 4650–4550 cm–1 (C–H, C=C combinations) (Hannisdal,
Hemmingsen, and Sjöblom, 2005; López-Gejo et al., 2008; Abbas et al., 2012).
Figure 8.1 shows some typical NIR spectra of several different Brazilian crude
oils in three regions.

Before the 1940s, many spectroscopists considered this region confused with
many weak and overlapping peaks of numerous overtone and combination
bands, and, besides, baselines were hard to define. Modern NIR technology
relies heavily on the personal computer (PC). In the 1980s, the first PCs were
introduced with designs adequate for compatibility. The PC soon became the
driving force behind NIR instrumentation (Hindle, 2008). The microprocessor
helps to control and acquire data from the apparatus, and facilitates calibration
and data analysis (Kubelka and Munk, 1931). In 1990, Mullins and Parisi
published two important studies. Mullins (1990) began the question of the
relative magnitudes of light absorption and scattering by asphaltene particles
in crude oils in the NIR spectral range. He compared the effect of dilution with
carbon tetrachloride on crude oil spectra and similar measurements on crude
oils with an immiscible wax phase. Separation of crude oils into asphaltenes
and maltenes allows the measurement of the absorption of individual crude
oil components. The comparison of the original and composite spectra clearly
shows that absorption dominates scattering in the NIR region. The functional
forms expected for absorption and scattering are examined and found to be
consistent with the experimental data. Contrasting the spectra of crude oils
with those of the added spectra of the crude oil components, asphaltenes and
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Figure 8.1 NIR spectra of some Brazilian crude oil samples in three regions: (a) second
overtone of the C–H stretch and C–H combination bands appear; (b) the first overtones of
C–H stretching vibrations; and (c) C–H stretch, first overtone and C–H, C=C combinations.

maltenes, again illustrates the dominance of absorption over scattering by
asphaltic crude oils. Parisi, Nogueiras, and Prieto (1990) demonstrated the
success of NIR using optical fiber in combination with multivariate calibration
to determine fuel quality parameters in gasoline and diesel samples. They
correlated NIR spectra using optical fiber with octane number – research
octane number (RON) and motor octane number (MON) – and paraffin,
olefin, naphthene and aromatics (PONA) content analysis of gasolines, and
cetane number in diesel fuels. The difficulties and possible solutions due to
bubble formation in the online measurement flow cell were explored. They
recommend adopting appropriate sampling techniques and careful data
pretreatment in order to avoid erroneous results.

Many applications appeared that demonstrate the success of NIR for the
prediction of physical and chemical properties of crude oil and petroleum
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products. In this century, Hidajat and Chong (2000) correlated NIR spectra
with the true boiling point (TBP) and API density of crude oils. Fourteen partial
least square (PLS) models were calibrated by a training set of 110 samples. MSC
(multiplicative scatter correction) was used as the pretreatment technique
and cross validation was used as the validation method. Chung and Ku (2000)
correlated NIR spectra with API density of atmospheric residue (AR). They
compared NIR, IR, and Raman spectroscopy for heavy petroleum products.
NIR region provided better spectral reproducibility with higher signal-to-noise
ratio in comparison to Raman and IR spectroscopies. PLS regression was
utilized to develop calibration models. NIR spectra of AR samples were broad,
and baselines were variable, owing to the strong absorption in the visible
range. However, the necessary information was successfully extracted and
correlated to the reference API gravity with PLS regression. API gravities in
the prediction set were accurately predicted with standard error of prediction
(SEP) and showed approximately three times better repeatability compared to
the ASTM reference method. Lima and Leite (2004) predicted some properties
used to characterize and classify asphalt cement grade. Principal components
regression (PCR) and partial least squares regression (PLSR) were employed
to develop linear models to predict penetration value, absolute viscosity at
60 ∘C, kinematic viscosity at 135 ∘C, and the flash point of asphalt cements.
The best results were achieved employing PLSR as a multivariate calibration
method and both normalization and first derivative as spectra pretreatment.
The RMSEP (root mean squared error of prediction) values obtained for
the properties investigated were in the acceptable limits of their reference
methods; other statistical parameters, such as correlation coefficient R2, were
also acceptable for the calibration following the chemometric parameters
mentioned above.

Falla and coworkers (2006) proposed a methodology for the estimation of
the SimDis (simulated distillation) properties of crude oil based on NIR. First,
the spectral reproducibility was analyzed under the effect of temperature
(between 25 and 30 ∘C) and of the data pretreatment method. The spectra
analyzed correspond to the hydrocarbon NIR overtone absorption range
(5600–6000 cm–1). To evaluate spectral reproducibility, six spectra of a sample
were collected, at different time intervals. The relative standard deviation
with respect to the mean spectrum of the set chosen for the test is presented
in Figure 8.2. The values obtained, corresponding to the hydrocarbon NIR
overtone absorption range (5600–6000 cm–1), varied between 0.78 and 3.5%.
The figure shows that the set of spectra used is well distributed, since potential
variations from external (environmental conditions) and internal (scattering,
etc.) effects do not significantly affect the spectral representation of the crude
oil samples. Afterwards, the NIR spectral data were correlated with SimDis
curves (weight percent vaporized at a given temperature) and the salt content
of the petroleum by neural network techniques. SimDis curves of crude oil
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Figure 8.2 Relative standard deviation for reproducibility analysis. Source: Falla et al. (2006).
Reproduced with permission of Elsevier.

were successfully predicted from NIR petroleum spectra via a neural network
model without any sample conditioning. Two error parameters were calculated
(root mean square error of prediction, or RMSEP, and R2 statistic) in order to
evaluate the modeling quality.

Özdemir (2008) demonstrated the application of genetic algorithm-based
multivariate calibration to NIR spectroscopic determination of several diesel
full parameters. Genetic algorithms are one useful tool for solving wavelength
selection problems and may improve the predictive ability of conventional
multivariate calibration methods. The parameters studied were cetane num-
ber, boiling and freezing points, total aromatic content, viscosity, and API
density. Multivariate calibration models were generated using the genetic
inverse least squares (GILS) method and used to predict the diesel fuel
parameters based on their NIR spectra. For each property, a different data
set was used and in all cases the number of samples was around 250. Overall,
percent standard error of prediction (%SEP) values ranged between 2.48
and 4.84% for boiling point, total aromatics, viscosity, and density. However,
%SEP results for cetane number and freezing point were 11.00 and 14.86%,
respectively. They concluded that the NIR spectroscopy can be used for the
simultaneous determination of the chemical and physical properties of diesel
fuels. On the other hand, the genetic algorithm used in the GILS method is
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capable of selecting and extracting the relevant information to build successful
calibration models that have a high predictive ability for independent
test samples.

8.3.1 Near-Infrared in Refineries

The crude oil unit, as part of the atmospheric and vacuum distillation plant,
is the first processing unit in a refinery. Owing to its position (with products
becoming either final products or feedstock for the other processing units),
it is very important to make use of powerful instruments to accurately study
it (Radulescu, 2007). In the last decade the combination of techniques based
on NIR spectra and simulation software was suggested in order to improve
the characterization of the crude oil. Predictive models for the main physic-
ochemical properties (SimDis distillation and API density) were established
using chemometrics. For real-time optimization (RTO) a reference model must
be frequently adjusted to fresh operation data. The adaptation of the model
is necessary in order to ensure that it represents the system even if there are
changes in its constitutive parameters. This feature also guarantees that the
mathematical optimization problem to be solved in order to obtain the set
points of a new operating mode for the process does represent an optimal solu-
tion, or at least is close to it. A steady-state model was implemented using
Aspen HYSYS simulation software. The objective was to evaluate the effect on
the accuracy of the predictions obtained from the process simulator when the
NIR characterization is used as an input.

The methodology is promising, because the simulation permits not only to
compare the predictions but also to obtain the reconciliation of the measured
variables. The real-time characterization of the crude oil feed will allow the
optimization problem to reach realistic solutions. Both the characterization
techniques were applied to petroleum samples available for a very long interval
of operation (a year) and their results were introduced into the detailed model
that was adjusted to the operating data available for this same time range.

Khanmohammadi, Garmarudi, and De la Guardia (2012) published a review
on the application of infrared spectroscopy in the petroleum industry. They
focused on the methods proposed for the determination of a wide range
of characteristics in petroleum-based products. They considered that the
application of NIR spectroscopy petroleum seemed to focus on environmental
aspects and process analytical technology together with efforts to increase
the sensitivity of measurements and the capability of the technique for multi-
parametric analysis.

In summary, process improvements, product characterization, and safety
enhancements are still demanded by the oil and gas industry, and NIR
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spectroscopy is one tool that can successfully fulfill those demands (Radulescu,
2007; Xu et al., 2013; Onajake, Abrakasa, and Osuji, 2015; Milanez et al.,
2016; Paulo, Barros, and Barbeira, 2016). Considering the improvements in
instrumentation technologies and computer science, the ability to use NIR
has increased. Several papers were presented to demonstrate the wide range
of applications in the petroleum industry for which NIR spectroscopy is a
useful tool.

8.4 Chemometrics

The main task of the computer in NIR spectroscopy, aside from driving the
instrument or collecting data, is to interpret the spectra using a variety of
multivariate mathematical techniques. These techniques are used to produce
a mathematical calibration model. NIR spectroscopy technology involves
the multidisciplinary approaches of the analytical chemist, statistician, and
computer programmer. “Chemometrics” is a term applied to the generic dis-
cipline containing computers and mathematics to derive meaningful chemical
information from samples of varying complexity (Workman, 2008; Bampi,
Scheer, and Catilhos, 2013; Gredilla et al., 2016).

8.4.1 Pretreatment

In routine NIR analysis, the spectra should be pretreated to enhance infor-
mative signals of the interested components and reduce uninformative signals
as much as possible (Pantoja, 2006). Smoothing, MSC, mean centering, and
Savitzky–Golay derivation are commonly applied to pretreat the spectra before
modeling in order to remove the scattering effect created by diffuse reflectance
and to decrease baseline shift, overlapping peak, and other detrimental effects
on the signal-to-noise ratio (Boysworth and Booksh, 2008; He et al., 2015; Tong
et al., 2015).

8.4.1.1 Smoothing
Smoothing method was developed to reduce spectral noise without losing
important chemical information. Figure 8.3 shows the effect of smoothing
in three different first-derivative spectra. The dark-gray lines are the original
unsmoothed spectra. The three superimposed light-gray lines are the result
of smoothing with the Savitzky–Golay method with 35 points. The noise is
greatly reduced and the peak itself is changed, making it easier to estimate its
position, height, and width directly, by graphical or visual estimation.

8.4.1.2 Multiplicative Scatter Correction
MSC was developed to reduce the effect of scattered light on diffuse reflection
and transmission NIR spectra. This method has also shown utility as a means
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Figure 8.3 Effect of smoothing (Savitzky–Golay method) to three different first-derivative
spectra.

of removing varying background spectra with non-scattering origins. Conse-
quently, MSC sometimes appears as multiplicative signal correction.

However, a more advanced version of MSC that assumes a unique scatter-
ing model for different regions of the spectra also exists. In this method, each
spectral value is modeled as a linear function of the average spectrum of the
total set. Better calibration results can be obtained by using MSC, because it
simplifies the calibration model by improving the linearity of the system. It can
be analyzed by looking at plots of individual spectral values versus the average
spectrum. Different regression lines are due to scatter effects, and deviations
from the regression lines represent chemical information (López-Gejo et al.,
2008).

8.4.1.3 Mean Centering
Mean centering is applied by subtracting the mean spectrum of the data set
from every spectrum in the data set. The practical consequence of mean cen-
tering data is often a more simple and interpretable regression model.

Although the spectra do not appear to be visually interpretable, none of the
variance within the data set is altered. The major effect of mean centering is
removing the broad sloping background from the data collection.
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8.4.1.4 Derivation
The derivation technique is usually used in spectroscopy and permits spectral
discrimination, in which the first and second derivations exhibit significant
enhancement to the calibration model. Small differences between similar
spectra are often revealed, with the additional effect of improving the resolu-
tion of overlapping bands (Falla et al., 2006; López-Gejo et al., 2008; Boysworth
and Booksh, 2008).

Oliveira et al. (2014) applied first-order Savitzky–Golay derivative prepro-
cessing in NIR spectra of biodiesel blends. They described two applications of
a variant of the multivariate curve resolution alternating least squares method
with a correlation constraint.

Figure 8.4 shows the NIR spectra for 50 crude oil samples before and after first
derivative. First-derivative well-defined peaks were observed. They still look
quite similar, as the subtle differences in relative peak height are masked by
peak magnitude.

The data pretreatment improved the discrimination of the spectral infor-
mation. The absence of preprocessing could cause critical problems for the
effectiveness of the calibration models.

8.4.2 Calibration Model

The goal of calibration is to relate the observed spectra, in a predictive manner,
to a property of interest. A model to correlate the spectral information
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Figure 8.4 (a) NIR spectra of 50 crude oil samples. (b) First-derivative NIR spectra of 50 crude
oil samples.
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Figure 8.4 (Continued)

appropriately pretreated with physicochemical properties of crude oils is
calibrated. With calibration it is possible to predict relevant physicochemical
properties of an unknown crude oil that compare accurately with reference
information on these properties. This is the main objective of the construction
of calibration models.

In order to obtain a robust model, the quality of the calibration set (crude oil
samples) is crucial because the samples must represent the range of variabil-
ity of the calibration set and also be representative of the samples that will be
analyzed. The main calibration methods are described in the following sections
(López-Gejo et al., 2008).

8.4.2.1 Principal Component Analysis (PCA)
PCA is a way of identifying arrangements in data, and expressing the data in
such a way as to enhance their similarities and differences. With this method
you have found relevant information in the data, and you compress the data
in “principal components” (PCs), “factors,” or “latent variables,” reducing the
number of dimensions, without losing much information while avoiding multi-
collinearity. The PCs are linear combinations of the original variables. Figure 8.5
shows a decomposition process in PCs. The first PC represented the direction
of maximum variation through the data. The second PC lies along a direction
orthogonal to the first PC. The new variables (PCs) are uncorrelated with each
other (orthogonal).

The coefficients of the linear combinations are called “loadings” and repre-
sent the relationships among variables (contribution of each variable to the
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Figure 8.5 Schematic representation of the decomposition process in the PCA method.

total variance or information). The coordinates of spectra in the new system
are called “scores” and represent the relationships among samples.

8.4.2.2 Partial Least Squares Regression
PLS regression, which is the most common method for quantitative analysis,
involves projecting the real data into a new coordinate system defined by
factors. The set of variables in the new coordinate system is then used for
calibration. PLS utilizes both an analytical response (data matrix) as well
as concentration information (a concentration matrix) to build a model.
Therefore, a model built using PLS regression simultaneously describes the
variation in both analytical responses and concentrations (Chung, 2007).

It uses the information contained in the dependent variables (Y) for the
decomposition of the original data set. In this manner, PLS leads to PCs that
not only capture the spectral information but also simultaneously maximize
the correlation between the spectral information X and Y. The NIPALS
(non-linear iterative partial least squares) algorithm is commonly used for PLS
calculations because it provides orthogonal PCs. The advantage of applying
PLS is the possibility of obtaining calibration models that are simpler than
those obtained via PCR. The graphic interpretation of models is helpful
because much of the relevant information in Y that is related to spectral
information is modeled by the first PCs.

Figure 8.6 shows the correlations between the measurement versus predicted
values of (a) API degrees and (b) viscosity (cP), for 48 Brazilian crude oil sam-
ples and five crude oil samples for validation by PLS regression. Differences
were observed between these two linear methods: the main difference was the
build of each calibration model: the API model required five latent variables
and the viscosity model required seven latent variables. There are several ways
of evaluating the performance of a calibration model. Therefore, no single esti-
mate of optimal model complexity of model performance should be considered
an exact value. Each estimate should have error bounds assigned. However, the
proper manner to assign the error bounds is not known.
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8.4.2.3 Artificial Neural Networks
Artificial neural networks (ANNs) have attracted great interest as predictive
models. They are powerful tools for the correlation of data in non-linear sys-
tems because they possess the ability to “learn” how to correlate data without
actually modeling the physical/chemical laws that govern the system (Balabin
et al., 2011b; Balabin and Smirnov, 2011; Meng, Jia, and Wang, 2014; Elfghi,
2016).

Feed forward neural networks, using sigmoid transfer functions, have been
commended as universal non-linear approximators, and their application in the
field of chemical and petroleum engineering has grown quickly (Zendehboudi
et al., 2014).

Recently the use of ANNs has been reported in the literature with advan-
tages in some cases over PLS models, owing to its non-linearity. Balabin and
co-workers (2010) compared multivariate techniques using NIR data of gaso-
line. They compared the performance of nine different multivariate calibration
methods: linear discriminant analysis (LDA), quadratic discriminant analysis
(QDA), regularized discriminant analysis (RDA), soft independent modeling
of class analogy (SIMCA), partial least squares (PLS) classification, K-nearest
neighbor (KNN), support vector machines (SVMs), probabilistic neural net-
work (PNN), and artificial neural network multilayer perceptron (ANN-MLP),
for grouping gasoline. KNN, SVM, and PNN techniques for arrangement were
found to be among the most effective ones. ANN-MLP approach based on
PCA, which was believed to be efficient, has shown much worse results.

8.4.3 Validation

Validation is the procedure by which the predictive quality of the calibration
model is assessed. Its objective is to evaluate the performance with respect to
its complexity. This is done by applying the model to predict the properties of
samples that were not used in the development of the model (external valida-
tion) to confirm the proper selection of model parameters, and estimate the
method error. Validation also has an important role to avoid fitting the model
to perfection on a given set of training samples at the expense of reducing its
ability to predict new samples, as the consequence of a model overfit (Gredilla
et al., 2016; Martens and Naes, 1989).

The quality of the predictions is translated into a prediction error index that
is used in order to determine the optimal complexity of the model. Estimating
too few or too many constants in the calibration model will both give higher
prediction errors. This error contains two parts that are related to the calibra-
tion process. With increasing complexity of the calibration model, one part of
the predictions error decreases (systematic interferences from other chemi-
cal constituents and from optical phenomena in the spectra data), but at the
same time another part of prediction error increases (random errors in the
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Figure 8.7 Validation curves for NIR models developed using PLS for API degree (a) and
viscosity (b) of crude oil samples.

calibration data). The more elaborated the calibration model is, the higher is
the probability of drawing noise from the spectral and chemical calibration data
into the calibration coefficient (overfitting). An optimal prediction is obtained
by balancing the two types of errors. This balancing depends on the nature of
the interference problem and the precision of the calibration data (Martens and
Naes, 1984; Martens and Dardenne, 1998).

One of the most used validation indexes is the leave-one-out cross-validation
statistic, in which the subgroups used for calibration correspond to all the
data with one sample excluded at a time. Prediction error is evaluated for
the excluded sample. A very popular prediction error index is the RMSECV
(root mean squared error of cross-validation) because its units are the same
as those of the properties modeled (Hidajat and Chong, 2000; Siesler et al.,
2002). Figure 8.7 shows the validation curves corresponding to the NIR models
for viscosity and API degree of crude oil samples (scatter plots are shown
in Figure 8.6) as a function of the number of PCs. These curves justify the
selection of five PCs to construct the optimal API degree model and seven for
viscosity model.

8.4.4 Other Methods

The use of the full spectral region from NIR spectroscopic analysis does not
always lead to a good multivariate calibration model, as many of the wave-
lengths do not contain useful information. Owing to the complexity of the spec-
tra, some of the wavelengths or regions may, in fact, disturb the model building
step. Genetic algorithms (Paso, Kallevik, and Sjöblom, 2009; Yun et al., 2014,
2015) are one of the useful tools for solving wavelength selection problems
and may improve the predictive ability of conventional multivariate calibration
methods.
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8.5 Commercial NIR Equipment and Industrial
Applications

Based on the outstanding advances had in the field of NIR spectroscopy during
the last decades, today NIR spectroscopy is an everyday tool used by the oil
and gas industry. Thus, NIR equipment can be found along the entire supply
chain, from wells to refineries and even tank stations, while applications goes
from characterization of crude oil and related products to process control and
optimization as well as inspection activities with quality control purposes.

As mentioned before, NIR does not require any specific sample preparation,
requires short acquisition time, and allows performing an online measurement
in a non-intrusive way. This is critical for the oil and gas industry since
the product, as crude oil or white fuel, remains almost its entire lifetime in
pipelines. To perform an NIR online measurement there are two possibilities.
Either an immersion probe or a flow cell is used. Immersion probes are most
widely used for Fourier transform near infrared (FT-NIR) measurements in
process control and can work in a transmission mode or a reflection depending
on the transmittance of the sample. For crude oil, reflectance will be typically
used, while, for white fuels, transmission can be the most appropriate. Besides
immersion probes, flow cells are widely used. In this case, the sample flows
directly through the cell where the spectrum is measured and measurement is
done exclusively in transmission mode. Typically, a flow cell probe allows one
to acquire the spectra of a fluid flowing in a pipeline at a high pressure, while
the immersion probe is designed to measure at pressures close to atmospheric.

Several manufactures offer online NIR equipment and have developed appli-
cations. A summary of the main instruments in the market is presented in
Table 8.1 (information obtained from manufacturers brochures and manuals).

A large number of properties are measured with NIR spectroscopy these days
at refineries with the final goal of ensuring quality or optimizing the produc-
tion process. Those properties go from RON (research octane number), MON
(motor octane number), cetane index, % aromatics, % olefins, % benzene and
% oxygenates, to RVP [kPa] (Reid vapor pressure), D10%, D50%, D90%, Pour
Point, Cloud Point, and Cold Filter Plugging Point or E170, to name a few.

8.5.1 Industrial Applications

NIR has been used in the oil and gas industry since the late 1970s and early
1980s. Nevertheless, the recent development of chemometric techniques
together with the increase of computing power has significantly increased the
possibilities of this technology and new applications have been developed.
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8.5.1.1 Pipeline Product Analysis and Identification
NIR has been used successfully to monitor the input and output streams of
crude oil distillation units, naphtha crackers, reformers, and other downstream
processes, such as paraxylene.

8.5.1.2 Crude Distillation Optimization
During this process, the crude oil is distilled, yielding the different raw products
such as light naphtha, heavy naphtha, and diesel. Real-time knowledge of crude
properties is critical to ensure that full value is extracted from the crude in
the refining activity. The most successful approach has been the prediction of
the physicochemical properties of crude oils by correlating the data obtained
by a rapid, surrogate method (usually spectroscopic) to the data obtained by
the conventional, lengthy crude assays. NIR has proved to be one of the most
successful spectroscopic methods to obtain this data.

8.5.1.3 Product Blending
Product blending is considered the final stage in the conversion of crude oil into
useful fuels. The blender mixes together several streams from various process
units to provide fuel that meets government, international, or customer spec-
ifications. NIR spectroscopy is used to measure product qualities in real-time
which are fed to an online blending optimizer, ensuring the most economic
blending operation to achieve blend targets.

8.5.1.4 Ethanol Fermentation
Ethanol fermentation at the bioethanol industry can be monitored in-line
thanks to NIR spectroscopy, which provides real-time measurement data
including ethanol, sucrose, fructose, glucose, total acids, yeast%, glycerol,
degrees Brix, and pH. The data can be used to control the fermentation
processes and to control feeding pipes of syrup and juice.

8.5.1.5 Conjugated Diolefins in Pygas
Pyrolysis gasoline (pygas) is a by-product of high-temperature naphtha crack-
ing during ethylene and propylene production. Pygas can be blended with other
hydrocarbons as a gasoline additive, but before that some unwanted conjugated
diolefins should be eliminated or reduced to acceptable levels of 2 mg/g (0.2 %).
In order to do so, the pygas is treated in a selective hydrogenation unit (SHU).
In contrast to the wet-chemical determination, which takes several hours and
requires trained chemists, NIR offers a very fast and robust quantitative method
for diolefins determination.

8.5.1.6 Regulatory Fuel Screening
To ensure compliance with local or international regulatory standards, fuels
can be analyzed with NIR in situ at gas stations by inspectors. NIR is particu-
larly suitable for this type of regulatory inspection since no sample preparation
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and consumable is required, allowing a very fast and robust analysis. Portable
NIR equipment is transported into a car which moves from one location to
the other performing analysis of RON, total aromatics, and olefins for gasoline
while density, viscosity, cetane index, and distillation points are measured for
diesel with the same NIR equipment.

8.6 Conclusions

NIR was depicted as a modern and accessible technology for the characteri-
zation of petroleum and related products. An introduction to the multivariate
methods mostly used as well as an up-to-date list of the commercial NIR equip-
ment and applications were presented. This information should be useful when
deciding what technology to choose for an industrial application. It could also
shed some light on the steps necessary for its successful implementation.
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9.1 Introduction

Over the past decades, vibrational spectroscopic methods in terms of Raman
and infrared (IR) spectroscopy have been established as versatile analytical
tools in a large variety of fields, including the analysis of crude oil and its con-
stituents. Vibrational methods are capable of detecting virtually all molecular
species. The corresponding spectrum is a highly species-specific molecular
fingerprint and enables a multitude of chemical information to be extracted.

Crude oils are basically mixtures of thousands of different hydrocarbon
species. Besides compounds consisting of carbon and hydrogen, there are
nitrogen, oxygen, sulfur, and metals. This complexity makes a detailed compo-
sitional analysis difficult or even impossible. In most applications, the chemical
analysis is therefore performed in such a way that the amounts of certain
groups of species are determined. This means that instead of quantifying
individual species, classes of chemicals with similar properties are considered.
A common classification is the distinction of the so-called SARA fractions:
saturates (S), aromatics (A), resins (R), and asphaltenes (A). The saturates
represent the group of aliphatic hydrocarbons, including normal-chain and
branched alkanes as well as cycloalkanes (naphthenes). Molecules with CC
double and triple bonds are not included. The group of aromatics contains
benzene and its derivatives, including compounds with multiple rings. Polar
molecules (possibly containing heteroatoms like nitrogen, oxygen, or sulfur)
are characteristic of the resin fraction. Finally, there is the class of asphaltenes,
which contain larger amounts of heteroatoms as well as organometallic
constituents. Asphaltenes are mainly polycyclic aromatic compounds and
have a complex structure. These brief SARA definitions already demonstrate
that it may be difficult to unambiguously classify a given compound to one
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Edited by Ashutosh K. Shukla.
© 2018 John Wiley & Sons Ltd. Published 2018 by John Wiley & Sons Ltd.



�

� �

�

246 Analytical Characterization Methods for Crude Oil and Related Products

particular class. The main reason is that the saturates and aromatics are
defined by their chemical structure, but resins and asphaltenes are defined by
their chemical and physicochemical behavior. This needs to be kept in mind
when interpreting the results from analytical methods applied to crude oil and
its constituents.

9.2 Fundamentals of Raman and Infrared
Spectroscopy

The existence of discrete, species-specific vibrations in a molecule is the basis
of vibrational spectroscopy. These vibrations are due to the non-static nature
of covalent bonds between atoms. A two-body system, in which two masses
are connected with each other by a spring, represents a simple model to illus-
trate the vibrational phenomena at the molecular level (see Figure 9.1). Such a
system has a single degree of freedom for vibrations (stretching mode) and the
normal frequency 𝜈 of the harmonic oscillation between two bodies of masses
m1 and m2, and the bond strength k (equivalent to the force constant of a spring
connecting the bodies) is given by

𝜈 = 1
2𝜋

√
k•(m2 + m1)

m2•m1
. (9.1)

The constituents of crude oil are usually polyatomic molecules with a
complex electron distribution. Such compounds have a multitude of bending
(scissoring), rocking, wagging, and twisting vibrations in addition to the nor-
mal stretching modes (Figure 9.2). Hence, their vibrational signature yields a
unique molecular fingerprint. For spectroscopy, all these modes are expressed
as energy differences between the corresponding ro-vibrational states. They
can be given in joules or in the more common unit of reciprocal centimeters,
cm–1 (wavenumber). The wavenumber �̃� is the energy E in joules normalized
by the product of the Planck constant h and the speed of light in vacuum c.

�̃� = E
hc

(9.2)

m1

m2

R

k

ω

Figure 9.1 Two-body system as a model for
molecular vibration and rotation. Masses m1 and
m2, bond strength (spring constant) k, interatomic
distance R, and angular velocity 𝜔.
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Figure 9.2 Illustration of
the different types of
vibrational modes in
polyatomic molecules.

stretching
(symmetric)

scissoring
(bending)

wagging

stretching
(anti-symmetric)

rocking twisting

Its wide use in the field of spectroscopy comes from the fact that it is propor-
tional to energy and at the same time it is the reciprocal value of the wavelength
of photons with the same energy. Hence, it is a very useful and sensible unit in
all fields of optical spectroscopy. A detailed description of vibrational states and
their coupling with molecular rotation can be found in the common physics and
spectroscopy texts, see, for example, Banwell and McCash (1994) and Haken
and Wolf (1995).

IR and Raman spectroscopy are the most common vibrational spectroscopic
techniques. IR spectroscopy is based on the direct absorption of electromag-
netic radiation by a molecule, when the energy of the photon to be absorbed
matches the energy difference between two molecular ro-vibrational energy
levels. On the other hand, Raman spectroscopy takes advantage of the inelastic
scattering of light at molecules. The term “inelastic” means that the scattered
radiation is frequency shifted with respect to the incident light. In other
words, an energy exchange takes place during the light-matter interaction.
Both absorption and inelastic scattering are depicted in Figure 9.3. In IR, the
molecule reaches the excited state directly by taking up the right portion of
energy via absorption of an IR photon. In Raman, a photon exceeding this right
portion of energy interacts with the molecule and the emission of a photon
with reduced energy compared to the incident one results in the molecule
reaching the same excited state as in the IR case. The intermediate state n
is often referred to as the “virtual energy state” as it does not represent an
energy level that is part of the molecule’s natural structure. Consequently, the
lifetime is extremely short and the Raman “excitation-emission” process can
be considered instantaneous. On a side note, Albert Einstein described the
difference between IR and Raman with a vending machine metaphor: “IR:
Insert 10 cents in a Coke machine and receive a Coke; Raman: Insert 1 dollar
and receive a Coke and 90 cents change.”
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Energy

IR Raman (Stokes)

a

b

n

hνR

h(ν0–νR)hν0

Figure 9.3 Schematic energy level
diagram illustrating the direct
absorption process of a photon (energy
h𝜈R) between the ro-vibrational energy
states a and b, and the inelastic
scattering of an incident photon (energy
h𝜈0) yielding the emission of a Raman
photon (energy h(𝜈0-𝜈R)).

The vibrational spectrum of a species is a molecular fingerprint, as all func-
tional groups and their geometric arrangement yield an individual structure of
energy levels. In crude oil and its constituents, there is a multitude of different
chemical compounds each consisting of a multitude of functional groups. As
mentioned in Section 9.1, the main constituents are alkanes, naphthenes, aro-
matics, and asphaltics. The most relevant groups and the wavenumber ranges
of their vibrations are summarized in Table 9.1.

Table 9.1 Functional groups and their
normal vibrational bands in cm–1.

Functional group
Vibrational
bands (cm–1)

NH stretching 3300–3500
OH stretching 3200–3600
aromatic CH stretching 3000–3200
aliphatic CH stretching 2700–3000
SH stretching 2500–2600
C≡N stretching 2200–2300
C≡C stretching 2100–2300
C=O stretching 1700–1850
aromatic ring 1500–1600
CH deformation 1400–1600
CN stretching 1000–1300
S=O stretching 1000–1200
CO stretching 950–1300
aromatic ring 700–900
CH rocking 700–800
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9.3 Infrared Spectroscopy

Only a brief account of the basics of IR spectroscopy and its implementation
is given here. For a detailed description, the reader is referred to the literature,
see for example, Haken and Wolf ( 1995), Schrader (1995), and Griffiths and De
Haseth (2007).

As aforesaid, IR spectroscopy utilizes the direct absorption of electromag-
netic radiation. For this purpose, the frequency of the electromagnetic wave
must be equal to the oscillating frequency of a molecular vibrational mode. For
completeness, we note that near-infrared (NIR) spectroscopy, in which vibra-
tional overtone and combination bands are probed, is very similar. As NIR
methods find wide applications in the analysis of crude oil as well, Chapter 8 is
dedicated to this area; here, we focus on the mid-IR spectral range. The mid-IR
spectral range is normally specified as 2.5–50 μm (200–4000 cm–1) and the
NIR covers the range 0.75–2.5 μm (4000 to 13,333 cm–1). Consequently, the
mid-IR contains the normal vibrations, while overtone and combination bands
are predominantly found in the NIR.

A requirement for IR absorption is that a change in the oscillating dipole
moment is produced during the vibrational motion of the molecule. Mathe-
matically this means that(

𝜕𝜇

𝜕q

)
≠ 0, (9.3)

where 𝜇 is the dipole moment and q is the normal coordinate. When this
pre-requisite is fulfilled, the vibrational mode is called “IR-active.”

The measured quantity in IR spectroscopy is the intensity I of the light
transmitted by a sample of thickness d. The intensity I divided by the incident
light intensity I0 is the transmission T , which is determined as a function of
wavelength to yield the IR spectrum. The data are eventually plotted against
wavenumber either as transmission, absorption (=1 – T), or absorbance (A =
–log(T)) spectrum.

The above quantities are connected with each other by the Beer–Lambert
relation

A = − log
(

I
I0

)
= 𝜀(𝜆)•c•d, (9.4)

with the extinction coefficient 𝜀 as a function of wavelength 𝜆 and the con-
centration c of absorbing molecules. An IR spectrum comprises all individual
contributions (i.e. all the different vibrations from all the molecules in the
system under investigation). Hence, extracting quantitative information
about the chemical composition is a challenge, because of the spectral com-
plexity. Employing Equation 9.4 for quantification purposes is only possible
when the species of interest exhibits an isolated peak that is not sensitive



�

� �

�

250 Analytical Characterization Methods for Crude Oil and Related Products

to molecular interactions. A complicated fluid like crude oil, where many
different but structurally similar species are present, calls for more sophisti-
cated approaches to data evaluation. An overview of possibilities for analyzing
vibrational spectra is given in Section 9.5.

Nowadays, there are numerous IR instruments commercially available. Most
of them utilize an interferometric analysis (Michelson interferometer) when
recording the data. The interferogram is then Fourier transformed to obtain
the spectrum in the frequency domain (i.e. as function of wavenumber); hence,
they are called Fourier transform infrared (FTIR) spectrometers. Most instru-
ments offer a variety of modes to enable the interaction of the radiation with the
sample (e.g. transmission, diffuse reflection, and attenuated total reflection).
Those concepts are illustrated in Figure 9.4. In transmission measurements, the
sample is placed in between two transmittive windows, and the transmitted
light is recorded as a function of wavelength. The appropriate sample thick-
ness depends on the absorption coefficient and the molecular density of the
target species. As crude oil is a rather opaque and highly viscous fluid, data
acquisition in transmission mode is usually not the method of choice. The high
viscosity makes the fluid rather sticky and hence the cleaning effort is high when
a sample is prepared as a thin layer between two flat windows. In addition, the
low transmittance of the sample established a need for a very thin layer (e.g.
with a thickness of a few microns). Precise spacers that ensure a sample thick-
ness below 25 μm are difficult to use and expensive. Another drawback of the
transmission mode is that the window material must be transmittive for the IR
radiation. Consequently, conventional borosilicate or fused silica quartz glasses
cannot be used. Crystalline materials, such as KBr, CaF2, and NaCl, are bet-
ter suited. However, one serious problem arises, as these salt materials may be
affected and be irreversibly damaged even by small amounts of water/moisture
in the samples. The next option, diffuse reflectance, is better suited for crude

(a) (b) (c)

sample

sample

window sample window ATR crystal

Figure 9.4 Illustrations of the most common IR concepts: (a) transmission, (b) diffuse
reflectance, and (c) attenuated total reflection.
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oil. In this mode, the sample surface is illuminated by the IR radiation and the
scattered/reflected photons are detected at a defined angle. This arrangement
allows obtaining spectra of opaque samples. However, a disadvantage is that
the spectra acquired through the diffusely scattered radiation have a limited
reproducibility and thus a quantitative analysis is challenging.

Many applications of IR spectroscopy to liquids employ attenuated total
reflection (ATR) spectroscopy. In such an experiment, the IR radiation is
propagating in a transmittive high-refractive-index material (often ZnSe, Ge,
or a diamond crystal), the internal reflection element (IRE, with refractive
index nIRE). The sample has a lower refractive index, nsample. When the sample
is in contact with the IRE surface and the radiation is reflected at an angle 𝛼

at this surface (total internal reflection), the evanescent field can interact with
the sample. The reflected beam is attenuated and carries the spectroscopic
information if absorption takes place. Like diffusive reflectance, ATR is suitable
for analyzing opaque samples, and sample preparation is minimal.

An advantage of the transmission mode is its well-defined sample thickness,
which is given by the geometry of the measurement cell. On the other hand,
in ATR experiments, the penetration depth, dp, of the evanescent field is a
complicated function of the wavelength (recall that the refractive index is a
function of wavelength). This must be taken into account when ATR-IR spec-
tra are interpreted quantitatively (Kiefer et al., 2014). The penetration depth is
usually described as

dp = 𝜆

2𝜋 • nIRE•

(
sin2

𝛼 −
(nsample

nIRE

)2
)1∕2

. (9.5)

However, we must note that this parameter must not be used as a path length
and inserted in the Beer–Lambert relation (see Equation 9.4). The penetration
depth is the distance from the surface at which the exponentially decaying elec-
tric field reaches a fraction of 1/e with respect to its value at the surface. In
the context of quantitative measurements, the effective path length, deff, is the
parameter of interest. It represents the corresponding sample thickness that
would lead to the same absorption in a transmission experiment (Averett and
Griffiths, 2008). Note that the effective path length is a kind of auxiliary param-
eter, which cannot be determined in a straightforward manner (Harrick and du
Pré, 1966; Averett and Griffiths, 2008; Kiefer et al., 2014).

9.4 Raman Spectroscopy

Like for IR spectroscopy, only a brief account of the basics of Raman spec-
troscopy and its implementation is given here. For a detailed description, the
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reader is referred to the literature, see, for example, Banwell and McCash
(1994), Haken and Wolf (1995), and Schrader (1995).

Raman spectroscopy is based on the inelastic scattering of light at molecules.
This means that the scattered photons have a different energy than the incident
light and thus are frequency shifted. In the case of “Stokes Raman scattering,”
which is shown in Figure 9.3 and the physical process relevant in most practi-
cal applications, the scattered light is shifted toward lower frequency (called
a “red-shift”). This means that energy is transferred from the incident light
to the molecule and it reaches an excited state via this indirect two-photon
process. Recall that in IR spectroscopy the same state was reached directly by
absorption. The frequency difference between the incident and scattered light
is molecule-specific. The above explanation involving photons is basically from
quantum mechanics. However, the existence of the frequency-shifted Raman
bands can also be explained using the wave nature of light. In this case, an oscil-
lating Hertz dipole can be considered. It emits waves of the exciting frequency
plus side bands that are frequency shifted by the harmonic oscillation frequency
of the dipole itself. The wave explanation eventually leads to a simple mathemat-
ical expression that needs to be fulfilled in order to observe Raman scattering:(

𝜕𝛼

𝜕q

)
≠ 0, (9.6)

with the polarizability 𝛼 and the normal coordinate q. When Equation 9.6 is
fulfilled, the molecule or a specific vibrational mode is called “Raman-active.”

The signal intensity IRS for a Stokes Raman line is often simplified as linearly
dependent on the species’ number density c, the intensity of the incident light
I0, the solid angle of the signal collection optics Ω, and the Raman “scattering
cross-section,” 𝜕𝜎∕𝜕Ω. A common empirical relation is given by

IRS = kexp•Ω•
𝜕𝜎

𝜕Ω
•c•l•I0, (9.7)

where kexp is a constant of the experiment and l is the length of the collection
volume. Similar to IR, a Raman spectrum comprises the contributions from all
the different vibrations from all the molecules in the system under investiga-
tion. Hence, Equation 9.7 can only be used to extract quantitative information
from a spectrum, if the target species exhibits an isolated peak that is not sen-
sitive to molecular interactions. Hence, in most practical applications, more
sophisticated approaches to data analysis are needed. An overview will be given
later.

It should be emphasized that Raman scattering is a non-resonant process.
In other words, none of the involved photons matches the energy difference
between two molecular states. This means that the wavelength of the light
source can basically be chosen arbitrarily, which is a great advantage over
many other techniques. However, there are a couple of effects related to Raman
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that need to be taken into account. First, the Raman scattering cross-section
is a strong function of wavelength (proportional to 𝜆–4). This means that a
short wavelength laser (visible or ultraviolet) will give a stronger signal than
a near-IR one with the same power. Consequently, it seems best to go for
short wavelengths. However, the laser may resonantly excite some species in
the measurement volume. These electronically excited molecules can emit
fluorescence, which can represent a severe interference. Crude oil usually
contains aromatic compounds and they are likely to emit fluorescence, when
they are excited in the ultraviolet or visible spectral range. As fluorescence
signals can be many orders of magnitude stronger than the non-resonant
Raman scattering, the latter may be completely masked. Therefore, the use of
a near-IR laser will be the light source of choice in most cases when crude oil
and its constituents need to be characterized. For completeness, an overview
of techniques to suppress fluorescence interference in Raman spectra can be
found in the review of Wei, Chen, and Liu (2015).

The main components for a Raman spectroscopy experiment are a light
source and a spectrograph or monochromator equipped with a sensitive
detector in order to record the weak signals as a function of wavelength.
The light source is normally a laser, but recent developments have made
light-emitting diodes suitable alternatives as well (Greer, Petrov, and Yakovlev,
2013; Schmidt and Kiefer, 2013). Its specifications depend on the measurement
task. For example, for gas-phase analysis, high optical power (in the order of
W) is required as the molecule density is low, whereas for liquids a commercial
laser pointer (mW) may be sufficient. For analyzing fluids like crude oil, a
laser power in the order of 10–100 mW is usually sufficient. The wavelength
should be in the NIR in order to avoid fluorescence interference, as described
above. Suitable detectors include intensified charge-coupled device (ICCD)
cameras, electron-multiplying CCD (EMCCD) cameras, back-illuminated
CCD (BICCD) cameras, and photo-multiplier tubes (PMTs). ICCDs offer
higher performances than EMCCD cameras. They can reach very short gating
times (order of hundreds of picoseconds) and their high sensitivity allows
single-photon detection. However, they are generally more expensive than
EMCCD cameras, even though the necessity of a cooling system to cool the
EMCCD chip down to temperatures around 170 K adds additional costs
to the EMCCD camera. BICCD cameras are used to increase the quantum
efficiency with respect to the front-illuminated CCD cameras in which the
incident photons fall on the part of the CCD chip containing the circuit mask
that covers half of the sensitive detector area. PMTs offer higher sensitivity
and higher signal-to-noise ratio than CCD cameras do, but they do not allow
recording the entire spectrum simultaneously. The spectrum has to be scanned
stepwise with the monochromator.

There are two common experimental arrangements for Raman spectroscopy:
the 90∘ and the backscattering setup. In the 90∘ setup, the scattered Raman
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Figure 9.5 Schematic Raman backscattering setup.

signal is collected by a lens in direction perpendicular to the laser beam
and delivered to a spectrometer. In the spectrometer, the signal is spectrally
dispersed and detected as a function of wavelength. This setup can easily be
arranged but a requirement is that the sample transmits the laser beam and
the signal. For an application of Raman spectroscopy to crude oil, this poses a
challenge and thus the alternative backscattering geometry is more suitable. In
Raman backscattering spectroscopy the part of the signal, which is scattered
against the laser propagation direction, is collected and analyzed. Figure 9.5
shows a schematic of a Raman backscattering setup. The laser beam is reflected
toward the measurement volume by a dichroic mirror that operates also as
a Rayleigh filter. It does in fact block more than 99% of the light elastically
backscattered from the sample and it is transmissive for the Raman signal
wavelengths. Therefore, the backscattered signal can be collected by the collec-
tion lens and focused into the spectrometer by the focusing lens. An additional
notch filter is usually placed between the two lenses to further reduce the
Rayleigh signal before entering the spectrometer. The backscattering geometry
allows recording Raman signals from surfaces of condensed phase matter.
Another advantage of this setup is its robustness as the laser beam and
signal are partly guided by the same optical components. The backscattering
principle is often used in Raman microscopy and fiber-coupled Raman probes
for process monitoring. As can be seen in Figure 9.5, the collection lens focuses
the signal through a pinhole. Together with an obscuration disk, this pinhole
ensures that only signal from a defined measurement volume is guided to the
spectrometer. They act as a spatial filter. This setup can be modified by placing
the collection lens before the dichroic mirror. This arrangement facilitates
focusing the laser to a small spot in the measurement volume and collecting
the signal confocally with the same lens. This approach is used in confocal
Raman microscopy and enables spectroscopy with very high spatial resolution
in the order of micrometers and better.

For a comparison, the main features and pros and cons of Raman and IR spec-
troscopy are summarized in Table 9.2.
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9.5 Evaluation of Vibrational Spectra

This section introduces methods for evaluating spectroscopic data. The most
straightforward method to extract quantitative information from a vibrational
spectrum is to calibrate the intensity of a single peak against the concentration
of the corresponding species. This approach, however, is unlikely to work in the
analysis of crude oil, owing to the chemical complexity that results in a spectral
overlap of different peaks. Another straightforward but also simplistic tech-
nique is spectral “soft modeling” (note that the term soft modeling is sometimes
used in the literature for other approaches as well). In spectral soft modeling
the spectrum of a mixture is considered a linear combination of the weighted
spectra of the pure components in the mixture (Zehentbauer and Kiefer, 2012).
The weighting factors of the individual species are determined in a simple fit-
ting (e.g. minimizing the residual between the experimental spectrum and a
synthetic spectrum calculated from the weighted pure species spectra). After
calibration, the weighting factors of the individual species can be converted
to concentration values. This approach does only work as long as there are no
spectral line shifts or changes in the signal intensity, owing to non-ideal mix-
ture behavior. Therefore, the method is mainly used in gases (Kiefer et al., 2008)
and simple liquid mixtures (Struthers et al., 2011). The spectroscopy of crude
oil will normally not fulfill the prerequisites for the application of soft modeling.
Therefore, this approach is not discussed further here.

More sophisticated approaches to spectral analysis are deconvolution,
peak fitting, and indirect spectral hard modeling. These methods are more
universally applicable and can deal with complex spectra of mixtures. In all
three, the spectrum is considered a sum of individual peaks represented by
Gaussian, Lorentzian, or Voigt profiles. Deconvolution and peak fitting are
basically techniques for identifying peaks and their spectral parameters, such
as center wavenumber, intensity, line shape, and bandwidth. When “peak
fitting” is applied, the experimental spectrum is fitted to a sum of individual
lines (some of the spectral parameters may be fixed during this procedure) in
order to obtain a good representation of the measured spectrum. In contrast,
“deconvolution” algorithms determine these parameters computationally as a
first step. For instance, the first- and second-derivative spectra are derived and
the position of a peak in the original spectrum can be identified at the extreme
values of the second-derivative spectrum. This works even for overlapping
peaks. The deconvolution is particularly useful, when the signal exhibits a
high signal-to-noise ratio. When the noise level is high, however, the analysis
via derivative spectra becomes problematic, as statistical fluctuations may
incorrectly be identified as peaks by automatic deconvolution algorithms.
Eventually, the peak parameters can be calibrated against the mixture com-
position and hence, when these parameters are determined in a spectrum of
an unknown mixture, the compositional information can be obtained. This
procedure is known as “indirect spectral hard modeling” (Alsmeyer, Koß,
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and Marquardt, 2004; Viell and Marquardt, 2012). In order to reduce the
computational cost, it is reasonable to reduce the spectral window of interest
to a minimum. In other words, a limited spectral region with contributions
from all species of interest is chosen before a detailed analysis is carried out.

Chemometrics represent the most universal approach to spectral analysis.
Chemometric techniques are mathematical and statistical methods. They allow
chemically relevant information out of the vibrational spectra to be obtained,
displaying this information and putting it into a form of data that can be
interpreted. These methods were first introduced in the 1980s by Wold (Wold,
Esbensen, and Geladi, 1987) and Kowalski (Sharaf, Illman, and Kowalski,
1986). One of the most important and powerful tools of chemometrics is the
principal components analysis (PCA). PCA is a data reduction method used
to re-express the original data set depending on a large number of variables
with fewer dimensions. The original variables are projected in a new Cartesian
system in the order of decreasing variance and only the variables with high
variance are retained. In order to correlate the information in the original
data set to the investigated property (e.g. the amount of a component in a
mixture) chemometrics algorithms for performing regression are used. Among
those algorithms, the most common ones are principal component regression
(PCR) and partial least squares regression (PLSR). The first step of PCR is a
PCA, which is described in more detail below, and then a linear regression of
the response variables on the principal components is performed. In PLSR,
differently from PCR in which the response variables are not considered to
create the principal components, these responses are taken into account.
This often leads to more precise models. Within chemometrics there are also
non-linear higher-order approaches such as support vector machines (SVMs)
and artificial neuronal networks (ANNs). SVMs are learning machines based
on statistical learning theory, trained through a supervised learning algorithm.
ANNs are models inspired by the interconnection system of neurons, which
communicate between each other and are capable of learning. Differently from
the result of SVMs, the result of ANNs is dependent on the initial parameters
and this sometimes makes it necessary to repeat the network training.

As aforesaid, PCA is a very common tool and it represents a kind of gold
standard in the field of chemometrics. The first paper on PCA appeared in
1901 (Pearson, 1901), but it was Harold Hotelling who formulated in 1933 the
PCA theory as it is known today (Hotelling, 1933). PCA is a change of variable
space with the aim of reducing the original variables into a lower number of
non-correlated orthogonal factors (eigenvectors) or components that capture
maximum possible information from the original variables. The matrix of the
measured data X (matrix of intensities or absorbances) can be expressed by
Equation 9.8:

X = S • L′ + E, (9.8)
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(I × J)

X = S L´ + E*

(I × F)
(F × J)

(I × J)

Figure 9.6 The matrix of the original data (X) can be expressed as the product of the matrix
of the scores (S) and the matrix of the loadings (L) plus the matrix of the residuals (E).

where S is the matrix of the scores, L is the matrix of the loadings, and E is the
matrix of the residuals. The scores are the eigenvectors, the loadings are their
weights, and the residuals represent that part of the data not explained by the
model. Equation 9.8 can be expressed graphically, as shown in Figure 9.6, in
which F is the number of principal components.

Each principal component consists of one score and one loading vector and
can be expressed as:

Zi = si • l′i (9.9)

with the number of components i. The goal of PCA is to find components that
explain the most of the variation in the original data. The first principal com-
ponent accounts for the maximum possible variance in the original data. The
second component, which is orthogonal and uncorrelated to the first one, cap-
tures most of the information from the original data that is not in the first
component. This would be the requirement for all the other components. In
order to visualize the concept, the very simple plot in Figure 9.7 is considered.
PCA has the goal of finding a new dimension, which is able to represent all
the data points individually. First, the vector having the direction of maximum
variance of the data points is considered and then the data points are projected
on this vector. In this way, the points can be very easily represented and they
are highly separated between each other. This vector is called the first princi-
pal component and it is indicated in Figure 9.7 as Z1. Perpendicular to Z1 is

Figure 9.7 Determination of the first and second
principal components.

x

y

z2 z1
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the second principal component Z2. The first loading is the direction where the
original data projected on that direction have the highest variance. The scores
are the projections of the original data on the loadings.

Considering the vibrational spectra of a mixture containing different percent-
ages of a species, the first loading gives the shape that best describes all the
variations in all the samples. The loading would be in common for all the sam-
ples. The score value would take into account the amount of the spectrum of this
common profile in each of the individual samples. In summary, the scores dif-
fer for every sample while the loading is what the samples have in common. By
subtracting the first principal component from the original data, the residual,
which is the part of the original data that has not been explained, is obtained.
If this residual is high then one further principal component can be extracted.
The second component would be orthogonal to the first one and it would be
the one that best describes the remaining variation in the data. Also for this
component, individual score values for each sample are obtained. The total
number of components would be the one that best explains all the variation
in the original data.

Mathematically, the procedure to find the principal components can be
explained in three steps:

1) Find the covariance matrix of the original variables:

Cov(X) = 1
n − 1

(X′•X), (9.10)

where X is the matrix of the original data and n is the number of
observations.

2) Perform an eigenvalue decomposition (EVD) of the covariance matrix of the
original variables. For this purpose, find eigenvalues (li) and the correspond-
ing eigenvectors (ui). The eigenvalues can be found by solving the equation

(Cov(X) − li)ui = 0. (9.11)

The eigenvector associated with the largest eigenvalue (variance) is the first
principal component. The principal components are orthogonal because
they are the eigenvectors of the covariance matrix, which is symmetric.

3) Component retention: PCA aims to retain the fewest possible number of
components while explaining most of the variation in the data. This can be
done by following Kaiser’s rule, which recommends retaining only the com-
ponents with eigenvalues exceeding unity. Alternatively, the ratio between
each eigenvalue (variance in the original data explained by each principal
component) and the sum of all the eigenvalues (total variance in the origi-
nal data) can be considered. Only the principal components associated with
eigenvalues giving high ratios, and then explaining the most of the variance
in the original data, must be retained.
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9.6 Applications

IR spectroscopy was used in most applications of vibrational spectroscopy to
crude oil. The main reason for this is the robustness and simplicity of the atten-
uated total reflection technique. Figure 9.8 shows the IR spectra of different
crude petroleum oil samples from South America and Africa as an example
(Galtier et al., 2011). It can be seen that the spectra appear very similar, owing
to the similar functional groups contained in the fluids. Most of the features that
are marked by wavenumbers are characteristic of aliphatic hydrocarbons. The
strong peaks at 2952, 2922, and 2853 cm–1 are due to CH stretching vibrations.
The corresponding CH bending modes can be found at 1376 and 1456 cm–1.
Signatures of aromatic compounds can be observed as well. The weak shoulder
band at 3052 cm–1 can be assigned to CH stretching vibrations of CH groups
that are part of an aromatic ring. In addition, the peak at 1602 cm–1 is due to
C=C stretching.

As aforesaid, the spectra are typically evaluated using chemometrics in
order to systematically identify any characteristic features that correlate with
the information required. PCA is the main tool to do an initial analysis and to
reduce the dimensionality of the data set. Depending on the number of PCs
contributing to the variance of the data set, the results of a PCA are graphically
displayed. In case of three or more PCs, three-dimensional plots showing
the scores of different PCs are often presented. For clarity, however, it can be
beneficial to reduce the graphical dimension to a set of two-dimensional plots
that show the correlations between the PCs pairwise. An example is given in
Figure 9.9, which illustrates the score plot of PC1 and PC2 after applying a PCA
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Figure 9.8 Normalized IR spectra of different crude petroleum oils. Source: Galtier et al.
(2011). Reproduced with permission of American Chemical Society.
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graphic to improve the graphical quality.)

to the IR spectra of 18 crude oil samples from Europe and West Africa (Aske,
Kallevik, and Sjöblom, 2001). The first two PCs explain 82% of the variation
in the data set. It can be seen that the data points presenting the individual
samples arrange themselves into groups, which are indicated by the circles.
Samples close to each other in the score plot will have similar properties. The
groups identified correspond to samples with a high total acid number (TAN),
to light crude oils and condensates, and to heavy crude oils.

In a next step, regression algorithms can be applied in order to find correla-
tions between the spectral signatures and the parameters of interest. Basically,
these parameters can be anything from the concentration of a certain com-
pound or class of compounds to physicochemical properties like density and
viscosity. Figure 9.10 shows a series of correlation plots, where predicted values
are plotted against measured values. Panels A and B show data from gas chro-
matography, while panels C–F have been derived from IR spectra. In this study
(Tomren, Barth, and Folgerø, 2012), 20 different crude oils and condensates
have been analyzed. The diagrams show impressively how well the measured
and predicted values agree with each other, demonstrating the capability of the
spectroscopic method to not only derive chemical composition but also provide
information about the macroscopic properties.

It should be noted that spectroscopic analysis must not necessarily be applied
to the crude oil itself. It can also be used after processing the original fluid
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Figure 9.10 Results from PLSR. Predicted value plotted against measured for (a) density
based on GC, (b) velocity of sound based on GC, (c) static permittivity (e_st) based on IR
data, (d) high frequency permittivity (e_inf ) based on IR data, (e) density based on IR data,
and (f ) velocity of sound based on IR data. Source: Tomren, Barth, and Folgerø (2012).
Reproduced with permission of American Chemical Society.

(e.g. after separation into its individual fractions). For example, the applications
of Raman in IR spectroscopy to gaseous and liquid fuels have been reviewed
(Kiefer, 2015). Investigating the SARA fractions of crude oil is another option.
The fingerprint IR spectra of a crude oil and its SARA fractions are shown in
Figure 9.11 as an example. An interesting point is that the spectrum of the orig-
inal crude oil agrees rather well with a theoretical spectrum that was composed
of the weighted spectra of the individual fractions. Recalling the section on
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Figure 9.11 IR spectra of
SARA fractions from a crude
oil are shown together with a
spectrum of the original crude
oil. The broken line is a
theoretical spectrum of the
crude oil calculated from a
linear combination (weighted
with the experimental
composition) of the individual
SARA spectra. Source:
Hannisdal, Hemmingsen, and
Sjöblom (2005). Reproduced
with permission of American
Chemical Society.

signal evaluation, this comparison between an experimental spectrum and the
corresponding spectrum determined from the component spectra is similar to
the spectral soft modeling approach. The agreement of both spectra suggests
that the components of one fraction do not establish strong molecular interac-
tions with the components of another fraction. Otherwise, the changes in peak
position and shape would be more significant.

For completeness, it should be noted that Raman spectroscopy is emerging
in the analysis of the fractions of crude oils as well. There is an ever-increasing
number of applications of Raman techniques (Dearing et al., 2011; Kuptsov
and Arbuzova, 2011; Abdallah and Yang, 2012; Riedemann et al., 2016).
The development of improved instrumentation, in particular regarding light
sources and detectors in the NIR, is a key driver in this context. As an example
for Raman spectra from a crude oil component, three spectra of an asphaltene
sample are shown in Figure 9.12 (Abdallah and Yang, 2012). In this study, a
Raman microscope was employed to acquire spectra in a confocal backscat-
tering configuration. The Raman spectrum was collected from three different
locations in order to obtain information about the sample homogeneity.
Panel (b) shows the zoomed-in region of the so-called D1 and G bands.
As we mention in Section 9.1, asphaltenes are mainly polycyclic aromatic
compounds. Hence, they consist of mainly sp2-hybridized carbon atoms. The
G band results from the stretching vibration of the sp2 carbon atoms within
aromatic hexagonal sheets as well as from sp2 carbon atoms in chains. By
contrast, the D1 band originates from the boundary of an ordered structure.
In graphene sheets, the D1 band is commonly used to estimate the number of
defects in a layer (Beams, Cancado, and Novotny, 2015). Consequently, Raman
spectroscopy can yield an estimate of the size of the ordered structures and
thus the molecule size in an asphaltene.
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Figure 9.12 Raman spectra of an asphaltene sample: (a) shows the overall spectra recorded
at tree different locations on the sample and (b) shows the zoomed-in region of the D1 and
G bands. Source: Abdallah and Yang (2012). Reproduced with permission of American
Chemical Society.

Moreover, besides the classical determination of particular properties, there
are new interesting developments, for example utilizing the capability of optical
methods for imaging with chemical contrast. Kazarian and co-workers have set
up a high-pressure high-temperature cell for spatially resolved attenuated total
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Figure 9.13 In situ macro ATR-FTIR spectroscopic images of the blends of two crude oils
measured at 60 ∘C. The partial volumes are 50% (1) and 75% (2). The images were obtained
based on the distribution of the integrated absorbance of the spectral band at
1550–1650 cm−1. The measured area is ca. 610 μm × 530 μm. Source: Gabrienko, Martyanov,
and Kazarian (2015). Reproduced with permission of American Chemical Society.

reflection IR spectroscopy (Gabrienko, Martyanov, and Kazarian, 2015). This
cell was used to do temporally resolved imaging of crude oil blends at varied
temperatures. Figure 9.13 shows two series of IR images recorded in different
blends. Initially, the two blends appear rather homogeneous, which is reflected
by a uniform distribution. In the upper sequence of images, the sample shows
clear signs of a spatial re-distribution, while the lower images remain almost
the same as time elapses. As the two-dimensional distribution was obtained
from the spectral signature of the aromatic C=C stretches (see also discussion
above), the change in the distribution can be interpreted in terms of asphaltene
precipitation. Hence, IR spectroscopy allows new and detailed insights into the
chemistry and phase behavior of crude oils and its constituents.

9.7 Conclusion

The application of vibrational spectroscopy in terms of IR and Raman spec-
troscopy to crude oil and its constituents is a quickly emerging area in analytical
chemistry. This is particularly true for combinations of spectroscopy and mul-
tivariate data analysis. This chapter gave an overview of experimental methods
and the most common means of data evaluation. It was shown that vibrational
spectroscopy facilitates not only compositional analysis but also the direct mea-
surement of physicochemical properties using appropriate regression models.

The development of robust and reliable instrumentation is a key driver of the
growth of vibrational spectroscopy. Many decades of continuous improvement
have established trust in academia and industry and, hence, the ever-increasing
number of spectroscopic applications to fluid characterization and process
monitoring. This also includes the implementation of vibrational spectroscopy
as handheld and portable devices enabling field studies without the need for
sampling and sample preparation. In conclusion, Raman and IR spectroscopy
will have a bright future, especially in the field of petroleum fluids.



�

� �

�

Raman and Infrared Spectroscopy of Crude Oil and its Constituents 267

References

Abdallah, W. A. and Yang, Y. (2012) Raman spectrum of asphaltene. Energy &
Fuels, 26, 6888–6896.

Alsmeyer, F., Koß, H.-J., and Marquardt, W. (2004) Indirect spectral hard
modeling for the analysis of reactive and interacting mixtures. Applied
Spectroscopy, 58, 975–985.

Aske, N., Kallevik, H., and Sjöblom, J. (2001) Determination of saturate, aromatic,
resin, and asphaltenic components in crude oils by means of infrared and
near-infrared spectroscopy. Energy & Fuels, 15, 1304–1312.

Averett, L. A. and Griffiths, P. R. (2008) Effective path length in attenuated total
reflection spectroscopy. Analytical Chemistry, 80, 3045–3049.

Banwell, C. N. and McCash, E. M. (1994) Fundamentals of Molecular
Spectroscopy, McGraw-Hill, London.

Beams, R., Cancado, L. G., and Novotny, L. (2015) Raman characterization of
defects and dopants in graphene. Journal of Physics: Condensed Matter, 27,
083002.

Dearing, T. I., Thompson, W. J., Rechsteiner, C. E., Jr, and Marquardt, B. J. (2011)
Characterization of crude oil products using data fusion of process Raman,
infrared, and nuclear magnetic resonance (NMR) spectra. Applied
Spectroscopy, 65, 181–186.

Egermann, J., Seeger, T., and Leipertz, A. (2004) Application of 266-nm and
355-nm Nd:YAG laser radiation for the investigation of fuel-rich sooting
hydrocarbon flames by Raman scattering. Applied Optics, 43, 5564–5574.

Gabrienko, A. A., Martyanov, O. N., and Kazarian, S. G. (2015) Effect of
temperature and composition on the stability of crude oil blends studied with
chemical imaging in situ. Energy & Fuels, 29, 7114–7123.

Galtier, O., Abbas, O., Le Dreau, Y., et al. (2011) Comparison of PLS1-DA,
PLS2-DA and SIMCA for classification by origin of crude petroleum oils by
MIR and virgin olive oils by NIR for different spectral regions. Vibrational
Spectroscopy, 55, 132–140.

Greer, J. S., Petrov, G. I., and Yakovlev, V. V. (2013) Raman spectroscopy with LED
excitation source. Journal of Raman Spectroscopy, 44, 1058–1059.

Griffiths, P. R. and De Haseth, J. A. (2007) Fourier Transform Infrared
Spectrometry, John Wiley & Sons, Ltd, Chichester.

Haken, H. and Wolf, H. C. (1995) Molecular Physics and Elements of Quantum
Chemistry, Springer, Heidelberg, Germany.

Hannisdal, A., Hemmingsen, P. V., and Sjöblom, J. (2005) Group-type analysis of
heavy crude oils using vibrational spectroscopy in combination with
multivariate analysis. Industrial & Engineering Chemistry Research, 44,
1349–1357.

Harrick, N. J. and du Pré, F. K. (1966) Effective thickness of bulk materials and of
thin films for internal reflection spectroscopy. Applied Optics, 5, 1739–1743.

Hotelling, H. (1933) Analysis of a complex of statistical variables into principal
components. Journal of Educational Psychology, 24, 417.



�

� �

�

268 Analytical Characterization Methods for Crude Oil and Related Products

Kiefer, J. (2015) Recent advances in the characterization of gaseous and liquid
fuels by vibrational spectroscopy. Energies, 8, 3165–3197.

Kiefer, J., Rasul, N. H., Ghosh, P. K., and Von Lieres, E. (2014) Surface and bulk
porosity mapping of polymer membranes using infrared spectroscopy. Journal
of Membrane Science, 452, 152–156.

Kiefer, J., Seeger, T., Steuer, S., et al. (2008) Design and characterization of a
Raman-scattering-based sensor system for temporally resolved gas analysis and
its application in a gas turbine power plant. Measurement Science and
Technology, 19, 085408.

Kuptsov, A. K. and Arbuzova, T. V. (2011) A study of heavy oil fractions by
Fourier-transform near-infrared Raman spectroscopy. Petroleum Chemistry,
51, 203–211.

Liu, C. and Berg, R. W. (2013) Nonlinearity in intensity versus concentration
dependence for the deep UV resonance Raman spectra of toluene and heptane.
Applied Spectroscopy Reviews, 48, 425–437.

Maiwald, M., Erbert, G., Klehr, A., et al. (2006) Rapid shifted excitation Raman
difference spectroscopy with a distributed feedback laser emitting at 785 nm.
Applied Physics B, 85, 509–512.

Meyer, M. W., Lupoi, J. S., and Smith, E. A. (2011) 1064 nm dispersive
multichannel Raman spectroscopy for the analysis of plant lignin Analytica
Chimica Acta, 706, 164–170.

Noack, K., Eskofier, B., Kiefer, J., et al. (2013) Combined shifted-excitation Raman
difference spectroscopy and support vector regression for monitoring the algal
production of complex polysaccharides. Analyst, 138, 5639–5646.

Pearson, K. (1901) Principal components analysis. The London, Edinburgh, and
Dublin Philosophical Magazine and Journal of Science, 6, 559.

Riedemann, J. S., Kadasala, N. R., Wei, A., and Kenttämaa, H. I. (2016)
Characterization of asphaltene deposits by using mass spectrometry and
Raman spectroscopy. Energy & Fuels, 30, 805–809.

Schmidt, M. A. and Kiefer, J. (2013) Polarization-resolved high-resolution Raman
spectroscopy with a light-emitting diode. Journal of Raman Spectroscopy, 44,
1625–1627.

Schrader, B. (ed.) (1995) Infrared and Raman Spectroscopy, Wiley-VCH,
Weinheim, Germany.

Sharaf, M. A., Illman, D. L., and Kowalski, B. R. (1986) Chemometrics, John Wiley
& Sons, Ltd, Chichester.

Shreve, A. P., Cherepy, N. J., and Mathies, R. A. (1992) Effective rejection of
fluorescence interference in Raman spectroscopy using a shifted excitation
difference technique. Applied Spectroscopy, 46, 707–711.

Struthers, H. C., Zehentbauer, F. M., Ono-Sorhue, E., and Kiefer, J. (2011)
Chemical composition monitoring in a batch distillation process using Raman
spectroscopy. Industrial & Engineering Chemistry Research, 50, 12824–12830.



�

� �

�

Raman and Infrared Spectroscopy of Crude Oil and its Constituents 269

Tomren, A. L., Barth, T., and Folgerø, K. (2012) Multivariate analysis of crude oil
composition and fluid properties used in multiphase flow metering (MFM).
Energy & Fuels, 26, 5679–5688.

Viell, J. and Marquardt, W. (2012) Concentration measurements in ionic
liquid-water mixtures by mid-infrared spectroscopy and indirect hard
modeling. Applied Spectroscopy, 66, 208–217.

Wei, D., Chen, S., and Liu, Q. (2015) Review of fluorescence suppression
techniques in Raman spectroscopy. Applied Spectroscopy Reviews, doi:
10.1080/05704928.2014.999936.

Wold, S., Esbensen, K., and Geladi, P. (1987) Principal component analysis.
Chemometrics and Intelligent Laboratory Systems, 2, 37–52.

Zehentbauer, F. M. and Kiefer, J. (2012) Detection of unexpected species in soft
modelling of vibrational spectra. Chimica Oggi/Chemistry Today, 30, 54–56.

Zhao, J., Carrabba, M. M., and Allen, F. S. (2002) Automated fluorescence
rejection using shifted-excitation Raman difference spectroscopy. Applied
Spectroscopy, 56, 834–845.



�

� �

�

271

Index

a
absorbance 19–23, 25, 26, 30–4,

37–42, 60, 61, 68, 69
absorption 223–5
absorptivity 22, 30–3, 35, 36, 40, 43,

46, 47, 59
accuracy 222, 227, 237
ageing 143, 147

tests 151, 152
aggregation 17, 28, 30–3, 42–4, 47,

48, 50, 52, 53, 55, 56, 59, 60–4,
67

consecutive stages 31–3, 43, 44, 47,
62, 63

critical concentration of
CMC 17, 42, 43
CNAC 17, 43

primary 33, 43, 53, 63
alkanes 13
alkenes 13
amplitude index (AI) 172
apparent wall slip 9, 10
Arabian oil 81, 82
aromaticity 147, 154
aromatics 141, 142, 144, 150 see also

saturated, aromatics, resins, and
asphaltenes (SARA), fractions

aromatization 143, 147
artifact 21–3, 69
Artificial neural networks (ANN)

234

artificial neural network multilayer
perceptron (ANN-MLP) 234

asphaltene 13–65, 77–8, 81, 101, 106,
112–13, 129, 130, 134–42, 150,
152, 156, 223

aggregate
colloidal 33, 43
nano- 17, 18, 43, 44, 46
primary 17, 33, 42–4, 46, 47, 50,

53–8, 62, 63
supramolecular 18, 58, 59, 62

C5 13, 40
C7 13–15, 20, 39, 40, 49
chromophore 19, 28, 34–37,

42, 59
continental 37
elemental composition 15
fluorophore 17, 24, 27, 53–56
laboratory and field 14
molecular weight (MW) 13, 15, 17,

24, 36, 57, 58
micelle 17, 42, 43
monomer 17, 18, 23–9, 34, 42–4,

47, 53, 54, 56, 57, 62–4
solid 33, 40, 44, 46, 49, 61, 63
solution 17, 19, 22–33, 42–5, 54,

59, 62–5
in benzene 27, 28, 32, 43, 53, 60,

61
in carbon tetrachloride 23
in chloroform 19, 43
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asphaltene (contd.)
dilute 20, 22, 32, 44–9, 52, 55–7,

61–3
concentrated 22, 27, 40, 57, 61,

63
in toluene 19–23, 32, 33, 39–47,

50–7, 64
attenuated total reflection (ATR) 251
average molecular parameters 142,

147, 149
average structural parameters 143,

147, 148, 154

b
backscattering 254
Beer–Lambert law 249
biodiesel 230
bitumen

additives 152, 154
bitumen ageing see ageing; ageing

tests; bitumen, oxidation
processes

characterization 141, 143, 145, 148
chemistry of 142, 143
modifiers 142, 143 see also

styrene-butadiene-styrene
(SBS); polyphosphoric acid
(PPA)

oxidation processes 143
properties 141–3, 148, 154
rheological behaviour 142, 149
“sol-gel” (viscoelastic) 142
structure of 141–3, 148, 152
viscosity 187
susceptibility to water and moisture

156, 157
blending 222, 238
boiling point 225–6
Brazilian petroleum 81
bulk liquid relaxation 168
bulk relaxation 167
by-product oil 77, 85

c
calibration model 225–32, 234–5
calibration multivariate 224–6, 234–5
carbon tetrachloride 223
cetane number/index 224, 226, 236,

239
chemometric 225, 227, 228, 236, 257
chemometric analysis 148
Cloud Point 236
Cold Filter Plugging Point 236
colloidal model 142
colloidal structure/morphology 142,

149
Colombian oil 81, 82
composition analysis 257
cooling process 2, 4–6
cooling rate 4–6
covariance 260
13C NMR 126–36, 139
crude oil 13, 14, 18–21, 23, 33–8,

42–4, 49–51, 58, 59, 61, 62,
66–73, 77

ESR spectrum 79
oil fractions 126, 127

crystallinity 143, 154

d
Dean–Stark Extraction 176, 177
decay

exponential for absorption spectra
38

of fluorescence intensity 55, 65, 74
relaxation time 56

deconvolution 257
density API see gravity, API
density functional theory (DFT) 93,

95
derivation 228–30
diesel 224, 226, 238–39
diffusion-ordered spectroscopy

(DOSY) 128
dimethylperinaphthenyl radical 92–4
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diolefins 238
distortionless enhancement by

polarization transfer (DEPT)
127

double electron-electron resonance
(DEER/ELDOR) 102

dynamic nuclear polarization (DNP)
102, 114

dynamic yield stress 7, 9

e
effective path length 251
elastic yield stress 8
electric nuclear quadrupole coupling

109, 112, 119
electron nuclear double resonance

(ENDOR) 102, 111–21
electron paramagnetic resonance (EPR)

77, 101–21
spectrometer 105, 109

electron spin echo (ESE) 107–16
electron spin resonance (ESR)

77, 102
resonance condition 80
spectra of marine diesel 86, 88, 89
spectra simulation 83, 87, 91, 92
spectrum at Q-band 82–4
spectrum at W-band 82–4
spectrum at X-band 82–5
temperature variation 88–9

emulsion viscosity 189–91
energy level diagrams 79, 82, 86
equilibration 44, 45

time 44, 45
equilibrium 52

constants 62, 67
level 47
properties 65
states 45, 49–52, 64, 65
values 45

ethanol 238
ethylene 238

evanescent wave 251
extinction 39, 41, 60

f
fiber, optical 224
flow cell 224, 236–7
flow curves 5–7, 9
Fourier transform ion cyclotron

resonance mass spectrometry
117

fractionation techniques 141 see also
saturated, aromatics, resins, and
asphaltenes (SARA)

fractionation 112
fracture yield strain 8
fracture yield stress 8, 9
freezing points 226
free induction decay 165
free radical (FR) 101, 113–19
free radical ESR spectrum

79, 83, 84
g
gasoline 221, 224, 234, 238, 239
gated spin echo (GASPE) 127
gelation temperature 5, 9
Genetic algorithms 226, 235
genetic inverse least squares (GILS)

226
g-factor 80–1, 87, 108–20
gravity API 221, 225–7, 232–3, 235

h
1H and 13C NMR spectroscopy 130,

136
harmonic oscillation 246
heavy oil 112, 117–19
heptane 13, 14, 40, 49, 66, 70
hetero elements 15
heteronuclear correlation (HETCOR)

128
heteronuclear multiple-bond

correlation (HMBC) 129
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heteronuclear single quantum
coherence (HSQC) 129

1H NMR 126, 127, 130–3, 139
hydrated lime see bitumen, additives
hydrocarbons 37, 67, 71

polycyclic aromatic (PAHs) 37, 67,
69, 73

hydrogen index 172
hydroxyperinaphthenyl radical 92–3,

95
hyperfine (hf )

coupling 81, 92, 94–6, 108, 111, 119
splitting of protons 85

i
immersion probe 236
inelastic scattering 251
infrared spectroscopy 129, 245
inhomogeneous flow 9
initial temperature 4, 5
insensitive nuclei enhanced by

polarization transfer (INEPT)
127

k
kinetic effects 44, 45, 49, 64, 71
K-nearest neighbor (KNN) 234

l
Larmor frequency 111, 118–19
light-matter interaction 247
light scattering 30, 39, 42, 49, 67

Rayleigh 30, 39–42, 68, 71
limestone see bitumen, additives
linear discriminant analysis (LDA)

234
linewidth (ΔH) 80, 82–4
low field NMR 164

m
magnetic moment 103, 108
magnetic resonance imaging (MRI)

156

maltenes 142, 152, 223–4 see also
saturated, aromatics, resins, and
asphaltenes (SARA), fractions

marine diesel 85–6, 88–9
mass spectrometry 56–8, 65, 117
mean centering 228–9
measurement temperature 4–6
methane 222
micelles/micellar aggregates 142, 152
million metric tons (MMT) 129
Mims pulse sequence 111
modified bitumen 143, 151, 152, 154
multiple linear regression (MLR) 148
multiplicative scatter correction (MSC)

225, 228–9
myths 13, 19, 23, 30, 33, 34

n
naphtha 238
near-infrared spectroscopy (NIR)

222–8, 230, 234–9
nickel 49, 58, 66
NIR see near-infrared spectroscopy

(NIR)
nitrogen 15, 18
non-linear iterative partial least

squares (NIPALS) 232
non-negative least squares (NNLS)

166
nuclear magnetic resonance (NMR)

106, 109, 125–40
bins/binning procedure 148
carbon (13C NMR) 143–8, 154
chemical shift 144, 145, 152, 153
imaging see magnetic resonance

imaging (MRI)
and fluid saturations 193, 198, 200,

201
longitudinal relaxation time (T1)

149
and oil viscosity 181, 182, 184
oil viscosity correlations 184, 187,

188
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permeability 170
phosphorus (31P NMR) 143, 152–4
proton (1H NMR) 143–9, 154
relaxometry 149
solid-state 143, 154
spectra 127–30, 132, 133, 135–7,

139
spin-spin relaxation time (T2) 143,

149
techniques 126, 127, 129, 134, 135
transverse relaxation time (T2)

149, 151
viscosity of fluids in saturated media

196, 199, 200, 203

o
octane number 224, 236
olefins 238–9
optical density (OD) 25, 26
optical interrogation 13, 19, 23, 29,

30, 43–5, 47, 58, 69, 72
organic free radical 77–8
oscillatory stress amplitude sweep tests

5, 7, 8–9
overlapping peaks 223, 228
overtone 223–5
oxygen 15, 69

p
paraffin 224
paramagnetic center (PC) 101–2, 107
part-coupled spin echo (PCSE) 127
partial least square (PLS) 148, 225,

232, 234–35
partial linear least squares regression

(PLSR) 258
penetration 141
penetration depth 251
pentane 13, 40
perinaphthenyl radicals 87–90, 93
petroleum asphaltenes 77–8, 81
petroleum disperse system (PDS)

101, 114–21

phase sensitive detection 106
phenalenyl radical 91–3
polymerization 113
polyphosphoric acid (PPA) 143,

151–4
porphyrins 40, 58–62, 65–8, 70, 75
Pour Point 236
precision 222, 235
predictive models 148, 227, 234
pressure ageing vessel (PAV) test 151,

152
principal component analysis (PCA)

231–2, 234, 258
principal components regression (PCR)

225, 232
probabilistic neural network (PNN)

234
process control 236
propylene 238
pulse field gradient spin echo NMR

diffusion sequences (PFGSE
NMR) 129

pyrolysis-gas chromatography/mass
spectrometry (Py-GC/MS)
135

Pyrolysis gasoline (Pygas) 238

q
quadratic discriminant analysis (QDA)

234
quantitative analysis 257
quantitative structure–activity

relationship (QSAR) models
148

quantitative structure properties
relationship (QSPR) models
148

quaternary-only carbon spectra
(QUAT) 127

r
Raman spectroscopy 225, 245
real-time optimization (RTO) 227
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refractive index (RI) 40, 44–52, 64, 69
time series of 47, 48, 50, 52

regularized discriminant analysis
(RDA) 234

Reid vapor pressure (RVP) 236
relative hydrogen index (RHI) 172

and oil viscosity 174
of saturated media 199

relaxation time 107–15
relayed coherence transfer (RELAY)

128
resins 141, 142, 150 see also

saturated, aromatics, resins, and
asphaltenes (SARA), fractions

rheological properties/parameters
142, 149

rolling thin film oven test (RTFOT)
151, 152

root mean squared error of prediction
(RMSEP) 225, 226

s
saturated, aromatics, resins, and

asphaltenes (SARA) 263
fractions 142, 143, 148, 150
method 141
sample contraction 9

saturates 141–3, 150 see also
saturated, aromatics, resins, and
asphaltenes (SARA), fractions

Savitzky–Golay method 228–30
scanning electron microscopy (SEM)

149
scattering 223–5, 228–9
selection rules 81
shear rate 3–6, 9, 10
shear stress 6, 9
signal-to-noise ratio 221, 225, 228
simulated distillation (SimDis) 225,

227
smoothing 228–9
Soft Independent Modeling of Class

Analogy (SIMCA) 234

softening point 141, 149
solvents and NMR 206
spectra 223–37

absorption 19–23, 29, 30, 32–42,
60, 68

continuous 34, 35, 37, 57,
60, 61

circular dichroism (CD) 21
fluorescence emission 24–9, 53, 54,

60, 66, 67
luminescence 43
mass 57, 58

spectral diffusion 114
spectrometer 252
spectroscopy

absorption 19, 67
resonance absorption

19–3
NIR 30, 33, 38, 41
solvent effects 22, 23
UV/Vis 19, 22, 23, 29, 32, 37–40,

42, 43, 46, 59, 62, 68, 69
fluorescence emission 19, 24–9, 53,

54, 60, 66, 67
correction for inner filter effects

25–8
spin density 109, 119
spin hamiltonian 86–7, 119
spin-orbit coupling 107–8
standard deviation 225–6
standard error of prediction (SEP)

225–6
static yield

strain 8
stress 7–9

structure of bitumen see bitumen
styrene-butadiene-styrene (SBS) 151,

152
sulfur 15, 18, 49
support vector machines (SVMs)

234
surface relaxation 167, 169
surface relaxivity 169
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t
T1 relaxation 200
T2gm 167
T2 (spin-spin) relaxation 165
temperature ramps 5
thermal memory 2, 4
total acid number 262
total correlation spectroscopy

(TOCSY) 127
true boiling point (TBP) 225
two-dimensional correlation

spectroscopy (COSY) 127

v
validation 225, 232–5
validation, cross 225, 235

vanadium 40, 49, 58–62, 69, 74
vanadyl 78
vanadyl porphyrins 108–21
vibrational mode 246
vibrational state 246

w
water cut metering 175, 176
wavenumber 246
wax 223

y
yield stress 7

z
Zeeman effect 78–9, 107–8
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