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Foreword

In the past, projects involving “rock engineering” were designed using
classical continuum mechanics “closed-form” solutions. By presenting such
solutions in terms of dimensionless parameters, the consequences of their
variations from the initial assumptions provided the engineer with valuable
practical insights. Such an approach is still used in most cases where only
limited pertinent laboratory and/or field data are known.

In the last quarter century, rock mechanics/geomechanics has become
increasingly concerning with energy-related issues, mainly, the extraction
of hydrocarbons and, more recently, a renewal interest in hot-dry rock
geothermal reservoirs. Practical examples can be found in the US Pro-
ceedings published yearly by ARMA in which the number of papers
somewhat reflects the health of a particular discipline. An often main
remaining issue is that rock formations have been subject, over geological
times, to complex, ill-defined, and often unknown histories of loading and
deformations; hence, variability and heterogeneity are inherent features of
most locations. In addition, as deeper horizons and more complex geom-
etries are contemplated, unusual stress and temperature conditions are
encountered, combined with the presence of natural deformable fractures
have led to the development of more sophisticated numerical approaches.
In unconventional petroleum resources, combining horizontal drilling
technology with multiple parallel stimulations by hydraulic fractures has
recently resulted in unexpected substantial recoverable reserves. This
contributed to the United States recently becoming a net exporter of
hydrocarbons.

As technologies advance in the energy industries, geomechanics finds
more applications and has become an important knowledge to guide
exploration and production activities. For me, Dr. Jincai Zhang’s book
offers the advantage of first assembling some basic concepts an engineer
could be confronted with and require a rapid solution owing to time
constraints. This book provides and facilitates such approaches by
combining theoretical fundamentals with practical examples. Another
valuable information contained in this book is the shared data provided via
detailed examples of worked-out solutions. Wherever possible, the author
has been willing to share empirical relationships, derived from vast
worldwide experience.
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The first few chapters mostly review fundamental continuum mechanics
parameters with comments on their determinations as well as limitations.
After discussing more detailed failure criteria, the reader is exposed to the
fundamental concepts of fracture mechanics before diving into the subject
of in situ stresses. Different techniques of in situ stress measurements are
critically reviewed, including a very detailed pore pressure and fracture
gradient prediction. The chapter on borehole stability is nicely introduced
by the previous chapter covering wellbore strengthening. Finally, the last
two chapters summarize part of our understanding as well as remaining
challenges of hydraulic fracturing and sanding.

Jincai Zhang’s book nicely fills a gap existing between fundamentals and
complex references. As such, I highly recommend it be used for senior and
graduate students. I also believe it should be part of important reference
book for practicing engineers.

Jean-Claude Roegiers, Ph.D.
ARMA Fellow

Professor Emeritus
McCasland Chair

The University of Oklahoma
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Preface

Although I took the course of Rock Mechanics (fundamentals of Geo-
mechanics) when I was an undergraduate, I did not really enjoy Rock
Mechanics until I was a Ph.D. student at the University of Oklahoma. This
was thanks to a very prestigious professor, Dr. J.-C. Roegiers, who taught
us Rock Mechanics. What attracted me to his class was not only his
fascinating teaching, but his humor and his unique tradition. That is, after
the end of course he invited his students to an all-you-can-drink bar:
drinking Rolling Rock, and forgetting about Mechanics; for a stressful
student, this was a big relaxation and enjoyment. After I took his three
courses, I found Rock Mechanics was a huge enjoyment, because it could
explain mechanisms in many difficult engineering problems. This led me to
choose Petroleum Geomechanics as my dissertation topic!

After I finished my Ph.D., I joined the research team of Dr. Hartmut
Spetzler, a very kind and knowledgeable professor, who once built and
tested the first polyaxial compression apparatus for rocks in the United
States. After 3 years of academic experience in his Colorado lab (certainly
including field tests in Arizona summers), I went back to the industry to
pursue my career in applying geomechanics to solve practical problems
encountered in the petroleum industry.

Conventional oil and gas reserves are becoming more difficult to be
found. Consequently, exploration and production have to go much deeper
into ultra-deepwater and ultra-deep formations, drill through long sections
of salt formations and complicated geological structures, access extremely
low permeable reservoirs (shale oil and shale gas, geothermal), and produce
in much more difficult formations. To successfully access these formations,
geomechanics plays a more important role, finds more applications, and has
become a key knowledge to guide exploration and production activities.
The applications include better understanding rock mechanical properties
and behaviors, estimating in situ stresses and pore pressures, analyzing
drilling mechanics, ensuring wellbore stability, and well integrity, stimu-
lating tight rocks (e.g., hydraulic fracturing), and mitigating sand production
and casing failures.

This book, Applied Petroleum Geomechanics, as the title suggests, aims
to apply geomechanics principles, theory, and knowledge to the petroleum
industry for solving practical problems. It provides a basis of geomechanics
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and rock mechanics knowledge, gives detailed applications of geomechanics
in the petroleum and related industries (e.g., other energy industries and
geological engineering), and provides a quick reference and guide in
geomechanics for engineers and geologists.

This book consists of 12 chapters. In Chapter 1 basic rock mechanics
concepts are introduced. Stressestrain governing equations are given for
both elastic and poroelastic rocks with consideration of thermal and
anisotropic effects. The in situ stress equations accounting for anisotropy
effect are derived.

Chapters 2 and 3 discuss rock physical and mechanical properties and
rock failure criteria. The anisotropy, stress-dependent behaviors, and fluid
impacts on rock properties are discussed. Empirical equations and new
correlations for obtaining rock properties are examined for both conven-
tional and unconventional reservoirs. Laboratory test methods and rock
failure criteria are discussed to reveal rock failure mechanisms.

Chapter 4 overviews basic rock fracture mechanics. Stress distributions
around the fracture tips in three fracture modes are introduced. Sneddon’s
solutions of fracture widths are examined, which can be applied to hy-
draulic fracturing modeling and wellbore strengthening design.

In Chapters 5 and 6, measurements and interpretations of horizontal
stresses are discussed. Integrated methods for calculating overburden stress
and the minimum and maximum horizontal stresses are examined in
different faulting stress regimes. Poisson’s ratioedependent stress polygons
are applied to constrain in situ stresses.

Chapters 7 and 8 cover pore pressure generation mechanisms and
overpressure behaviors. Pore pressure predictions in hydraulically con-
nected formations and in shales are systematically examined. Resistivity,
sonic, porosity, and d-exponent methods are modified using depth-
dependent normal compaction trends for easy applications. Methods and
procedures of real-time pore pressure detection are also presented.

In Chapter 9, fracture gradient prediction methods in sedimentary rocks
and salt are overviewed. Case applications are examined to illustrate how to
apply those methods. For depleted reservoirs, wellbore strengthening
techniques can be used to increase formation fracture gradient and reduce
mud losses in drilling operations. Semianalytical solutions for calculating the
fracture width are presented with consideration of in situ stress anisotropy.

Chapter 10 covers borehole failure types, wellbore stresses, and wellbore
stability. Elastic and poroelastic solutions are discussed for determining the
required mud weight for borehole stability. Impacts of bedding planes, rock
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anisotropy, and salt body are also considered in wellbore solutions to
improve borehole stability modeling.

Chapters 11 and 12 emphasize reservoir geomechanics and its applica-
tions in hydraulic fracturing and sanding prediction. Effects of in situ
stresses, shear stresses, and depletion on hydraulic fracture initiation,
propagation, and containment are investigated. Relationships of perforation
orientation, stress and strength, and sanding potentials are analyzed to
provide optimal perforation and drawdown for mitigating sand production.

In the acknowledgments, I am grateful to my many current and former
colleagues, industry colleagues, and friends for their support, collaboration,
and discussions over the years. I am especially indebted to Dr. J.-C.
Roegiers for his inspirations, insights, and collaboration.

I would like to thank Ms. Katie Hammon, Elsevier Acquisition Man-
ager, who several years ago encouraged me to write a book to share my
industry experience in applied geomechanics. My sincere thanks goes to
Ms. Lindsay Lawrence, Elsevier Editorial Project Manager, for her help and
encouragement during the book writing. I want to thank Ms. Swapna
Praveen at Elsevier for helping me to obtain permissions on the figures cited
in this book. I would also like to thank Elsevier Production Project
Manager Ms. Anitha Sivaraj for her hard work for this book.

I wish to express my sincere gratitude to the reviewers below for their
time and effort spent in reviewing the manuscript:

Ms. Shuling Li, at BP USA, reviewed Chapters 1 to 12;
Dr. Chong Zhou, at Petronas, reviewed Chapters 2, 3, 5, 10;
Dr. Yanhui Han, at Aramco Services, reviewed Chapters 6 and 12;
Dr. Jiajia Gao, at NUS, reviewed some poroelastic equations.

Jon Jincai Zhang
March 2019
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Abstract

Basic rock mechanics concepts are introduced, including stresses and strains, normal
and shear stresses, total and effective stresses, displacement and deformation, and
normal and shear strains. The 2-D and 3-D Mohr circle representations of stresses are
described, which can be used to interpret mechanical behaviors of rocks under
stresses and depletion. Stressestrain governing equations are given for both elastic
and poroelastic rocks with thermal effects. Rock anisotropic behaviors are investigated,
and the constitutive equations for transversely isotropic and orthotropic rocks are
presented. Considerations of anisotropy and poroelasticity play a very important role
in understanding mechanical behaviors of rocks, particularly in shale oil and gas for-
mations in which anisotropy and pore pressure are dominant characteristics. In situ
stress equations accounting for anisotropy effects are also derived.
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Stress and strain.

1.1 Stresses

1.1.1 Normal and shear stresses
The stress is equal to the force divided by the area. On a real or imaginary
plane through a rock, there can be normal force (DN ) and shear force (DS ),
as shown in Fig. 1.1. The forces induce normal and shear stresses in the
rock. It should be noted that a solid can sustain a shear force and shear stress,
whereas a liquid or gas cannot (Hudson and Harrison, 1997). A liquid or gas
contains a pressure, i.e., a force per unit area, which acts equally in all di-
rections and hence is a scalar quantity. However, stresses in rocks normally
are not equal in different directions, and they are vectors.

The normal (shear) stress is the normal (shear) force per unit area as
shown in Fig. 1.1A. The normal and shear forces and normal and shear stress
components are shown in Fig. 1.1B. The normal stress is perpendicular to
each of the planes, but the shear stress is parallel to each of the planes as
shown in Fig. 1.1B. The normal and shear stresses can be mathematically
defined as follows when the size of the small area is reduced to zero:

normal stress; sn ¼ lim
DN
DA

ðDA/0Þ (1.1)

shear stress; s ¼ lim
DS
DA

ðDA/0Þ (1.2)

Figure 1.1 (A) Normal force (DN) and shear force (DS) and their acting area (DA). (B)
Normal stress (s) and shear stress (s) induced by normal and shear forces plotted in a
two-dimensional small element.
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1.1.2 Stress components
If an infinitesimal cube is cut within the rock, it will have normal and shear
stresses acting on each plane of the cube. The compressive normal stress is
positive, and the tensile normal stress is treated as negative in rock
mechanics sign convention. Each normal stress is perpendicular to each of
the planes, as shown in Fig. 1.2. However, the case of the shear stresses is
not so direct because the resulting shear stresses on any face will not
generally be aligned with these axes. The shear stress on any face in Fig. 1.2
has two perpendicular components that are aligned with the two axes
parallel to the edges of the face. Therefore, there are nine stress components
comprising three normal components and six shear components acting on a
cubic element. The stress tensor can be expressed as follows:

s ¼

2
64
sx sxy sxz
syx sy syz
szx szy sz

3
75 (1.3)

By considering equilibrium of moments around the x, y, and z axes, the
shear stresses have the following relations:

sxy ¼ syx; syz ¼ szy; sxz ¼ szx (1.4)

Therefore, the state of stress at a point is defined completely by six
independent components. These are three normal stress components
(sx, sy, sz) and three shear stress components (sxy, syz, szx).

1.1.3 Stresses in an inclined plane
The principal stresses in two dimensions are very useful because many
engineering problems of practical interest are effectively two-dimensional,
such as the borehole problem during drilling operations, which can be

y
x

z

x

z

τzy
τzx

τxy

τxz

σ

xσ

σy

τyx

τyz

Figure 1.2 Normal and shear stress components on an infinitesimal cube in the rock.
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simplified as the state of plane strain. Consider a two-dimensional small
triangular element of the rock in which the normal stresses sx and sy and
shear stress sxy act in the xy-plane. The normal (s) and shear (s) stresses at a
surface oriented normal to a general direction q in the xy-plane (Fig. 1.3)
can be calculated as follows:

s ¼ sx þ sy

2
þ sx � sy

2
cos 2qþ sxy sin 2q

s ¼ sy � sx

2
sin 2qþ sxy cos 2q

(1.5)

By proper choice of q, it is possible to obtain s ¼ 0. From Eq. (1.5) this
happens when:

tan 2q ¼ 2sxy
sx � sy

(1.6)

Eq. (1.6) has two solutions, q1 and q2. The two solutions correspond to
two directions for which the shear stress s vanishes. These two directions
are named the principal axes of stress. The corresponding normal stresses,
s1 and s3, are the principal stresses, and they are found by introducing
Eq. (1.6) into the first equation of Eq. (1.5):

s1 ¼ sx þ sy

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2xy þ

ðsx � syÞ2
4

s

s3 ¼ sx þ sy

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2xy þ

ðsx � syÞ2
4

s (1.7)

x

y

θ

θ

σ

yσ

xσ τ

yxτ

xyτ

Figure 1.3 Force equilibrium on a small triangle element, assuming that all the stress
components are positive.
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Thus, in the direction q1, which identifies a principal axis, the normal
stress is s1 and the shear stress is zero. In the direction q2, which identifies
the other principal axis, the normal stress is s3 and the shear stress is also
zero. The principal axes are mutually orthogonal. The equations for
calculating principal stresses in three dimensions can be found in rock
mechanics textbooks (e.g., Jeager et al., 2007). All unsupported excavation
surfaces (including wellbores) are principal stress planes (Hudson and
Harrison, 1997). This is because all unsupported excavation surfaces have
no shear stresses acting on them and are therefore principal stress planes.

1.1.4 Principal stresses
It is possible to show that there is one set of axes with respect to which all
shear stresses are zero, and the three normal stresses have their extreme
values, as shown in Fig. 1.4. These three mutually perpendicular planes are
called principal planes, and the three normal stresses acting on these planes
are the principal stresses. It is convenient to specify the stress state using
these principal stresses because they provide direct information on the
maximum and minimum values of the normal stress components (Hudson
and Harrison, 1997). The values s1, s2, and s3 in Fig. 1.4 are the principal
stresses, and s1 > s2 > s3, which are three principal stress components.
Therefore, the principal stress tensor can be expressed as follows:

s ¼

2
64
s1 0 0

0 s2 0

0 0 s3

3
75 (1.8)

1.1.5 Effective stresses
The effect of pore pressure on themechanical properties of saturated rocks has
been extensively investigated by using the concept of the effective stress that

1σ

3σ2σ

Figure 1.4 Principal stress components in the principal planes.
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Terzaghi proposed. A set of data that illustrates the effective stress principle of
brittle failure is that of Murrell (1965), who conducted standard triaxial
compression tests on a Darley Dale sandstone, at different values of pore
pressures. The Darley Dale sandstone was a poorly graded feldspathic sand-
stone with 21% porosity. In each test, the pore pressure and the confining
stress were held constant, while the axial stress was increased until failure
occurred. Based on the data presented byMurrell (1965), a figure was plotted
to show the pore pressure effect on rock failure, as shown in Fig. 1.5 ( Jeager
and Cook, 1979). It indicates that the rock strength reduces markedly as the
fluid pore pressure in the rock increases. Therefore, in porous rocks (most
subsurface formations), the effective stresses should be considered in geo-
mechanical analysis. Effective stress is the applied stress, or total stress, minus
the product of fluid pressure (the pore pressure) and effective stress coefficient.
In one-dimensional case, it can be expressed as:

s0 ¼ s� app (1.9)

where s and s0 are the total and effective stresses, respectively; pp is the pore
pressure; a is Biot’s coefficient (Biot, 1941), which can be obtained from
the following equation:

a ¼ 1� Kdry=Km (1.10)

σσ 1
 (M

Pa
)

ppore fluid (MPa)

Darley Dale sandstone

σ3 =110 MPa 

σ3 =70 MPa 

σ3 =35 MPa 

σ 1
 (M

Pa
)

ppore fluid (MPa)

Darley Dale sandstone

σ3 =110 MPa 

σ3 =70 MPa 

σ3 =35 MPa 

0     20    40    60    80   100  120  140

600

500

400

300

200

100

0

Figure 1.5 Stresses at failure (s1 or rock strength) in a Darley Dale sandstone as a
function of pore pressure for different confining stresses (s3). (Based on the data of
Murrell, S.A.F., 1965. The effect of triaxial stress systems on the strength of rocks at
atmospheric temperatures. Geophys. J. R. Astronom. Soc. 10, 231e281.)
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where Kdry is the bulk modulus of the dry porous rock; Km is the bulk
modulus of the matrix mineral in the rock; a is restricted to the range of
f < a � 1 (f is porosity). In Terzaghi’s effective stress law, a ¼ 1.

In the three-dimensional condition the relation between changes in
total stress (sij) and effective stress (s0ij) can be expressed in the following
equation (Biot, 1941):

s0
ij ¼ sij � appdij (1.11)

where sij is the index notation of the total stress tensor, as shown in Eq. (1.3);
dij is Kronecker’s delta, dij ¼ 1, when i ¼ j; and dij ¼ 0, when is j.

1.1.6 In situ stresses, far-field and near-field stresses
In situ stress state is the original stress status in the rock before excavations
or other perturbations. In situ stresses are also called far-field stresses. For
example, the stress state before a borehole is drilled shown in Fig. 1.6 is the
in situ stress state (Zhang, 2013). As a first approximation, one can assume
that the three principal stresses of a natural in situ stress field are acting
vertically (one component, sV) and horizontally (two components, sH and
sh). More details about in situ stresses can be found in Chapters 5 and 6.

Figure 1.6 Schematic representation of in situ stresses (far-field stresses) and near-
field stresses (2-D case) in a borehole.
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The near-field stresses are the stress redistributions of the in situ stresses
caused by current excavations, such as the stresses near the borehole wall
in Fig. 1.6.

1.2 Mohr’s circle representation of stresses

1.2.1 Mohr’s circles for two-dimensional stresses
Mohr’s circle or the Mohr diagram is a useful tool to represent the stress
state and rock failure. The Mohr circle can be used to determine graphically
the stress components acting on a rotated coordinate system, i.e., acting on
a differently oriented plane passing through a particular point (e.g., the
point P in Fig. 1.7A). When the principal stresses (s1, s3) are available, a
two-dimensional Mohr’s circle can be illustrated in Fig. 1.7A; notice that
the stresses plotted in x-axis are the principal stresses. The diameter of the
circle is s1 � s3 and the center is at ((s1 þ s3)/2,0). The normal stress s
and shear stress s at each point on the circle represent a state of stress on a
plane whose normal direction is inclined at q to s1 (i.e., q is the angle
between the inclined plane and the direction of s3), as shown in Fig. 1.7B.
From the Mohr circle diagram, the normal and shear stresses at each point
(e.g., the point P) or in each inclined plane can be easily obtained, i.e.,

σσ1σ3
o

2
31 σσ −

2θ

P (σ,τ )

0

τ

σ

2
31 σσ +

θσσσσ 2cos
22

3131 −++

θσσ 2cos
2

31 −

τ

σ

y

x

σ

τ

θ

θ

σ1

σ3

(B)(A)

Figure 1.7 (A) Mohr’s circle diagram for a two-dimensional state of stresses (principal
stresses s1 and s3). (B) Shear and normal stresses on a plane exerted by the far-field
principal stresses (s1 and s3) (corresponding to the stress state at the point P).
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s ¼ s1 þ s3

2
þ s1 � s3

2
cos 2q

s ¼ s1 � s3

2
sin 2q

(1.12)

Eqs. (1.12) and (1.5) are also very useful for analyzing stress states in
fractures. The maximum shear stress can be obtained from Eq. (1.12) when
2q ¼ 90 degrees, that is,

smax ¼ s1 � s3

2
(1.13)

1.2.2 Mohr’s circles for three-dimensional stresses
To construct Mohr’s circles for a three-dimensional case of stresses at a
point, the values of the principal stresses (s1, s2, s3) and their principal
directions (n1, n2, n3) must be first evaluated. When the principal stresses
are available, the three-dimensional Mohr’s circles can be plotted (Parry,
2004), as illustrated in Fig. 1.8. All admissible stress points (s, s) lie on the
three circles or within the shaded area enclosed by them, as shown in
Fig. 1.8B, and each of those points (such as the point P) represents a state of
stress on a plane (e.g., a weak plane or a fault plane) in the cube in
Fig. 1.8A. Three-dimensional Mohr’s circles combined with shear failure

σ1σ3

2
31

max
σστ −=

0

τ

σ

2/)( 31 σσ +

σ2

2/)( 32 σσ +

2/)( 21 σσ +

σ2

σ 1

σ3

P (σ,τ )

P 

σ2

(A) (B)

Figure 1.8 (A) Principal stresses and (B) a plane in a cube represented by Mohr’s
circles in a three-dimensional stress state. The dashed vertical lines point to the centers
of the three circles.
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envelopes can be used to analyze normal and shear stresses in fault planes for
assessment of shear failures and fault reactivations (Barton et al., 1995). The
maximum shear stress is the same to the one obtained from Eq. (1.13).

For fluid-saturated porous rocks, the effective stresses should be used for
constructing the Mohr circles, i.e., replacing the total stresses (s, s1, s2, s3)
by effective stresses (s0, s01, s02, s03), respectively. Fig. 1.9 shows the
relationship of the in situ effective stresses and shear failure envelope for
different degrees of depletion in the Bakken shale oil play (Dohmen et al.,
2017). Reservoir depletion (decrease of pore pressure) causes the size of
Mohr’s circle to increase, and this may induce the reservoir rocks
approaching shear failures.

1.3 Strains

In elasticity theory of solid mechanics, infinitesimal strain is assumed for
solid deformation. The infinitesimal strain theory, or small deformation
theory, is a mathematical approach to the description of the deformation of
a solid body in which the displacements are assumed to be much smaller
than any relevant dimension of the body; therefore, its geometry and the
constitutive properties of the material at each point of space can be assumed
to be unchanged by the deformation. Strain is a description of deformation

0
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5000

0 2000 4000 6000 8000 10000

Sh
ea

r s
tr

es
s 

(p
si

)

Effective stress (psi)

Biot coeff = 0.75

Mohr-Coulomb envelope 0.5
Depletion of 3000 psi
Depletion of 2000 psi
No depletion

deple on

Figure 1.9 2-D Mohr’s circle diagram showing the stress changes before (left circle)
and after depletion of 2000 psi (middle) and 3000 psi (right) in the Middle Bakken
reservoir at the depth of 11,087 ft with the MohreCoulomb shear failure envelope in a
fractured formation.
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in terms of relative displacement of particles in the body. Strain is defined as
deformation of a solid due to stress. It is a relative change in shape or size of
an object due to externally applied stresses (forces), and it is dimensionless
and has no unit. There are two types of strains: normal and shear strains.
Normal strain describes the relative size change; it is elongation or
contraction of a line segment. Contractile normal strain is taken as positive
in rock mechanics sign convention. If a rock sample in a typical uniaxial
compression test is loaded in the axial direction, then displacements
(contraction and elongation) are formed in axial and lateral directions. The
strain in axial direction is equal to the relative displacement (the length
change) divided by the original length of the rock sample, as shown in
Fig. 1.10A, i.e.,

ε ¼ L � L0

L
(1.14)

Engineering shear strain is defined as the change in angle between two
line segments originally perpendicular, as illustrated in Fig. 1.10B, i.e.,

g ¼ aþ b (1.15)

In a three-dimensional domain, the normal strains can be written in the
following forms:

εx ¼ vux
vx

; εy ¼ vuy
vy

; εz ¼ vuz
vz

(1.16)

σ1

σ1

LL'

αα

β

σ

σ

(A) (B)

Figure 1.10 Illustration of normal and shear strains. s1, s are the applied stresses; L, L’
are the original and the deformed lengths, respectively; a, b are the angles after
deformations.
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where εx, εy, εz are the normal strains in x, y, and z directions, respectively;
ux, uy, uz are the displacements in x, y, and z directions, respectively.

The shear strains can be expressed as follows:

gxy ¼ gyx ¼
vux
vy

þ vuy
vx

;

gyz ¼ gzy ¼
vuy
vz

þ vuz
vy

;

gzx ¼ gxz ¼
vuz
vx

þ vux
vz

(1.17)

where gxy, gyz, gzx are the engineering shear strains in x, y, and z direc-
tions, respectively; and gxy ¼ gyx ¼ 2εxy ¼ 2εyx; gyz ¼ gzy ¼ 2εyz ¼ 2εzy;
gzx ¼ gxz ¼ 2εzx ¼ 2εxz

The tensorial normal and shear strain components of the infinitesimal
strain tensor can be expressed in the following matrix forms:

ε ¼

2
64
εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

3
75 ¼

2
64

εx gxy

�
2 gxz=2

gyx

�
2 εy gyz

�
2

gzx=2 gzy

�
2 εz

3
75 (1.18)

Note that this matrix is symmetrical and hence has six independent
components.

1.4 Stressestrain relations in isotropic rocks

1.4.1 Stressestrain relations for different rocks
Rocks behave mechanically different under compression tests, and different
models can be used to describe the stressestain behaviors. Fig. 1.11 illustrates
some typical models to describe stressestrain constitutive relationships. The
commonly used model assumes that the rock has a linear elastic stressestrain
relationship in which elasticity can be applied, as shown in Fig. 1.11A.
The stress and strain in uniaxial compression in Fig. 1.11A follows a linear
relationship, and rock failure happens when the stress reaches the rock
strength. This behavior is mainly for brittle rocks.

Fig. 1.11B illustrates the elastic perfectly plastic behavior, i.e., the rock
has the elastic behavior before the stress reaches the peak strength. After
reaching the peak strength, a constant stress state is kept (residual strength is
the same as the peak strength, i.e., no stress drop), but straining continues,
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and the rock is in creep state. This behavior is for very ductile rocks or for a
rock under the triaxial test with a very high confining stress. Fig. 1.11C
shows elasto-brittle deformation normally for very brittle rocks. In this case
the rock has a very low residual strength after the stress reaching the peak
strength. Fig. 1.11D displays the elasto-plastic strain-softening model nor-
mally for brittle rocks, and it has a higher residual strength than that in the
elasto-brittle case. There are also other models used to describe rock de-
formations, such as nonlinear, elasto-plastic strain-hardening models.

1.4.2 Isotropic dry rocks
For a linear elastic material (as shown in Fig. 1.11A) or for a rock in the
elastic deformation stage, the one-dimensional stress and strain have a linear
relationship, i.e.,

sx ¼ Eεx (1.19)

Elas�c Elas�c perfectly-plas�c 

σ σ

σ σ

Elasto-bri�le
Elasto-so�ening

ε ε

ε ε

Peak strength

Residual strength

(A) (B)

(C) (D)

Figure 1.11 Stressestrain relationships and models: (A) linear elastic rocks; (B) elastic
perfectly plastic rocks: ductile rocks; (C) elasto-brittle: brittle rocks; (D) elasto-plastic:
strain-softening rocks. In each plot, the maximum value of the stress is the rock
strength.
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For linear elastic isotropic drymaterials, the stress and strain followHooke’s
law, which can be expressed as follows in the three-dimensional condition:

εx ¼ 1
E
½sx � nðsy þ szÞ�

εy ¼ 1
E
½sy � nðsx þ szÞ�

εz ¼ 1
E
½sz � nðsx þ syÞ�

εxy ¼ 1
2G

sxy

εxz ¼ 1
2G

sxz

εyz ¼ 1
2G

syz

(1.20)

where s and s are the normal and shear stresses, respectively; εxy, εxz, εyz
are the shear strains; n is Poisson’s ratio; E and G are Young’s and shear
moduli, respectively.

When any two of the moduli of E, G, n, l, and K are defined, the
remaining ones are fixed by certain relations. Some useful relations are listed
in Table 1.1.

A very useful stressestrain state is the uniaxial strain condition, where
the lateral strains are constrained (i.e., εx ¼ εy ¼ 0), and only the vertical

Table 1.1 Relations to convert elastic moduli and Poisson’s ratio.

E, Young’s modulus K, bulk modulus l, Lamé constant

E ¼ 3K (1�2n)
K ¼ l

1þ n

3n
l

G
¼ 2n

1� 2n

E ¼ 2G (1þn) K ¼ 2
3
G

1þ n

1� 2n
l

lþG
¼ 2n

E ¼ 9KG
3K þG

K ¼ l þ 2
3
G

G
lþG

¼ 1 � 2n

E ¼ G
3lþ 2G
lþG

K ¼ GE
9G � 3E

lþ 2G
lþG

¼ 2ð1 � nÞ

E ¼ l

n
ð1 þ nÞð1 � 2nÞ G ¼ E

2ð1þ nÞ
3lþ 2G
lþG

¼ 2ð1 þ nÞ
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deformation is allowed. In this case, the relationship of three principal
stresses can be obtained from Eq. (1.20) by substituting εx ¼ εy ¼ 0:

sx ¼ sy ¼ n

1� n
sz (1.21)

If sx, sy, and sz represent three in situ stresses in the subsurface, then the
in situ stresses in the uniaxial strain condition have the following relation:

sh ¼ sH ¼ n

1� n
sV (1.22)

where sh, sH, and sV are the minimum and maximum horizontal, and ver-
tical stresses, respectively.

1.4.3 Isotropic thermal rocks
Stressestrain relations for isotropic, linear elastic dry materials with consid-
eration of thermal effect can be written as shown below (Bower, 2010):2
666666664

εx

εy

εz

2εyz
2εxz
2εxy

3
777777775
¼ 1

E

2
666666664

1 �n �n 0 0 0

�n 1 �n 0 0 0

�n �n 1 0 0 0

0 0 0 2ð1þ nÞ 0 0

0 0 0 0 2ð1þ nÞ 0

0 0 0 0 0 2ð1þ nÞ

3
777777775

2
666666664

sx

sy

sz

syz
sxz
sxy

3
777777775

� aTDT

2
666666664

1

1

1

0

0

0

3
777777775

(1.23)

where, sx, sy, sz are the normal stresses; sxy, syz, sxz are the shear stresses;
aT is the thermal expansion coefficient; DT is the increase in temperature of
the rock. Notice that this equation uses the rock mechanics sign convention
(compressive normal stress and contractile normal strain are taken as positive;
the same convention is used in the following equations). In solid mechanics
sign convention, the last term in Eq. (1.23) has an opposite sign.
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The inverse relationship can be expressed as:

2
666666664

sx

sy

sz

syz
sxz
sxy

3
777777775
¼ E

ð1þ nÞð1� 2nÞ

2
6666666666666666664

1� n n n 0 0 0

n 1� n n 0 0 0

�n n 1� n 0 0 0

0 0 0
1� 2n

2
0 0

0 0 0 0
1� 2n

2
0

0 0 0 0 0
1� 2n

2

3
7777777777777777775

�

2
666666664

εx

εy

εz

2εyz
2εxz
2εxy

3
777777775
þ EaTDT

1� 2n

2
666666664

1

1

1

0

0

0

3
777777775

(1.24)

This expression can be written in a much more convenient form using
index notation (Bower, 2010):

εij ¼ 1þ n

E
sij � n

E
skkdij � aTDTdij (1.25)

where, dij is the Kronecker delta function; if i ¼ j, dij ¼ 1; otherwise,
dij ¼ 0.

The inverse relation is:

sij ¼ E
1þ n

h
εij þ n

1� 2n
εkkdij

i
þ EaTDT

1� 2n
dij (1.26)

The stressestrain relations are often expressed using the elastic modulus
tensor Cijkl or the elastic compliance tensor Sijkl as follows:

sij ¼ Cijklðεkl þ aTDTdklÞ (1.27)

εij ¼ Sijklskl � aTDTdij (1.28)
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1.4.4 Plane stress and plane strain in isotropic thermal
rocks

1.4.4.1 Plane stress state
Plane stress and plane strain states can simplify 3-D stressestrain relations into
the corresponding 2-D forms. For a plane stress (biaxial stress) deformation
state, it has sz ¼ syz ¼ szx ¼ 0; therefore, substituting this condition into
Eq. (1.23) the strainestress relations have the following forms:

εx ¼ 1
E
ðsx � nsyÞ � aTDT

εy ¼ 1
E
ðsy � nsxÞ � aTDT

εz ¼ �n

E
ðsx þ syÞ � aTDT

εxy ¼ 1
2G

sxy

(1.29)

and from Eq. (1.24) stressestrain relations can be expressed as follows:

sx ¼ E
1� n2

ðεx þ nεyÞ þ EaTDT
1� n

sy ¼ E
1� n2

ðεy þ nεxÞ þ EaTDT
1� n

sxy ¼ 2Gεxy

(1.30)

This case occurs when a thin plate is stressed in its own plane. It also
occurs in the analysis at any free surface, if the x- and y-axes are taken in the
surface ( Jeager and Cook, 1979).

1.4.4.2 Plane strain state
For a plane strain (biaxial strain) deformation state, εz ¼ εyz ¼ εzx ¼ 0;
substituting this relation into Eq. (1.23) the strainestress relations can be
expressed as follows:

εx ¼ 1þ n

E
½ð1� nÞsx � nsy� � ð1þ nÞaTDT

εy ¼ 1þ n

E
½ð1� nÞsy � nsx� � ð1þ nÞaTDT

εxy ¼ 1
2G

sxy

(1.31)
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and from Eq. (1.24) the stressestrain relations are as follows:

sx ¼ E
ð1þ nÞð1� 2nÞ ½ð1� nÞεx þ nεy� þ EaTDT

ð1� 2nÞ

sy ¼ E
ð1þ nÞð1� 2nÞ ½ð1� nÞεy þ nεx� þ EaTDT

ð1� 2nÞ
sz ¼ nðsx þ syÞ þ EaTDT

sz ¼ Enðεx þ εyÞ
ð1þ nÞð1� 2nÞ þ

EaTDT
ð1� 2nÞ

sxy ¼ 2Gεxy

(1.32)

if the thermal effect is not considered, then sz ¼ n(sxþsy).
Plane strain state is often applicable to very long or thick structures,

where the length of the structure is much greater than the other two di-
mensions (e.g., Zhang et al., 2018). It is applicable to boreholes, hydraulic
fractures, and two-dimensional openings. For instance, Fig. 1.12 shows a
classic hydraulic fracture model (the PKN model), where the fracture is very
long in y-direction. The PKN model assumes a plane strain deformation in
the vertical plane, i.e., each vertical cross section acts independently; i.e., the

w(x)

Fracture  tip

L

z

H

y

x

Figure 1.12 Plane strain wellbore model of the PKN fracture for simplifying the 3-D
problem.
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fracture height is fixed and independent to the fracture length growth (or
length[ height).

1.4.5 Isotropic porous rocks
For the fluid-saturated rocks, the effect of pore pressure and Biot’s coef-
ficient (a) needs to be considered. Poroelasticity can be applied to consider
this effect (Detournay and Cheng, 1993). In porous rocks, the strain and
stress relations previously introduced should consider the effective stresses
instead of the total stresses (i.e., replacing each total stress s by effective
stress s0 using s0 ¼ s � app). For instance, the strain and stress relations in
isotropic porous rocks can be expressed as follows by replacing the total
stresses in Eq. (1.20) by the corresponding effective stresses (Eq. 1.9):

εx ¼ 1
E
½sx � nðsy þ szÞ � að1� 2nÞpp�

εy ¼ 1
E
½sy � nðsx þ szÞ � að1� 2nÞpp�

εz ¼ 1
E
½sz � nðsx þ syÞ � að1� 2nÞpp�

εxy ¼ 1
2G

sxy

εxz ¼ 1
2G

sxz

εyz ¼ 1
2G

syz

(1.33)

The in situ stresses in the uniaxial strain condition (refer to Eq. 1.22)
with consideration of pore pressures can be solved from Eq. (1.33),
assuming εx ¼ εy ¼ 0, sx ¼ sh, sy ¼ sH, and sz ¼ sV, i.e.,

sh ¼ sH ¼ n

1� n
ðsV � apÞ þ app (1.34)

1.5 Stressestrain relations in anisotropic elastic rocks

Most rocks are anisotropic materials and have a characteristic orientation.
For example, in a shale formation, the clay minerals are oriented in the
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bedding direction. The shale will be stiffer if it is loaded parallel to the
bedding direction than that loaded perpendicular to the same direction. For
instance, uniaxial compression tests in shale core samples were performed
with weak plane laminations orientated different angles to the loading
direction, the anisotropic strength ratio (the ratio of the maximum to the
minimum compressive strengths) could be > 3. The anisotropic ratios in
Young’s moduli of the loading parallel to the bedding direction to the
loading perpendicular to the bedding direction are also very different. For
example, the compression test results in core samples show that the ratios
of the horizontal to vertical Young’s moduli vary from 1 to 4.2 in the
Haynesville and Bossier shale gas formations (Fig. 1.13).

To model anisotropic elastic media, stressestrain relation with thermal
effect can be written in a more compact matrix form to account for the
anisotropy (Bower, 2010):

s ¼ Cðεþ aTDTÞ (1.35)

Figure 1.13 Lab experimental results of horizontal and vertical Young’s moduli in the
Haynesville and Bossier shales.
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where s ¼

2
666666664

s11

s22

s33

s23

s13

s12

3
777777775
, C ¼

2
666666664

c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66

3
777777775
, ε ¼

2
666666664

ε11

ε22

ε33

2ε23
2ε13
2ε12

3
777777775
,

aT ¼

2
666666664

aT11

aT22

aT33

2aT23

2aT13

2aT12

3
777777775
;

c11 h C1111, c12 h C1122 ¼ C2211, etc. are the elastic stiffnesses of the
rock.

The inverse of Eq. (1.35) has the following form:

ε ¼ Ss� aTDT (1.36)

where S ¼

2
666666664

s11 s12 s13 s14 s15 s16
s12 s22 s23 s24 s25 s26
s13 s23 s33 s34 s35 s36
s14 s24 s34 s44 s45 s46
s15 s25 s35 s45 s55 s56
s16 s26 s36 s46 s56 s66

3
777777775
;

s11 h S1111, s12 h S1122 ¼ S2211, etc. are the elastic compliances of the
rock, and S ¼ C�1.

In an anisotropic rock, each matrix of C and S has 21 independent elastic
components. Therefore, if an anisotropic rock contains no symmetry planes,
then 21 elastic stiffnesses (Cij) are required to completely describe the rock
properties. It is difficult to obtain those stiffnesses. However, for most practical
cases a simplified model can be adopted, and anisotropic rocks are often
modeled as orthotropic or transversely isotropic (TI) media in a coordinate
system attached to their apparent structures or directions of symmetry.
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1.5.1 Orthotropic elastic rocks
Orthotropy (orthorhombic symmetry) is a simplification of the anisotropy.
An orthotropic rock has three mutually perpendicular symmetry planes at
each point in the rock, and these planes have the same orientation
throughout the rock (Amadei et al., 1987; Amadei, 1996). This type of rock
has nine independent material constants. For a rock that is orthotropic in a
local 1, 2, 3 Cartesian coordinate system attached to clearly defined planes
of anisotropy (refer to Fig. 1.14), the elastic compliance matrix can be
expressed as follows:

S ¼

2
666666664

1=E1 �n21=E2 �n31=E3 0 0 0

�n12=E1 1=E2 �n32=E3 0 0 0

�n13=E1 �n23=E2 1=E3 0 0 0

0 0 0 1=G23 0 0

0 0 0 0 1=G13 0

0 0 0 0 0 1=G12

3
777777775

(1.37)

where E1, E2, and E3 are Young’s moduli in the 1, 2, and 3 directions,
respectively; G12, G13, and G23 are the shear moduli in planes parallel to
the 12, 13, and 23 planes, respectively; nij (i, j ¼ 1, 2, 3) are Poisson’s ratios
that characterize the normal strains in the symmetry directions j when a
stress is applied in the symmetry directions i. Because of symmetry of the
compliance matrix, Poisson’s ratios nij and nji are such that nij/Ei ¼ nji/Ej

(Amadei, 1996).
For the orthotropic rock the thermal expansion coefficient tensor has

the following form:

a ¼

2
64
aT1 0 0

0 aT2 0

0 0 aT3

3
75 (1.38)

1

2

3

Figure 1.14 An orthotropic rock (a layered rock formation) with three planes of
symmetry normal to the axes (the 1, 2, 3 directions).
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1.5.2 Transversely isotropic elastic rocks
A TI model is a simplification of orthotropy. It is azimuthally symmetric
about a single axis. Examples of TI materials are layered rocks or isotropic
rocks with a single set of oriented fractures. There are five independent
stiffness coefficients required to completely describe the elastic properties
(Havens, 2012). If rock properties are uniform horizontally within a layer,
but vary vertically from layer to layer, then the formations can be treated as
vertical transverse isotropy (VTI). The vertical axis (axis 3 as shown in
Fig. 1.14) is the axis of rotational symmetry, which is perpendicular to the
symmetric isotropic plane (the horizontal plane). Because the rock has
isotropic properties in the horizontal plane, the plane is the plane of
transverse isotropy. Transverse isotropy requires that c22 ¼ c11, c23 ¼ c13,
c55 ¼ c44, so that the stiffness matrix has the following form:

C ¼

2
666666664

c11 c12 c13 0 0 0

c12 c11 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c66

3
777777775

(1.39)

where c66 ¼ (c11 e c12)/2. For the VTI rock, Young’s modulus and
Poisson’s ratio must satisfy E1 ¼ E2, n12 ¼ n21, n31 ¼ n32, n13 ¼ n23.

The elastic stiffnesses (cij) in the TI rock in Eq. (1.39) can be obtained
from the acoustic velocities (dynamic stiffnesses) and from lab compression
tests (static stiffnesses). The stiffnesses can also be related to Young’s
moduli, Poisson’s ratios, and bulk moduli (King, 1964; Mavko et al.,
2009).

For the VTI rock the compliance matrix has the following form
(Bower, 2010):

S ¼

2
666666664

1=E1 �n12=E1 �n31=E3 0 0 0

�n12=E1 1=E1 �n31=E3 0 0 0

�n13=E1 �n13=E1 1=E3 0 0 0

0 0 0 1=G3 0 0

0 0 0 0 1=G3 0

0 0 0 0 0 1=G1

3
777777775

(1.40)
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where G1 ¼ E1/[2(1þn12)]; Poisson’s ratios are not symmetric, but satisfy
n31/E3 ¼ n13/E1.

Hooke’s law in the VTI rock can be expressed as follows:2
666666664

ε11

ε22

ε33

2ε23
2ε13
2ε12

3
777777775
¼

2
666666664

1=E1 �n12=E1 �n31=E3 0 0 0

�n12=E1 1=E1 �n31=E3 0 0 0

�n13=E1 �n13=E1 1=E3 0 0 0

0 0 0 1=G3 0 0

0 0 0 0 1=G3 0

0 0 0 0 0 1=G12

3
777777775

�

2
666666664

s11

s22

s33

s23

s13

s12

3
777777775
� DT

2
666666664

aT1

aT1

aT3

0

0

0

3
777777775

(1.41)

The minimum and maximum horizontal stresses in the VTI rock can be
derived from Eq. (1.41). In the principal stress state, shear stresses and shear
strains are zero; therefore, the first two equations in Eq. (1.41) can be
rewritten as follows:

ε1 ¼ s1

E1
� n12s2

E1
� n31s3

E3
� aT1DT (1.42)

ε2 ¼ s2

E1
� n12s1

E1
� n31s3

E3
� aT1DT (1.43)

where s and ε are principal stresses and strains, respectively.
Solving Eqs. (1.42) and (1.43), the principal stresses (s1 and s2) can be

obtained:

s1 ¼ E1n31

E3ð1� n12Þs3 þ E1

1� n212
ε1 þ E1n12

1� n212
ε2 þ E1aT1

1� n12
DT (1.44)

s2 ¼ E1n31

E3ð1� n12Þs3 þ E1

1� n212
ε2 þ E1n12

1� n212
ε1 þ E1aT1

1� n12
DT (1.45)

where the principal stresses, Young’s moduli, and Poisson’s ratio are illus-
trated in Fig. 1.15. If the two horizontal axes (1 and 2) and the vertical
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axis (3-axis) are represented by h, H, and V (e.g., Eh ¼ E1, EV ¼ E3,
nh ¼ n12, nV ¼ n31, aTh¼aT1), and for a porous rock the effective stresses
replace the total stresses, then the above equations can be rewritten as
the following forms for the effective in situ stresses:

s0
h ¼

EhnV

EV ð1� nhÞs
0
V þ Eh

1� n2h
εh þ Ehnh

1� n2h
εH þ EhaTh

1� nh
DT (1.46)

s0
H ¼ EhnV

EV ð1� nhÞs
0
V þ Eh

1� n2h
εH þ Ehnh

1� n2h
εh þ EhaTh

1� nh
DT (1.47)

where s0h and s0H are the minimum and maximum effective horizontal
stresses, respectively; s0V is the effective vertical stress; Eh and EV are
Young’s moduli in horizontal and vertical directions, respectively; nh and
nV are Poisson’s ratios in horizontal and vertical directions, respectively;
εh and εH are the strains in the minimum and maximum horizontal stress
directions, respectively.

Substituting Eq. (1.9) of the effective stress law into above equations,
the minimum and maximum horizontal stresses can be obtained, i.e.,

sh ¼ EhnV

EV ð1� nhÞ ðsV � aVppÞ þ ahpp þ Eh

1� n2h
εh þ Ehnh

1� n2h
εH þ EhaTh

1� nh
DT

(1.48)

sH ¼ EhnV

EV ð1� nhÞ ðsV � aVppÞ þ ahpp þ Eh

1� n2h
εH þ Ehnh

1� n2h
εh þ EhaTh

1� nh
DT

(1.49)

σσ3

σ3

ε3

ε1

Ε3 , ν31 σ1

ε3

ε1

Ε1 , ν12 ν13σ1

ε2

1

2
3

Figure 1.15 Two compression tests in vertical and horizontal directions to obtain all
Young’s moduli and Poisson’s ratios in the rock withvertical transverse isotropy.
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where ah and aV are Biot’s coefficients in the horizontal and vertical direc-
tions, respectively.

Eqs. (1.48) and (1.49) are similar to the ones presented by Thiercelin and
Plumb (1994), where they did not consider thermal effects. If Eh ¼ EV ¼ E,
nh ¼ nV ¼ n, ah ¼ aV ¼ a, aTh ¼ aT, Eqs. (1.48) and (1.49) can be
simplified to the isotropic case, as follows:

sh ¼ n

1� n
ðsV � appÞ þ app þ E

1� n2
ðεh þ nεHÞ þ EaT

1� n
DT (1.50)

sH ¼ n

1� n
ðsV � appÞ þ app þ E

1� n2
ðεH þ nεhÞ þ EaT

1� n
DT (1.51)

If εh ¼ εH ¼ 0, then Eqs. (1.48) and (1.49) can be simplified to the case
of the TI rocks in the uniaxial strain condition:

sh ¼ EhnV

EV ð1� nhÞ ðsV � aVppÞ þ ahpp þ EaTh

1� nh
DT (1.52)
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Abstract

Rock physical and mechanical properties are introduced, and methods to obtain these
properties are discussed. Rock properties, including bulk density, porosity, perme-
ability, sonic velocity, transit time, Young’s modulus, Poisson’s ratio, and Biot’s coeffi-
cient are the fundamental inputs for geomechanical modeling and geological
engineering design. The anisotropy and stress-dependent behaviors in rock properties
are addressed to better characterize the rock, and these are particularly important for
hydraulic fracturing design in unconventional plays. The fluid impact on sonic ve-
locities is also investigated, and the slowdown of the compressional velocity by gas-
bearing formation is studied. Empirical equations and new correlations for obtaining
rock properties are examined with considerations of anisotropy for both conventional
and unconventional reservoirs. Dynamic and static properties and their relationships
are also evaluated.

Keywords: Anisotropy; Biot’s coefficient; Bulk density; Dynamic and static relationship;

Poisson’s ratio; Porosity and permeability; Rock properties; Sonic velocity; Young’s

modulus.

2.1 Rock density

2.1.1 Bulk and matrix densities
Rock density, or bulk density, is a measure of mass of the rock contained in
a given unit volume. It is a very important parameter for obtaining the
overburden stress. Rock bulk density is controlled by densities and volu-
metric fractions of components of which the rock is composed. For a
porous rock it is dependent on not only the density of each solid matrix but
also the density of each pore fluid as well as fluid saturation. Therefore, bulk
density has a strong correlation with minerals, fluids, and porosity, which
can be obtained from the following equation:

rb ¼ ð1� fÞrm þ frf (2.1)

where rb is the bulk density of the rock; rm is the matrix or mineral density;
f is the porosity of the rock; rf is the fluid (water, oil, or gas, etc.) density in
the rock. If the fluid is water, rf is the density of formation water.

The density of formation water is a function of water salinity, tem-
perature, and content of dissolved gases. Normally, it varies from 1.0 to
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1.08 g/cm3 in sedimentary basins. For example, in general cases, rf ¼
1.07 g/cm3 in the Gulf of Mexico; rf ¼ 1.02 g/cm3 in the Rocky
Mountains; rf ¼ 1.08 g/cm3 in the Niger Delta; and rf ¼ 1.02 g/cm3 in the
North Sea.

Tables 2.1 and 2.2 list the matrix densities for common minerals (Schön,
1996) and bulk density for various rock types. For most rocks and soils, the
matrix density is about 2.65 g/cm3, roughly the density of quartz and clay
minerals (Table 2.1). Therefore, bulk density of a rock can be calculated
from Eq. (2.1) if the formation porosity is known. Fig. 2.1 shows an
example of bulk density variations with depth below the sea floor in the
Gulf of Mexico. The densities in the figure were calculated from core
porosity data (Ostermeier et al., 2001) using Eq. (2.1). It shows that bulk
density of the formation is very low at the shallow depth (<100 m below
the sea floor), and this mostly is due to that the formation is unconsolidated
with very high porosity. Bulk density increases as the burial depth increases
because formation compaction causes porosity reduction with depth.

Rock bulk density can be measured in the laboratory using core sam-
ples. For subsurface rocks, it is more convenient to obtain the bulk density
from density log in a borehole. However, density log data, particularly the

Table 2.1 Average matrix densities in common minerals and fluids.

Mineral or fluid Density rm (g/cm3)

Quartz 2.65
Calcite 2.71
Dolomite 2.87
Montmorillonite 2.06
Illite 2.64
Kaolinite 2.59
Chlorite 2.88
K-Feldspar 2.56
Biotite 2.90
Halite 2.165
Anhydrite 2.96
Sylvite 1.99
Plagioclase (Na) 2.62
Plagioclase (Ca) 2.76
Barite 4.48
Oil 0.85
Fresh water 1.0
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shallow density data, are not always available; then, Gardner’s method can
be used to convert acoustic compressional transit time or velocity to bulk
density (Gardner et al., 1974).

rb ¼ aV b
p (2.2)

where Vp is the velocity of the compressional wave; a and b are empirical
constants, and the default values are a ¼ 1.74 and b ¼ 0.25 in the metric
system (rb in g/cm3 and Vp in km/s). In the English unit (rb in g/cm3

Table 2.2 Bulk densities and porosities in various rock types.

Rock type Density rb (g/cm3) Porosity f (%)

Granite 2.5e2.8 0.5e1.5
Dolerite 3.0e3.1 0.1e0.5
Limestone 2.5e2.8 5e20
Dolomite 2.5e2.87 1e5
Quartzite 2.65 0.1e0.5
Sandstone 2.0e2.6 5e25
Shale 2.0e2.7 10e30
CoaleAnthracite 1.3e1.6
CoaleBituminous 1.1e1.4
Sediments 1.7e2.3
Metamorphic rocks 2.6e3.0
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Figure 2.1 Bulk density variations with the true vertical depth (TVD) below the sea
floor in the Gulf of Mexico. The bml represents below the mudline or below the sea
floor in offshore drilling.
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and Vp in ft/s), a ¼ 0.23 and b ¼ 0.25 are used as the default values by
Gardner et al. (1974).

Eq. (2.2) represents a fair average for a large number of laboratory and
field observations of different brine-saturated rock types. For practical
applications, a calibration is needed to adjust two constants of a and b in
Eq. (2.2). Additionally, the compressional velocity can be slowed down by
hydrocarbon formations. In this case the compressional velocity should be
corrected to take out hydrocarbon impacts in oil- and gas-bearing forma-
tions (refer to Section 2.3.5).

2.1.2 Bulk density at the shallow depth
As mentioned above, bulk density in the shallow formation may not be
available in most cases, but it is a required parameter for calculating the
overburden stress. Fig. 2.2 shows some available data of the shallow den-
sities. This figure plots bulk density variations with depth, where the
shallow formation density was obtained by soil boring, and the deep density
was measured from formation density log in the Gulf of Mexico. It can be
observed from Figs. 2.1 and 2.2 that the density at the shallow depth
(<2000 ft), particularly near the sea floor, is significantly lower than that in
the deeper formation.

The shallow density and porosity in the deepwater of the Gulf of
Mexico have been studied in various purposes, e.g., Ostermeier et al. (2001),

Figure 2.2 Formation bulk density versus depth (plotted from the sea level) for the
Green Canyon area in the Gulf of Mexico. The water depth is 1749 ft (533 m) (Bender
et al., 1996).
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Bender et al. (1996), and the Ocean Drilling Program (ODP, 2008). Dr.
Terry Miller obtained the shallow density correlation based on the measured
porosity and density data. Miller’s shallow density method (KSI/Halliburton
internal research published by Zhang et al., 2008 with KSI’s permission)
addresses the problem that in deepwater, the shallow sediments may have
very high porosities and thus low densities cannot be correctly described
using seismic interval velocities. Using shallow porosity data from
Ostermeier et al. (2001) and the Ocean Drilling Program, the Miller
shallow porosity can be expressed in the following form:

fs ¼ fa þ fbe
�kd1=n (2.3)

where fs is the shallow porosity; fa þ fb is the mudline porosity, d is the
depth below the mudline in ft, and k and n are empirically determined pa-
rameters that provide the reasonable fit to the data.

The porosity data can then be applied to calculate near mudline bulk
density, rs, directly by the following relationship:

rs ¼ rmð1� fsÞ þ rwfs (2.4)

where rm is the average density of the sediment grains (typically 2.65 g/cm3

for shales); rw is the density of formation water (typically 1.03e
1.05 g/cm3).

Fig. 2.3 plots the measured porosity data in the deepwater Gulf of
Mexico locations versus Miller’s near mudline density correlation obtained
from Eqs. (2.3) and (2.4), using fa ¼ 0.35, fb ¼ 0.35, k ¼ 0.0035,
rm ¼ 2.675 g/cm3, rw ¼ 1.05 g/cm3, and n ¼ 1.09 (Zhang et al., 2008). In
a similar region where has a low formation density at the shallow depth,
Eqs. (2.3) and (2.4) may be applicable after certain calibrations to the local
core tests or density log data.

2.2 Porosity

2.2.1 Porosity from density, velocity, and resistivity
Porosity (f) is an important property to analyze volumes of the oil and gas
reservoirs. It is defined to be the ratio of a volume of void spaces within a
rock to the total bulk volume of the rock, i.e.,

f ¼ Vpores

Vrock
(2.5)

where Vpores and Vrock are the volumes of pores and the rock, respectively.
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In engineering practice, porosity has several descriptions, but the two
most common terms are total porosity (defined as the above) and effective
porosity. Effective porosity represents the ratio of the interconnected pore
space to the total bulk volume of the rock. Therefore, effective porosity is
also called interconnected porosity. The fluids in the interconnected pores
contribute to fluid flow. Porosity is not only primarily controlled by the
shapes, sizes, and arrangements of the rock grains but also dependent on
rock mechanical processes (such as compaction, deformation, fracture
evolution) and geochemical processes (e.g., dissolution, precipitation,
mineralogical changes). Rock grain packing types have important effects on
porosity, and Table 2.3 lists the effects of several ideal packing types on
porosity, assuming that the rock consists of identical spherical rock grains.

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

0 500 1000 1500 2000 2500 3000 3500 4000

B
ul

k 
de

ns
ity

 (g
/c

m
3 )

Depth (ft bml)

Density fit
ODP sand/silt/clay
ODP silty clay
Ostermeier 2001

Figure 2.3 Density curve (the line) obtained from Eqs. (2.3) and (2.4) compared to the
measured shallow bulk density from the Ocean Drilling Program (ODP) and Ostermeier
et al. (2001) (Zhang et al., 2008).

Table 2.3 Porosity in different packing types of spherical rock grains.

Packing type f

Cubic 0.48
Orthorhombic 0.40
Tetragonal 0.30
Rhombohedral 0.26
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Porosity can be determined by lab experiments in core samples and by
well logs, such as density, resistivity, neutron, and NMR (Nuclear Mag-
netic Resonance) logs. The densityeporosity equation (Eq. 2.1) can be
rewritten to the following form for calculating porosity purpose:

f ¼ rm � rb

rm � rf
(2.6)

Fig. 2.4 illustrates how to use the density log to calculate porosity from
Eq. (2.6). The calculated porosities are also compared to the measured
porosities from core samples in the Haynesville shale gas formation. In
the calculation, the following parameters are used: rm ¼ 2.67 g/cm3,
rf ¼ 1.05 g/cm3, and bulk density rb was obtained from the density log
shown in the left plot of Fig. 2.4.

For clean sandstones with moderate porosities, porosity is often esti-
mated by the empirical timeeaverage equation (Wyllie et al., 1956):

f ¼ Dt � Dtm
Dtf � Dtm

(2.7)

where Dt, Dtm, and Dtf are the sonic (or acoustic) compressional transit time
of the formation, rock matrix, and pore fluid, respectively.
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Figure 2.4 Porosity measured from core samples and calculated from density log
using Eq. (2.6) in the Haynesville shale gas formation.
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This equation can be rewritten, in terms of acoustic velocity, as the
following form:

f ¼ 1=Vp � 1=Vm

1=Vf � 1=Vm
(2.8)

where Vp, Vm, and Vf are the compressional velocities of the formation,
rock matrix, and pore fluid, respectively.

If pore spaces contain oil or gas, Dt will increase. Therefore, the porosity
calculated from Eqs. (2.6) and (2.7) is optimistic porosity, and corrections
for the gas or oil effect are needed. Fluid effect in high porosity formation
with high hydrocarbon saturation can be corrected by the following
empirical relations, respectively: for oil, fo ¼ 0.9f; for gas fg ¼ 0.7f.

The Wyllie equation (Eq. 2.7) represents consolidated and compacted
formations, generally for a porosity of less than 0.25 in sandstones. Un-
consolidated sandstones, such as those in the US Gulf Coast, Nigeria, and
Venezuela, often have much higher porosity (0.28e0.50). If this equation is
used in unconsolidated sandstones, the correction for the less compaction
effects is necessary. Additionally, the presence of clays within the sand
matrix will increase Dt by an amount proportional to the bulk-volume
fraction of the clay. The following empirical equation can be used for
calculating porosity in sandstones in which adjacent shale values (Dtsh)
exceed 100 ms/ft:

f ¼ Dt � Dtm
Dtf � Dtm

1
Cp

(2.9)

where Cp is a “lack of compaction” correction factor, ranging commonly
from 1 to 1.3, with values as high as 1.8 occasionally observed (Raymer
et al., 1980). A variety of methods are used to estimate Cp. The simplest
is to use the sonic compressional transit time observed in nearby shales
(Dtsh, in ms/ft) divided by 100, or Cp ¼ Dtsh=100.

Raymer et al. (1980) proposed an empirical velocity to porosity trans-
form for 0 < f < 0.37:

Vp ¼ ð1� fÞ2Vm þ fVf (2.10)

Raiga-Clemenceau et al. (1988) proposed another empirical relation-
ship of porosity and sonic transit time in a porous medium:

f ¼ 1�
�
Dtm
Dt

�1=x

(2.11)
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where x is an exponent specific for the matrix lithology. This equation does
not account for the effect of the pore fluids on the formation transit time. In
this equation, Raiga-Clemenceau et al. (1988) used the following parame-
ters related to the matrix natures (Table 2.4):

Porosity can also be obtained from the resistivity log. Archie (1942)
found that the resistivity of a given core sample was always related to the
water resistivity by a constant factor F (he called it the formation factor),
which is a function of porosity. The general form of the Archie equation
can be written as follows:

Sn
w ¼ a

fm

Rw

Rt
(2.12)

where Sw is the water saturation; Rw is the resistivity of formation water; Rt

is the formation resistivity; the constants a, m, and n need to be determined
for a formation being evaluated.

The above equation can be approximately expressed in a simplified
form for a 100% water-saturated formation (Sw ¼ 1):

f ¼
ffiffiffiffiffiffi
Rw

Rt

r
(2.13)

where the formation resistivity Rt can be obtained from the deep resistivity
log and again need to take off the oil and gas effects. The resistivity of for-
mation water Rw should be verified in as many ways as possible, including
calculations from the spontaneous potential log, water catalog, calculations
from nearby water-bearing formation, and/or formation water sample
measurement.

Table 2.4 Bulk density and porosity for various rock types.

Matrix or rock type Dtm (ms/ft) x Reference

Silica 55.5 1.60 Raiga-Clemenceau et al. (1988)
Calcite 47.6 1.76 Raiga-Clemenceau et al. (1988)
Dolomite 43.5 2.00 Raiga-Clemenceau et al. (1988)
Mudstone 67.1 2.19 Issler (1992)
Mudstone
alternative fit

63.4 2.34 Issler (1992)

Mudstone and
sandstone

52e70 2.19 Nelson and Bird (2005)
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2.2.2 Depth-dependent porosity and normal compaction
Field tests and lab experiments have shown that rock porosity decreases as
the burial depth increases. The following equation, first proposed by Athy
(1930), is the most commonly used one to describe porosity and depth
relationship:

f ¼ ae�bZ (2.14)

where a and b are constants; Z is the depth; a ¼ f0; and f0 is the porosity
when Z is zero. For example, in the Northern North Sea the constants are
a ¼ 0.49 and b ¼ 2.7 � 10�4 for sandstones and a ¼ 0.803 and
b ¼ 5.1 � 10�4 for shales, if Z is in meters (Schön, 1996).

Zhang and Wieseneck (2011) analyzed the porosity data measured from
wireline density logs in several wells of the Bossier and Haynesville shale gas
formations in North Louisiana and obtained the following relation in
normally compacted shales:

f ¼ 0:5e�0:00036Z (2.15)

where f is in fractions; Z is the true vertical depth in feet.
Athy’s compaction equation indicates that porosity reduces exponen-

tially with depth because of normal compaction of the formations, causing
formations to be more compacted and consolidated. Porosity is not only
dependent on depth (decreasing with depth) but also controlled by different
mudstone mineralogy (Mondol et al., 2007). The smectite, compared to
other clay minerals, has the largest porosity and is less compacted (the curve
19 in Fig. 2.5). It can be also observed in Fig. 2.5 that the normal
compaction trends are very different for different shales, and this behavior is
particularly important when one uses normal compaction trends for pore
pressure prediction.

2.2.3 Stress-dependent porosity
Lab experimental tests show that rock porosity decreases as the applied
stress increases. For example, lab measurements in sandstone specimens
cored 1000 m below the sea floor (Peng and Zhang, 2007) show that the
stress and porosity have a negative exponential relation, i.e.,

f ¼ 0:336e�0:0023s (2.16)

where f is the porosity (fraction); s is the axial stress (MPa).
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Therefore, the effective stress and porosity can be expressed as a
generalized form in the following:

f ¼ f0e
�cs0 (2.17)

where f0 is the initial porosity; c is a compaction parameter; s0 is the effec-
tive stress. For instance, the parameters are f0 ¼ 0.386 and
c ¼ 0.0313 MPa�1 in the EI 330 shale in the Gulf of Mexico (Flemings
et al., 2002).

Eberhart-Phillips et al. (1989) conducted a comprehensive suite of
laboratory measurements for 64 different sandstones with varying amounts
of shale. They found that porosity is also dependent on P-wave velocity
(Vp), S-wave velocity (Vs), mean effective stress, and clay content. Based on

Figure 2.5 A comparison of published porosityedepth trends for shales and argilla-
ceous sediments (curves 1e13) and experimentally compacted curves of brine-
saturated smectite, kaolinite, and their mixtures (curves 14e19) (Mondol et al., 2007).
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the measurements, Eberhart-Phillips et al. (1989) derived the following
equations (Zoback, 2007):

Vp ¼ 5:77� 6:94f� 1:73
ffiffiffiffi
C

p þ 0:446ðs0
m � e�16:7s0mÞ

Vs ¼ 3:70� 4:94f� 1:57
ffiffiffiffi
C

p þ 0:361ðs0
m � e�16:7s0mÞ

(2.18)

where Vp and Vs are both in units of km/s; s0m is the mean effective stress,
in units of kbar (1 kbar ¼ 100 MPa); C is the clay content, and 0 � C � 1.
If shales have similar relations as shown in Eq. (2.18), then they can be used
for pore pressure estimate when Vp or Vs and other logging data are
available.

2.3 Sonic or seismic velocities and transit time

2.3.1 Compressional and shear velocities
When a seismic or sonic wave propagates in rock formations, the
compressional and shear waves are two major wave types. The wave
propagation velocities are determined by the appropriate elastic moduli
and densities of the materials that the waves pass through. Therefore, rock
properties and pore pressure can be estimated from seismic interval ve-
locities and the travel time in sonic log. Compressional body waves
(primary or P-waves) propagate by alternating compression and dilation
in the direction of the waves (Barton, 2007). The compressional velocity
(Vp) and dynamic elastic moduli have the following relations:

Vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kd þ ð4=3ÞGd

rb

s
(2.19)

Vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Edð1� ndÞ
rbð1þ ndÞð1� 2ndÞ

s
(2.20)

where Kd is the dynamic bulk modulus; Gd is the dynamic shear modulus
(or expressed by symbol md); Ed is the dynamic Young’s modulus; nd is
the dynamic Poisson’s ratio. It can be seen that the dynamic elastic
moduli can be obtained from the compressional velocity and Poisson’s
ratio.

Shear body waves (termed secondary, transverse or S-waves) propagate
by a sinusoidal pure shear strain in a direction perpendicular to the direction
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of the waves (Barton, 2007). Therefore, dynamic shear modulus controls
the shear velocity of propagation:

Vs ¼
ffiffiffiffiffiffi
Gd

rb

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ed

rb

1
2ð1þ ndÞ

s
(2.21)

For a fluid the shear modulus is zero; from the above equation, S-wave
velocity is zero. Therefore, the S-wave is unable to travel through a fluid.

2.3.2 Sonic transit time
In well log measurements the sonic transit time (travel time or sonic
slowness) is used to represent the acoustic wave velocity. The compressional
transit time is the reciprocal of the compressional velocity and has the
following form in the English unit:

Dtp ¼ 106

Vp
(2.22)

where Dtp is the compressional transit time of the formation, in ms/ft; Vp is
the compressional velocity, in ft/s.

Time average equation of Wyllie et al. (1956) can be written in the
following form in terms of the compressional transit time and porosity in
the rock:

Dtp ¼ fDtf þ ð1� fÞDtm (2.23)

where Dtm and Dtf are the sonic transit time in the rock matrix and the pore
fluid, respectively.

2.3.3 Relationship of Vp and Vs
For a gas-bearing formation, Vp is slowed down by gas, and the relations of
Vp and Vs can be used to correct the measured Vp (e.g., Zhang and
Wieseneck, 2011). The ratio of compressional to shear wave velocity
(Vp/Vs) depends on dynamic Poisson’s ratio (nd) according to the following
theoretical equation:

Vp

Vs
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� ndÞ
1� 2nd

s
(2.24)

The ratio Vp/Vs is about
ffiffiffi
3

p
for hard rocks, for which nd is 0.25.

However, in the case of unconsolidated sediments, the ratio Vp/Vs can even

42 Applied Petroleum Geomechanics



reach values of 20e40 for near surface formations, for which Poisson’s ratio
is commonly greater than 0.45. Therefore, Vp/Vs can be used for the rock
quality interpretation; for example, the mean value of Vp/Vs ¼ 1.89 in the
more heavily jointed rocks (perhaps a rock quality Q z 1e10) and the
mean value of Vp/Vs ¼ 1.80 in sparsely jointed rocks (perhaps a rock
quality Q z 10e100) (Barton, 2007).

The ratio Vp/Vs may also be used for porosity and rock failure analysis
(Zhang et al., 2009). When elastic waves travel in a rock, the wave velocities
are dependent on rock lithology and rock strength. For instance, rocks with
greater strengths have higher velocity values, whereas the velocities in loose,
unconsolidated sediments correspond to lower velocity values. Laboratory-
measured compressional and shear velocities for intermediate to high
velocity rocks on limestones, dolomites, and sandstones show a distinct
difference in velocity ratios (Vp/Vs) exhibited by different rocks (Pickett,
1963). The limestones have the highest Vp/Vs ratio (1.9e2.0), and the clean
sandstones have the lowest Vp/Vs (1.6e1.75). Experimental data compiled
by Castagna et al. (1985) show that the clay minerals and calcite without
porosity have the highest velocity ratio of Vp/Vs ¼ 2.0. The quartz without
porosity has the lowest velocity ratio of Vp/Vs ¼ 1.5.

Zhang et al. (2009) examined the in situ velocity ratios of deepwater Green
Canyon wells where the sonic compressional and shear velocities were ac-
quired from stable and unstable borehole sections; caliper logs were utilized
to determine the borehole stability while gamma ray logs were used to
determine lithology. Fig. 2.6 presents theVp/Vs ratios in the stablewellbore for
shales, shaly sandstones, and sandstones calculated from downhole-measured
compressional and shear velocities. For shales the ratio of Vp/Vs ranges
from 1.9 to 2.1; shaly sandstones from 1.85 to 2.0; and sandstones from 1.7 to
1.9, very close to the laboratory results presented by Pickett (1963).

Based on in situ sonic and field seismic measurements in mudrocks,
Castagna et al. (1985) proposed the following relationship of Vp and Vs (the
velocities are in km/s):

Vs ¼ 0:8621Vp � 1:1724 (2.25)

For sandstones, compressional and shear velocities have an easy-to-
remember relationship (Han, 1986):

Vs ¼ 0:79Vp � 0:79 (2.26)

where the velocities are in km/s. The above equation was shown by Mavko
et al. (2009) to give a very good fit to a wide variety of water-saturated

Rock physical and mechanical properties 43



shaly sands, from 4% to 39% porosity, with clay volume fractions spanning
0%e55%, and over a confining pressure range of 0e40 MPa, equivalent to
depths up to roughly 3 km.

2.3.4 Velocity and porosity relationship
The velocity of a wave is controlled by the elastic properties and density of
material. However, porosity has a significant impact on the P-wave and
S-wave velocities in the porous rock. In general, an approximate inverse
proportionality is found between velocity and porosity, and time average
equation proposed by Wyllie et al. (1956) can be rewritten to link the
compressional velocity to porosity of the rock:

1
Vp

¼ f

Vf
þ ð1� fÞ

Vm
(2.27)

where Vp, Vm, and Vf are the compressional velocities for the formation,
matrix, and pore fluid, respectively.

Analyzing laboratory-measured results in sandstones (Fig. 2.7) from
literature, the following simple relation of Vp/Vs and porosity was given
(Zhang et al., 2009):

Vp=Vs ¼ A

ð1� fÞB (2.28)
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Figure 2.6 Vp/Vs plot at the true vertical depth of 27,000e30,000 ft in an ultradeep
well for shale, shaly sandstone, and sandstone in the Green Canyon, the Gulf of Mexico
(Zhang et al., 2009).
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where A is the Vp/Vs in the rock matrix or the rock with zero porosity, and
B is a parameter to fit the observation. In the trendline of Fig. 2.7, A ¼ 1.55
and B ¼ 0.87.

This relationship reveals that the Vp/Vs is strongly dependent on
porosity, and increasing porosity increases Vp/Vs. Porosity in fractured
formations, depending on the fracture density, is normally much higher
than the intact rocks. If the formation is highly fractured, porosity can be
significantly higher than that in the intact rock. Therefore, according to
Eq. (2.28) the heavily fractured rock has a much higher Vp/Vs.

An important distinguishing characteristic of the S-wave is its inability to
propagate through a fluid. Therefore, if a rock fails or is extremely frac-
tured, the cracks and the additional porosity degrade the propagation of the
shear waves. Therefore, in a failed rock the shear velocity will be very low.
Accordingly, a very high Vp/Vs ratio is produced because of the deterio-
ration of mechanical integrity and the increase of porosity of the rock.

The triaxial compression test results indicate that the strain, stress (load),
and Vp/Vs have a certain relationship, as shown in Fig. 2.8 (Zhang et al.,
2009). The figure shows that at the initial loading stage, as the load
(differential stress of axial load and confined pressure) increases, the velocity
ratio remains unchanged. As the load increases to about 50% of the rock
strength (peak load), the velocity ratio begins to increase. After the load
reaches about 90% of the rock strength, the velocity ratio increases
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Figure 2.7 Laboratory-measured velocity ratios with respect to porosity in sandstones
(the data are obtained from the references as shown in the figure legend).
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significantly. The velocity ratio continues to increase even after the rock
fails or reaches the peak load. Compared to the initial loading stage, the
increase of the maximum velocity ratio after failure reaches 1.14 times of
the initial ratio. The increase of Vp/Vs is mainly caused by reduction of the
shear velocity due to new fracture generation, when the rock approaches
and reaches its strength limit. Fig. 2.9 presents the relationship of the
laboratory-measured shear velocity and differential stress. It shows that at
the initial loading stage the shear velocity increases slightly, which is caused
by the closure of preexisting microcracks in the rock due to loading. As the
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Figure 2.9 Lab test result of shear velocity versus differential stress in the same
sandstone in Fig. 2.8.
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Figure 2.8 Lab test results of strain, differential stress, and Vp/Vs in a sandstone cored
in a deep well of the Green Canyon in the Gulf of Mexico.
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load approaches and reaches the rock strength, the rock begins to fail,
consequently creating new fractures. The new fractures increase porosity
and cause the shear velocity to decrease dramatically (Fig. 2.9). However,
the compressional velocity only changes slightly throughout the loading
process. Because of this characteristic, the compressional velocity (Vp) or
compressional transit time is better than the shear velocity to be used for
rock property estimate.

2.3.5 Fluid (gas) effect on Vp and Vs
Fluid saturation and stress level have a significant influence on Vp. Labo-
ratory experimental results show that nonlinear relationship of Vp and stress
exists with a hydrostatic loading in sandstones (King, 1966). It is found that
the water-saturated sandstone has a much higher Vp than its dry state. The
kerosene-saturated sandstone has a lower velocity than that in water-
saturated. However, shear wave velocity reduces when a rock sample is
saturated with a liquid.

Compressional velocity or transit time plays a key role in pore pressure
and fracture gradient prediction and for rock property estimates. However,
gas effect in a gas-bearing formation slows Vp down. This behavior will
cause errors in the Vp-based pore pressure and fracture gradient prediction.
The drill gas from mud-logging data in the Haynesville shale gas formation
shows the Vp reduction by gas in the shale gas formation (Fig. 2.10).
Plotting compressional and shear velocities measured from downhole
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Figure 2.10 Vp versus drill gas in a well in the Bossier and Haynesville shale gas
formations demonstrating that Vp decreases as the drill gas increases (Zhang and
Wieseneck, 2011).
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wireline logs, it shows that the measured VpeVs trend in the Bossier and
Haynesville shales deviates from the normal trend (Eq. 2.25), as shown in
Fig. 2.11A. That is, Vp is slowed down compared to the normal VpeVs

trend proposed by Castagna et al. (1985). This slowdown is due to the
presence of gas in the shale as it occurs mainly in the compressional velocity,
and because gas apparently has little impact on the shear velocity. A
compressional velocity and bulk density plot in the Bossier and Haynesville
shales is compared to the normal Vpebulk density trend (without hydro-
carbon effect) in Fig. 2.11B. It again shows that Vp in the Bossier and
Haynesville shales is much slower than the normal trend of mudrocks in the
Gulf of Mexico. Therefore, Vp and bulk density relationship is also useful to
identify gas- and oil-bearing formations.

The slowdown in compressional velocity needs to be corrected for
pore pressure and fracture gradient prediction and for rock property
estimates. Given that the shear wave velocity has a small gas effect,
compressional velocity can therefore be calculated from shear velocity to
avoid gas effect, but the use of shear velocity where the rock is not affected
by wellbore instability should be ensured. Using an appropriate VpeVs

relation (e.g., Eq. 2.25), Vp can be estimated from the downhole-
measured Vs. An example of the compressional transit time calculated
from the shear transit time taken from a wireline log shows that the
increment in the compressional transit time (i.e., slowdown in the
compressional velocity) due to gas effect can reach 20 ms/ft (Zhang and
Wieseneck, 2011).
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showing gas effect on Vp (Zhang and Wieseneck, 2011).
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2.3.6 Anisotropy of Vp and Vs
Velocity anisotropy in formations can be caused by the following reasons
in the rocks (Barton, 2007): microcracks, fabric, joints, interbeddings, in-
terfaces, faults, and stress anisotropies. Anisotropy effect is small for sand-
stones and carbonates, but large for shales. Lab tests illustrate that both
compressional and shear velocities and their anisotropies increase as the
applied stresses increase (Nur, 1971). The experiments conducted on rock
samples of gneisses and shales show a clear evidence of anisotropy in
Young’s moduli, P-wave velocities, and thermal conductivities, as shown in
Fig. 2.12 (Kim et al., 2012). Therefore, ignoring anisotropy in rock
properties may lead to erroneous results.

The P- and S-wave anisotropy parameters ε and g (Thomsen, 1986) can
be calculated from the following equations:

ε ¼ c11 � c33
2c33

g ¼ c66 � c44
2c44

(2.29)

Figure 2.12 Laboratory-measured elastic modulus (Eq), P-wave velocity (Vp), and
thermal conductivity (K) variation with respect to anisotropy angle. In the right axis,
values are normalized with respect to average minimum ones. (A) Asan gneiss, (B)
Boryeong shale (Kim et al., 2012).
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where c11, c33, c44, and c66 are the elastic constants (refer to Eq. (1.39)). For
VTI rocks (see Fig. 1.14), g determines variation of horizontally polarized
shear velocity with angle from vertical, and ε relates the horizontal P veloc-
ity, VPH, to the vertical P velocity, VPV:

V 2
PV ¼ V 2

PHð1� 2εÞ
VPV zVPHð1� εÞ (2.30)

Wang (2002) measured velocities and anisotropies of many shales and
reservoir rocks from oil and gas fields around the world. The results show
that anisotropy in shales ranges from 6% to 33% for P-waves (ε) and
2%e55% for S-waves (g). The coal sample is extremely anisotropic,
showing over 40% anisotropy for both P- and S-waves. The magnitude of
anisotropy decreases exponentially in shales as porosity increases.

2.4 Permeability

2.4.1 Permeability and hydraulic conductivity
Permeability is one of the most important physical properties of a porous
medium. It measures quantitatively the ability of a porous medium to
conduct fluid flow. Permeability of a rock depends largely on the
connectedness of the void spaces, the grain size of the rock, and the
cementation between rock grains. A rock could be extremely porous, but if
each pore is isolated from the others, the rock would be impermeable. If
rock grain size is small, then void spaces of the rock are small; therefore, the
surface film of the fluid can actually choke the movement of additional
fluids through the small spaces.

Permeability is a tensor in a manner similar to the stress tensor. More
often the permeability is isotropic in the direction of the bedding plane but
anisotropic in the direction of perpendicular to the bedding plane.
Therefore, if two coordinates are in the plane of the bedding, the two
permeabilities having equal values and denoted as the horizontal perme-
ability, kh, and the other coordinate in the direction perpendicular to the
bedding denoted as the vertical permeability, kV, then the permeability
tensor can be expressed in the following form:

k ¼

2
64
kh 0 0

0 kh 0

0 0 kV

3
75 (2.31)
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In sedimentary rocks, horizontal permeability usually has a large value
than vertical permeability, depending on porosity, grain size, and grain
packing.

Hydraulic conductivity is a commonly used term (similar to perme-
ability) in hydrogeology and is a measure in how easily a particular fluid
(e.g., water) passes through a particular earth material. It came from Darcy’s
law, i.e., the rate of flow (q) in a porous medium is proportional to the
cross-sectional area (A), proportional to the difference of hydraulic head
(h1 � h2), and inversely proportional to the distance of the two hydraulic
heads (L):

q ¼ KA
h1 � h2

L
(2.32)

where K is the hydraulic conductivity. The following equation gives
permeability and hydraulic conductivity relationship:

K ¼ rf g

m
k (2.33)

where rf is the fluid density; g is the gravitational acceleration; m is the dy-
namic viscosity of fluid; and k is the permeability.

2.4.2 The relationship of permeability and porosity
The KozenyeCarman equation relates the intrinsic permeability to
porosity, f, and grain size, d, of the rock:

k ¼ d2f3

180ð1� fÞ2 (2.34)

Timur (1968) proposed that permeability and porosity follow the
following relation for clean sandstones, i.e.,

k ¼ a
fb

Sc
wirr

(2.35)

where Scwirr is irreducible water saturation; a, b, and c are determined from
measurements on core samples. In Timur’s relationship, with f and Scwirr in
units of v/v (fraction) and k in mD, a ¼ 104, b ¼ 4.4, and c ¼ 2.

Timur’s equation indicates that a linear relation between log(k) and f

exists. Laboratory core tests in tight gas sandstones in the Green River Basin
and the Haynesville shale gas formation of the United States show that
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log(k) and porosity follow a linear relationship (Fig. 2.13). However, this
linear relation may not be true for other rocks; for example, laboratory test
data in the clay-free Fontainebleau sandstone do not conform to the linear
relation of log(k) and f (Bourbie and Zinszner, 1985).

2.4.3 Stress-dependent permeability
Permeability is not only dependent on porosity but also has strong corre-
lations with the burial depth and stress. The stress changes caused by sub-
surface engineering have important impacts on permeability. Permeability
in a fractured porous medium is mainly controlled by the geometry and
interconnectedness of the pores and fractures as well as stress state. It has
been found that stress-deformation behavior of fractures and pores is a key
factor governing permeability and fluid flow through the rocks. For
example, reservoir depletion causes effective stress increase that will
compact the pore spaces and reduce permeability.

Stress and permeability tests under triaxial loading conditions have been
conducted to examine permeability in rock samples with respect to a
complete stressestrain path (e.g., Zhang et al., 2000; Zhang et al., 2007).
Experimental results show that for low permeability rocks (e.g., per-
meability < 1 mD), no dramatic change in permeability is exhibited as the
axial stress increases within the elastic deformation range. However, sig-
nificant permeability changes occur if plastic deformations are induced.
From Fig. 2.14 it can be seen that, during the initial elastic deformation
(region OA), permeability reduces because of compaction of existing
cracks; however, permeability starts to increase as the rock begins to dilate.
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Figure 2.13 Laboratory core tests of permeability and porosity in tight sandstones in
the Green River Basin and the Haynesville shale gas formation. The equation of the
trend line is log10k ¼ 0.1934f � 4.65.
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In region AB of the complete stressestrain curve, the first structural damage
appears randomly as elongated noninterconnected microcracks (Jaeger at
al., 2007), which cause permeability to increase slightly. As the axial stress
increases in this stage, the permeability slowly increases until yielding of the
rock (Point B). The rock yielding leads to a jump in the permeability
magnitude due to the sudden creation of microfractures. Toward the end of
region BC, there is a pronounced increase in microcracking tending to
coalesce along a plane in the central portion of the specimen. This corre-
sponds to a significant increase in permeability (Fig. 2.14). After reaching
the maximum stress, at point C, a macroscopic fracture plane develops,
causing a significant increase in permeability. After the maximum stress, the
permeability continues to increase before reaching its peak value at point D.
This is likely due to the fact that in the region CD, the fracture plane
extends toward the ends of the specimen and new cracks continue to
appear, as reported by acoustic emissions (Jaeger at al., 2007). On reaching a
maximum value (sc), the permeability drops again because the failed rock
undergoes a second phase of compaction. The subsequent permeability
changes are the result of the postfailure deformation, which continue until
the axial stress reaches its minimum magnitude (residual strength) (Zhang
et al., 2007).

Volumetric strain and permeability have a strong relationship, and two
major regions can be distinguished in Fig. 2.14. Region I (preexisting
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Figure 2.14 Schematic relationships among axial stress (s1), volumetric strain (εV), and
permeability (k) in a triaxial compression test (Zhang et al., 2007).

Rock physical and mechanical properties 53



microcrack closing) commences from the origin until the crack-initiation
stress level (sci) is reached. This region corresponds to the closure of
existing microcracks pervading the rock sample. This causes the rock vol-
ume to contract as the load increases; therefore, permeability decreases
gradually. Region II (new crack growth) corresponds to the initiation of
new cracks, which induces a volumetric dilation and a dramatic increase in
permeability. It is obvious from Fig. 2.14 that changes of permeability and
volumetric strain are coherent in trend. This phenomenon illustrates that
the volumetric strain and permeability can be related by a certain function,
although it is difficult to determine a correlation between stress and
permeability, particularly after the peak strength (sc) is reached.

2.4.4 Stress and permeability relations in fractured rocks
For a single fracture, the fracture permeability can be obtained from the
parallel plate model:

kf ¼ b2

12
(2.36)

where kf is the fracture permeability; b is the fracture aperture.
The single fracture model can be extended to multiple fracture systems

by considering regular families of parallel fractures. The permeability
through a set of parallel fractures of equal aperture, oriented parallel to flow
direction, can be expressed in the following equation (the cubic law):

kf ¼ b3

12s
(2.37)

where s is the mean fracture spacing.
Because natural fractures are neither smooth nor parallel, investigators

have questioned the accuracy of applying the cubic law to natural fractures.
Investigations show that the cubic law is valid when corrected by consid-
ering the fracture tortuosity, correction factor, or using effective fracture
aperture (Witherspoon et al., 1980). The cubic law may be also applicable
in hydraulic fractures for determining the stresseconductivity relation.
Decrease of formation pore pressure because of depletion will increase
effective stresses and cause the apertures (widths) of the hydraulic fractures
to reduce; therefore, the fracture conductivity decreases.

In fractured formations, permeability variations with the stresses have
been delineated through various laboratory and field tests, represented by
different empirical equations.
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Jones (1975) provided an empirical relation for the fracture permeability
in carbonate rocks as follows:

kf ¼ k0
h
log

�s0
0

s0

�i3
(2.38)

where k0 is the initial permeability; s0 is the effective stress; s00 is the effec-
tive stress when kf ¼ k0.

Louis (1974) suggested an alternative relationship based on well
pumping tests at different depths:

kf ¼ k0 expð�As0Þ (2.39)

where s0 is the effective stress and can be expressed as s0 ¼ gH � pp in
which g is the specific gravity of the rocks; H is the depth; pp is the pore
pressure; and A is a coefficient.

Walsh (1981) offered the following empirical relation derived from
laboratory test data:

kf ¼ k0
h
1�

� ffiffiffi
2

p
x
�
lnðs0=s0

0Þ
i3

(2.40)

where s00 is the initial effective stress, and x is a constant related to the frac-
ture geometry.

Bai and Elsworth (1994) presented the following equation to describe
strain and permeability change (Dk):

Dk ¼ k0

"
1þ Dε

�
knb
E

þ b
s

��1
#3

(2.41)

where Dε is the strain change; kn is the normal stiffness of the fracture; and
E is Young’s modulus.

Based on Eq. (2.37) and large synthetic rock tests (Zhang et al., 2007),
the permeability change in one direction (such as, z-direction) due to the
aperture change can be directly related to the stress resultant deformations.
For two mutually orthogonal sets of fractures, as shown in Fig. 2.15, the
permeability change due to the aperture changes in the z-direction can be
obtained as follows (Zhang et al., 2007):

kz ¼ k0z

�
1� Dbx

b0x
� Dby

b0y

�3

(2.42)
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where kz is the permeability change due to aperture increments of Dbx and
Dby; the compressive displacement is positive and tensile displacement is
negative; k0z is the original permeability in the z-direction under the initial
stress condition; b0x is the initial average normal aperture of the original
fracture in the x-direction; b0y is the initial average normal aperture of
the original fracture in the y-direction.

Assuming an idealized three-dimensional regularly spaced fracture-
matrix system, as illustrated in Fig. 2.16, the change of the fracture aper-
ture along the x-direction due to the normal stress changes can be obtained
(Zhang, 2002; Zhang et al., 2007). Similarly, the change of the fracture
aperture along the y-direction can also be obtained. Therefore, the change
of permeability in the z-direction in two mutually orthogonal sets of
fractures caused by 3-D stress changes can be obtained (Zhang et al., 2007):

kz ¼ kz0

�
1�

�
1

Knxbx
þ 1
Knxsx

þ 1
Er

�
½Dsx � nðDsy þ DszÞ�

�
�

1
Knyby

þ 1
Knysy

þ 1
Er

�
½Dsy � nðDsx þ DszÞ�

�3
(2.43)
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Figure 2.16 Coupled fractureematrix system with 3-D stresses for a set of parallel
fractures (Zhang, 2002).
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Figure 2.15 Simplified multiple fracture system for two mutually orthogonal sets of
parallel fractures in the z-direction.
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where Knx and Kny are the fracture normal stiffnesses in the fractures
perpendicular to the x- and y-directions, respectively; Dsx, Dsy, and
Dsz are the effective stress increments in the x-, y-, and z-directions,
respectively, and the compressive stress is positive.

From Eq. (2.43), the permeability change is controlled by the stress
change, fracture aperture and spacing, and normal stiffness of the fracture. It
should be noted that shear stress effect is not considered in Eq. (2.43).
When shear stresses are large, their effect on permeability should be
considered. The permeabilityestress relationship also shows that the
effective stress change has a pronounced impact in permeability. This
effective stress-dependent permeability is significant for the fractured res-
ervoirs because a rapid increase in the effective stress can cause a quick
closure of natural fractures, which may cause a permanent loss of
permeability in the fractures. Therefore, slowing down the effective stress
change during production of a fractured reservoir can decelerate the
permeability reduction. For example, reducing reservoir drawdown can
decrease the fast increase in the effective stress, thus reduce the perme-
ability decrease.

2.4.5 Stress and proppant effects on permeability of
hydraulic fractures

Multistage hydraulic fracturing in the horizontal well and propping the
hydraulic fractures by proppants are the major completion method to
enhance permeability for oil and gas production in unconventional re-
sources. Experimental results from 88 Barnett shale samples show that the
conductivity of hydraulic fractures is dependent on the proppant size and
formation stresses (Zhang et al., 2014). The propped fracture conductivity
increases with larger proppant size and higher proppant concentration.
Longer-term laboratory fracture conductivity measurements also show that
within 20 h the fracture conductivity could be reduced by as much as 20%.
Laboratory results also demonstrate that higher proppant concentration
leads to higher fracture conductivity with the same-sized proppant
(Fig. 2.17A); larger proppant size consistently provides higher conductivity
than the smaller one (Fig. 2.17B). An interesting observation is the sig-
nificant conductivity increment with propped fractures (even those with a
very small proppant concentration) compared with unpropped fracture.
This is because the proppants support fracture surfaces to reduce the fracture
closure under stress. The fracture conductivity reduces as the stress increases,
but the reduction of the fracture conductivity in propped fractures is much
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Figure 2.17 Conductivities of propped and unpropped fractures versus the mini-
mum stress (closure stress) from laboratory tests in the outcrop samples of the
Barnett shale: (A) different proppant concentrations; (B) different proppant sizes
(Zhang et al., 2014).
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smaller than that in unpropped fractures, as shown in Fig. 2.17. This implies
that a higher proppant concentration, larger proppant size, and larger
propped fracture area can enhance fracture conductivity and increase oil
and gas production.

2.4.6 Stress and permeability relation in porous rocks
For porous media, fluids flow mainly through pore spaces. The variation in
grain sizes or pore spaces due to the effect of an applied stress causes a
change of permeability. For a simple cubical grain packing structure, the
permeability k can be expressed as follows (Bai and Elsworth, 1994):

k ¼ 2R2

p2
(2.44)

where R is the grain radius of the porous rock.
When the stresses exerted on the grains change, it will cause the grain

size and pore space to change and result in permeability change. From
Eq. (2.44), the following equation can be used to describe the relation
between the grain size and permeability:

kp ¼ k0
R2

R2
0

(2.45)

where kp is the permeability after the change of the grain radius (R); k0 is
the initial permeability; R0 is the initial grain radius.

Under a three-dimensional effective stress condition, the change in grain
sizes within a cubical packing (Fig. 2.18) can be determined by analyzing the
elastic contact of spheres. Applying the theory of the Hertzian contact of
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Figure 2.18 Spherical contact of grains under 3-D stresses.
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spherical grains, the change of grain radius due to effective stresses changes of
Dsx, Dsy, and Dsz can be obtained from the following equations:

R ¼ R0

(
1� 1

2

(
9ð1� n2Þ

2

"
�
�
pDsx

E

�2

�
�
pDsy

E

�2

�
�
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E

�2
#)1

3
)

(2.46)

where the positive sign is for the compressive stress, and negative sign is for
the tensile stress.

Substituting Eq. (2.46) to Eq. (2.45), the change in permeability by
normal stresses can be expressed as follows:

k ¼ k0

�
1� 1

2

	
9p2ð1� n2Þ
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z

�
1
3
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(2.47)

where k0 is the initial permeability. This relationship may be applicable for
analyzing the stress-dependent permeability of the proppants in hydraulic
fractures as described in the previous section. Hydraulic fracture conductiv-
ity changes induced by stress changes are primarily caused by the following
reasons:
(1) Reduction in pore pressure due to production depletion increases the

effective overburden stress, causing the formation compaction, fracture
deformation, even closure of small fractures.

(2) Proppant deformation, embedment, crushing, and fines migration cause
reduction in the pore spaces and permeability of the proppants in the
hydraulic fractures.

2.5 Young’s modulus

Young’s modulus is an important parameter to define the relationship
between stress and strain in a material in the linear-elastic deformation. It
generally refers to the static Young’s modulus, which can be obtained from
laboratory core tests, e.g., uniaxial or triaxial compression test. The dynamic
Young’s modulus can be calculated from theoretical equations using the
acoustic velocity data. However, for geomechanics analysis, static Young’s
modulus is needed. That is, in the stressestrain constitutive equations (refer
to Chapter 1), static Young’s modulus is required for the calculations.
Therefore, if only dynamic modulus is available, then it needs to be con-
verted to the static modulus. Some converting correlations will be intro-
duced in the following sections.
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2.5.1 Static Young’s modulus
The static axial Young’s modulus (Es) in the laboratory core test is defined
as the ratio of the axial stress change (Ds) to the axial strain change (Dε)
produced by the stress change, i.e.,

Es ¼ Ds

Dε
(2.48)

If an axial stress and axial strain curve before reaching the ultimate
strength of the rock takes approximately a linear form (Fig. 2.19), the slope
of this stressestrain curve is the static Young’s modulus or elastic modulus.
ISRM (1979) suggested the following three methods for calculating
Young’s modulus from the stressestrain curve in uniaxial compression of a
rock specimen of regular geometry:
(1) Tangent Young’s modulus is measured at a stress level, which is some

fixed percentage of the ultimate strength. It is generally taken at a stress
level equal to 50% of the ultimate uniaxial compressive strength.

(2) Average Young’s modulus is determined from the average slopes of the
more-or-less straight line portion of the axial stresseaxial strain curve
(Fig. 2.19).

(3) Secant Young’s modulus is usually measured from zero stress to some
fixed percentage of the ultimate strength, generally at 50%.
Young’s modulus describes the capacity of rock deformation, or the

stiffness of a rock. A rock with a high Young’s modulus is less deformable
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Figure 2.19 Average Young’s modulus (E) from the uniaxial stressestrain curve in a
shale sample cored at the depth of 25,000 ft TVD ss (from the sea level) in the Gulf of
Mexico. TVD, true vertical depth
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(i.e., stiff), and the initial part of the complete stressestrain curve of the rock
will be steep. However, for a low Young’s modulus (soft) rock it is more
deformable, and the initial part of the complete stressestrain curve will be
gentle (Hudson and Harrison, 1997). Fig. 2.20 shows three complete
stressestrain curves of the triaxial compressive tests for fine-grained sand-
stone, sandy mudstone, and mudstone in the Permian formations in
Huainan, China (Meng et al., 2006). The differential stress in the figure
represents the difference of the axial and the confining stresses, i.e., s1 � s3.
Fig. 2.20 indicates that different rocks have different Young’s moduli: the
sandstone has a much greater peak compressive strength and larger Young’s
modulus than those in mudstones.

In triaxial compression tests, Young’s moduli may be different at
different confining stresses. Triaxial test results show that Young’s moduli
could be very different even for the rocks cored in the same formation at a
similar depth. Fig. 2.21 demonstrates that Young’s modulus increases as the
confining stress increases (Meng et al., 2006). When the confining stress is
small (e.g., S3 ¼ 0 and 5 MPa in Fig. 2.21), the difference of Young’s
moduli is large. Laboratory test results reported by Niandou et al. (1997)
have a similar phenomenon. Triaxial compression tests indicate that
Young’s modulus is dependent on the confining pressure (stress) and they
have a nonlinear relationship even for the same rock. This nonlinear
relationship can be expressed as the following form:

Es ¼ b2s2
3 þ b1s3 þ b0 (2.49)
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Figure 2.20 Complete stressestrain curves for sandstone, sandy mudstone, and
mudstone in Eastern China’s Permian formations under the triaxial compression tests
(confining stress s3 ¼ 10 MPa).
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where Es is the static Young’s modulus in GPa; s3 is the confining stress
in MPa; b0, b1, and b2 are the parameters that are dependent on lithology.
For different lithologies, the parameters in Eq. (2.49) are different (Meng
et al., 2006).

The confining stress dependent Young’s modulus was also found from
the triaxial tests in the Carboniferous sandstone by Santarelli (1987). His
results indicate that the tangent Young’s modulus at 50% peak strength is
well represented by the following relation:

Es ¼ 17:41ð1þ 0:08s3Þ0:403 (2.50)

where Es is Young’s modulus in GPa; s3 is the confining stress in MPa.

2.5.2 Empirical equations to estimate static Young’s
modulus

When laboratory test data of Young’s moduli are not available, empirical
equations can be used for estimating static Young’s modulus. Phani and
Niyogi (1987) proposed the following empirical relation for predicting
Young’s modulus of the porous material from porosity:

Es ¼ E0ð1� afÞn (2.51)

where Es is Young’s modulus of porous material with porosity f; E0 is
Young’s modulus of the matrix when the porosity is zero; and a and n
are constants, normally a ¼ 1.

A simpler empirical equation can be expressed in the following form:

Es ¼ E0e�af (2.52)
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Figure 2.21 Triaxial compression tests in the medium-grained sandstone under
different confining stresses (S3 in the figure).
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The results of uniaxial compression tests in the Haynesville shale gas
formation (porosity <14%) of several wells indicate that Young’s modulus
is highly dependent on porosity (Fig. 2.22). Young’s modulus increases as
porosity decreases and the following correlations are obtained:

Es ¼ 50:777e�17:8f (2.53)

Or Es ¼ 48:943ð1� fÞ16:511 (2.54)

where Young’s modulus Es is in GPa and the porosity f is in fractions.
Using the laboratory test data and the P-wave transit time measured

from the sonic log, tp, Horsrud (2001) obtained the following correlations
for the shale samples cored in the North Sea boreholes:

Es ¼ 0:076ð304:8=tpÞ3:23 (2.55)

where Es is in GPa; tp is the P-wave transit time from the sonic log, in ms/ft.

Es ¼ 0:076V 3:23
p (2.56)

where Es is in GPa; Vp is the P-wave velocity, in km/s.
Using the empirical equations, continuous estimates of rock properties

can be obtained directly from the sonic log for different rock intervals. To
apply those empirical equations into a different field, calibrations are
needed. That is, the empirical equations need to be calibrated to available
lab data and to adjust parameters in the empirical equations to match the
lab data.
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Figure 2.22 Porosity versus Young’s modulus obtained from the uniaxial compression
tests in the Haynesville shale gas formation.
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2.5.3 Anisotropic Young’s modulus
Most rocks are anisotropic materials and have a characteristic orientation,
particularly in shale formations where the clay minerals are oriented in the
bedding direction. The shale will be stiffer (with a higher Young’s modulus)
if it is loaded parallel to the bedding direction than that if it is loaded
perpendicular to the same direction. Laboratory uniaxial compression tests
in core samples of the Haynesville shale gas formation show that the hor-
izontal and vertical Young’s moduli are markedly different. The ratio of the
horizontal to vertical Young’s moduli is highly related to the vertical
Young’s modulus (Fig. 2.23), for which following correlation exists:

Eh=EV ¼ 10:06E�0:594
V (2.57)

where Eh and EV are the horizontal and vertical Young’s moduli (in GPa),
respectively.

The other available lab test results of the horizontal and vertical Young’s
moduli are also plotted in Fig. 2.23. These data include the Haynesville and
Bossier shales (Sone, 2012), Baxter shale (Higgins et al., 2008), sandstones
and shales in the Cretaceous Travis Peak formations (Thiercelin and Plumb,
1994), and the outcrops of the Eagle Ford shale (Knorr, 2016). It can be
observed from Fig. 2.23 that these core test results follow a similar trend, as
presented in Eq. (2.57). Laboratory tests in several shale oil and gas for-
mations also indicates that Young’s modulus anisotropy is dependent on the
clay volume, and the anisotropy increases as the clay volume increases (e.g.,
Sone and Zoback, 2013).
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Figure 2.23 Lab test results of horizontal and vertical static Young’s moduli in shales
and sandstones following a similar correlation.
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2.5.4 Dynamic Young’s modulus
When rock samples are not available, the well logs and geophysical data can
be used to analyze and interpret rock physical and mechanical parameters.
The dynamic Young’s modulus (Ed) can be solved from the following
theoretical equation by knowing the elastic compressional and shear wave
velocities of the rock:

Ed ¼ rbV
2
p

ð1þ ndÞð1� 2ndÞ
ð1� ndÞ (2.58)

where rb is the bulk density; Vp is the compressional velocity; nd is the dy-
namic Poisson’s ratio.

The dynamic Young’s modulus can also be expressed as the following
forms if the transit time is available:

Ed ¼ rb

t2p

ð1þ ndÞð1� 2ndÞ
ð1� ndÞ (2.59)

Ed ¼ 2rbð1þ ndÞ
t2s

(2.60)

where tp and ts are the compressional and shear transit time, respectively.
Therefore, if well log data (such as density log, sonic compressional

transit time, and shear transit time) are available, the dynamic Young’s
modulus can be computed from the above equations. In the English unit,
dynamic Young’s modulus, Eq. (2.59), can be expressed as the following
form:

Ed ¼ 1:35� 104
rb

t2p

ð1þ ndÞð1� 2ndÞ
ð1� ndÞ (2.61)

where Ed is the dynamic Young’s modulus with unit of one million psi
(Mpsi); tp is in ms/ft; rb is in g/cm3.

From lab tests in over 400 core samples of sandstones, shales, limestones,
dolomites, and siltstones from the Gulf of Mexico, Lacy (1997) derived the
following correlation between rock dynamic Young’s modulus and the
compressional velocity:

Ed ¼ 0:265V 2:04
p (2.62)

where the dynamic modulus (Ed) is measured in Mpsi; the compressional
velocity Vp is in km/s and ranges from 1 to 6 km/s.
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If the formation bulk density (rb) is also known from density logs, a
more accurate estimate for the dynamic modulus can be made by using the
following equation (Lacy, 1997):

Ed ¼ 1:13� 104rb
�
t2p (2.63)

where Ed is in Mpsi; tp is in ms/ft; rb is in g/cm3. This correlation is a simpli-
fication of the theoretical equation of Eq. (2.61) with Poisson’s ratio of
ndz 0.248.

2.5.5 Relations of dynamic and static Young’s moduli
In general, the dynamic values of Young’s modulus have been found to be
greater than the static values. The discrepancy between the dynamic and
static moduli is far greater in the soft rock (such as shale) than that in the
hard rock (such as granite) (Howarth, 1984), and it has been widely
attributed to microcracks and pores in the rocks. It is also believed that the
differences in strain amplitude between static and dynamic measurements is
the primary cause for the difference between static and dynamic moduli in
dry rocks (e.g., Martin and Haupt, 1994). There are many empirical re-
lations to correlate the dynamic and static Young’s moduli. Some corre-
lations derived from petroleum basins are listed below, Eqs. (2.64)e(2.67),
where the units of the static and dynamic elastic moduli are one million psi
(Mpsi, 1 Mpsi z 6.895 GPa).

From ultrasonic test data of 600 core samples in the Gulf of Mexico,
Lacy (1997) obtained the following correlation for sandstones:

Es ¼ 0:0293E2
d þ 0:4533Ed (2.64)

A similar correction exists for shales (Lacy, 1997):

Es ¼ 0:0428E2
d þ 0:2334Ed (2.65)

From the test data in sandstones, shales, limestones, and dolomites, the
generalized correlation can be expressed as follows (Lacy, 1997):

Es ¼ 0:018E2
d þ 0:422Ed (2.66)

Ohen (2003) gave the following relation between dynamic and static
moduli for the shales in the Gulf of Mexico:

Es ¼ 0:0158E2:74
d (2.67)
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From uniaxial compression tests in the Haynesville shale gas cores,
dynamic and static moduli have the following relation:

Es ¼ 0:6115Ed (2.68)

For the same data in the Haynesville shale, the following correlation can
be used with a higher correlation coefficient (R2 ¼ 0.9122, as shown in
Fig. 2.24).

Es ¼ 0:74Ed � 5:568 (2.69)

where Es and Ed are in GPa.
Analyzing core test data from the Baxter shale with low total organic

content in the Vermillion Basin in Wyoming presented by Higgins et al.
(2008), a similar correlation is obtained in the following, as shown in
Fig. 2.24:

Es ¼ 0:7255Ed � 8:8453 (2.70)

where Es and Ed are in GPa. This equation is not realistic when
Es < 8.8 GPa; in this case, a different correlation can be used, i.e.,

Es ¼ 0:5036Ed (2.71)

Laboratory measurements of static and dynamic core mechanical
properties of the Chase and Council Grove reservoirs in Kansas in lime-
stones, dolostones, siltstones, and mudstones show that there is a good
correlation between static and dynamic-undrained Young’s moduli
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Figure 2.24 The dynamic and static moduli in the Haynesville and Baxter shales.
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(Yale and Jamieson, 1994). The well log derived (dynamic-undrained)
values can be correlated to static, reservoir condition values of Young’s
modulus using a correction factors between 0.68 (for mudstones and silt-
stones) and 0.79 (for dolostones and limestones) depending on lithology.
Combining these factors with Eqs. (2.68) and (2.71), it has the following
generalized relation:

Es ¼ kEd (2.72)

where k is a correlation factor between 0.5 (shales, Eq. (2.71)) and 0.79
(dolostones and limestones, Yale and Jamieson, 1994).

It should be noted that the dynamic modulus, if it is calculated from lab
measured Vp and Vs, is not a constant even for the same rock. For example,
it increases as the axial load increases during the compression test, as shown
in Fig. 2.25, because Vp and Vs increase as the load increases. Therefore, the
correlations between static and dynamic moduli may be very different for
different axial and confining stress conditions. For many cases in petroleum
engineering there needs to be a conversion from the downhole sonic log
data (transit time) into rock properties (moduli and strengths). Therefore,
obtaining empirical correlations between the static moduli measured from
lab compression tests and the dynamic moduli derived from the downhole-
measured transit time may be more applicable. Alternatively, obtaining a
correlation between static modulus and downhole transit time is more
direct and easier to apply.
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Figure 2.25 The dynamic Young’s moduli, calculated from lab measured Vp and Vs,
increase with the axial stresses in the cores of tight sandstones in the Green River
Basin, USA.

Rock physical and mechanical properties 69



2.6 Poisson’s ratio

2.6.1 Static Poisson’s ratio
Poisson’s ratio is the ratio of transverse strain to corresponding axial strain
on a material stressed along one axis. For a rock core subjected to an axial
load, Poisson’s ratio (n) can be expressed in the following:

n ¼ �εl

εa
(2.73)

where εl and εa are the lateral and axial strains, respectively. Therefore, static
Poisson’s ratio can be determined by measuring the lateral and axial defor-
mations of the uniaxial compression test in the rock sample.

Static Poisson’s ratio in a rock depends on lithology, confining stress,
pore pressure, and porosity of the rock. Laboratory test results show that
static Poisson’s ratio increases as porosity increases (Fig. 2.26). This porosity-
dependent Poisson’s ratio is not difficult to understand because the dynamic
Poisson’s ratio is theoretically dependent on Vp/Vs (refer to Eq. 2.76), and
Vp/Vs is directly related to porosity (Fig. 2.7 and Eq. (2.28)). The trend line
in Fig. 2.26 is:

n ¼ 0:2þ 0:61f (2.74)

2.6.2 Poisson’s ratio anisotropy
Similar to Young’s moduli, Poisson’s ratios are also anisotropic. Fig. 2.27
presents static vertical and horizontal Poisson’s ratios in the Haynesville
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Figure 2.26 Poisson’s ratio versus porosity for carbonates and siltstones (Yale and
Jamieson, 1994).
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shale and other formations from laboratory uniaxial compression tests. The
vertical Poisson’s ratio nV (or nVH) in Fig. 2.27 is Poisson’s ratio measured
when the loading is in the vertical direction (perpendicular to the bedding
direction). The horizontal Poisson’s ratio nh (or nhH) is Poisson’s ratio when
the loading is in the horizontal direction (parallel to the bedding direction).
It can be seen from Fig. 2.27 that the vertical Poisson’s ratio is generally
smaller than the horizontal Poisson’s ratio, and the difference of horizontal
and vertical Poisson’s ratios is up to two times. The weak bedding plane has
a larger displacement (strain) when the loading direction is perpendicular to
the bedding direction; hence the displacement (strain) in the vertical di-
rection is larger than the case where the load is parallel to the bedding
direction. Therefore, from Eq. (2.73) the vertical Poisson’s ratio is smaller.
Fig. 2.27 also plots static vertical and horizontal Poisson’s ratios in the
Haynesville and Bossier shales, the Eagle Ford shale outcrop (Knorr, 2016),
and the Cretaceous Travis Peak formations (Thiercelin and Plumb, 1994).
There is no good correction between vertical and horizontal Poisson’s
ratios, but it can be approximately expressed in the following form (the
trendline in Fig. 2.27):

nh ¼ 1:37nV (2.75)
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Figure 2.27 Laboratory experimental results of vertical and horizontal Poisson’s ratios
in the Haynesville and Bossier shale, the Eagle Ford shale outcrop, and the Cretaceous
Travis Peak formations.
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2.6.3 The relationship of dynamic and static Poisson’s
ratios

Dynamic Poisson’s ratio can be calculated from the compressional and shear
velocities of the elastic wave (Vp, Vs), i.e.,

nd ¼
1
2
ðVp=VsÞ2 � 1

ðVp=VsÞ2 � 1
(2.76)

Laboratory measurements of static and dynamic Poisson’s ratios in
mudstones, siltstones, and siltstones with dolomites in the Chase and
Council Grove reservoirs in Kansas show that there is significant scatter, as
shown in Fig. 2.28 (Yale and Jamieson, 1994). The core test results of static
and dynamic Poisson’s ratios in the Baxter shale (Higgins et al., 2008) are
also plotted in Fig. 2.28, and the data are also scatter and no good corre-
lation can be derived. A similar result was reported by Tutuncu et al.
(1998). The dynamic-undrained Poisson’s ratios trend with the static-
drained Poisson’s ratio values, and no systematic correction to acoustic
(sonic) log derived Poisson’s ratios is needed (Yale and Jamieson, 1994).
Therefore, the sonic well log derived Poisson’s ratio, which is dynamic-
undrained Poisson’s ratio, can be approximately used as the static Poisson’s
ratio.

Fig. 2.29 shows the calculated dynamic Poisson’s ratio from Eq. (2.76)
using sonic compressional and shear velocities in an offshore well with a
water depth of 264 m. It shows that Poisson’s ratio depends on both li-
thology and depth and is larger in shales and smaller in sandstones.
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Figure 2.28 Drained static Poisson’s ratio versus dynamic-undrained and drained
Poisson’s ratios compared to the data in the Baxter shale (plotted from the data
presented by Yale and Jamieson, 1994 and Higgins et al., 2008).
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2.7 Biot’s effective stress coefficient

2.7.1 Static Biot’s coefficient
For a porous rock under stress, the solid and fluid parts are deformed
independently. Therefore, pore pressure and effective stress needs to be
considered in a fluid-saturated medium. The effective stress is dependent on
the total stress, pore pressure, and Biot’s coefficient (refer to Eq. (1.9)).
Biot’s coefficient (static) is defined as the ratio of static pore space defor-
mation to total bulk-volume change and can be calculated from Eq. (1.10),
when the frame bulk modulus or the dry bulk modulus of the porous rock
(Kdry) and the matrix bulk modulus (Km) are available (Nur and Byerlee,
1971); the equation is restated in the following:

a ¼ 1� Kdry=Km (2.77)
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Figure 2.29 Poisson’s ratio derived from sonic compressional and shear velocities
obtained from wireline log in an offshore well (Peng and Zhang, 2007).
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Detournay and Cheng (1993) used K (the drained bulk modulus of
elasticity) to replace Kdry in the above equation for computing Biot’s
coefficient.

The dry bulk modulus can be related to dry Young’s modulus (Edry) and
dry Poisson’s ratio (ndry) as shown in the following equation:

Kdry ¼ Edry

3ð1� 2ndryÞ (2.78)

The matrix bulk modulus (Km) is a constant, depending on the
chemical composition of the minerals, e.g., for clay minerals Km varies
from 9.3 GPa in smectite up to >100 GPa in chlorite. When the
matrix bulk modulus is not available, published values of the matrix bulk
moduli (e.g., Mavko et al., 2009) can be used for estimating Biot’s co-
efficient. The matrix bulk moduli in typical minerals can be found in
Table 2.5.

The upper limit of Biot’s coefficient is 1. For unconsolidated or high
porosity rocks, Biot’s coefficient is close to 1. Laboratory measurements
demonstrate that for underground rocks Biot’s coefficient values decrease
with porosity from a value of 1 at surface conditions to values around
0.6e0.8 at porosity of 0.15e0.20 for carbonates and sandstones (Bouteca
and Sarda, 1995). From triaxial compression tests in the middle Bakken
rocks, Biot’s coefficients are 0.6e0.79 for sandstones, 0.62e0.75 for do-
lomites, and 0.69e0.83 for limestones (Wang and Zeng, 2011). Biot’s
coefficients in shales are poorly documented. Few oedometric experiments
on shales and marls indicate that Biot’s coefficients are around 0.7 (Burrus,
1998). Biot’s coefficients from laboratory tests in different rocks show that
Biot’s coefficient is a function of porosity (Cosenza et al., 2002). Experi-
mental results also show that Biot’s coefficient values decrease as the

Table 2.5 Matrix bulk and shear moduli, densities, and compressional
velocities in typical minerals.

Mineral type K (GPa) G (GPa) r (g/cm3) Vp (km/s)

Calcite 76.8 32 2.71 6.64
Gulf clay 25 9 2.55 3.81
Quartz 37 44 2.65 6.05
Dolomite 76.4 49.7 2.87 7.0
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differential pressure (the confining pressure minus pore pressure) increases.
Laboratory bulk volume test results (Fatt, 1959) on the Boise sandstone
show that Biot’s coefficient values range from 1 (very low differential
pressure of 0.5 MPa), 0.82 (differential pressure of 20 MPa) to 0.77 (high
differential pressure of 60 MPa). Therefore, Biot’s coefficient values
decrease as the differential confining pressure increases.

The Bakken shale samples from the Williston Basin were tested to
obtain Biot’s coefficient (He et al., 2016) through measuring the varia-
tions of both confining pressure and pore pressure. The experimental
results show that Biot’s coefficients are dependent on rock permeability
and have anisotropic behavior. The vertical (perpendicular to the
bedding) samples have much lower Biot’s coefficients than those in the
horizontal samples, i.e.,

aV ¼ cah (2.79)

where aV and ah are the vertical and horizontal Biot’s coefficients, respec-
tively; c is a parameter, c ¼ 0.79 to 1 from the test results.

2.7.2 Dynamic Biot’s coefficient
Theoretically, Biot’s coefficient cannot be calculated from the bulk
modulus obtained by dynamic methods (such as P-wave and S-wave
measurements) because the static modulus values are required by the the-
ory. However, dynamic bulk modulus, compressional velocity, and other
dynamic values can be used to obtain an empirical Biot’s coefficient. The
dynamic bulk modulus in a dry rock can be obtained from the following
theoretical equation:

Kd ¼ rd

�
V 2

pd � 4V 2
sd

�
3
�

(2.80)

where Kd, rd, Vpd, and Vsd are the dynamic bulk modulus, bulk density,
compressional velocity, and shear velocity of the dry rock, respectively.

The dynamic Biot’s coefficient may be obtained by replacing Kdry by
Eq. (2.80) in Eq. (2.77), i.e.,

ad ¼ 1�
rd

�
V 2

pd � 4V 2
sd

�
3
�

Km
(2.81)

where ad is the dynamic Biot’s coefficient.
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It is rarely reported on how to convert dynamic Biot’s coefficient to
the static one. However, dynamic bulk modulus can be related to static
bulk modulus by using empirical equations presented in Section 2.5.5.
As described in Section 2.6.3, the difference of dynamic and static
Poisson’s ratios is small; therefore, the correlations of dynamic and static
Young’s moduli can be used to obtain the correlations in dynamic and
static bulk moduli. For example, Eq. (2.72) can be expressed in the
following form:

Ks ¼ kKd (2.82)

where Ks and Kd are the static and dynamic bulk moduli, respectively; k is a
correlation factor between 0.5 and 0.79 from Eq. (2.72).

Combining Eqs. (2.81) and (2.82), the static Biot’s coefficient, a, can be
obtained in the following form:

a ¼ 1�
krd

�
V 2

pd � 4V 2
sd

�
3
�

Km
(2.83)

where k is a correlation factor between 0.5 and 0.79 from Eq. (2.72).
Combining Eqs. (2.83) and (2.81), the relation of dynamic and static

Biot’s coefficients can be obtained, i.e.,

a ¼ ð1� kÞ þ kad (2.84)

For example, if ad ¼ 0.7 and k ¼ 0.6, then from Eq. (2.84) a ¼ 0.82.
Fabricius et al. (2008) studied dynamic Biot’s coefficients in the North

Sea chalk samples, which varied considerably in depositional texture and
mineralogy. They calculated dynamic Biot’s coefficients from Eq. (2.81)
using the velocities of the dry chalk samples and the matrix bulk modulus of
calcite. Their results indicate that dynamic Biot’s coefficient tends to
decrease with porosity in clay-poor samples as a reflection of calcite
cementation, causing the mineral frame to stiffen as porosity is filled by
cement. Samples rich in smectite or chlorite tend to have relatively high
Biot’s coefficient, probably because the presence of clay prevents calcite
cement from bridging between particles.

2.7.3 Empirical methods for Biot’s coefficient
If no measured Biot’s coefficient is available, the empirical equations can be
used to estimate Biot’s coefficient. Experimental results show that Biot’s
coefficient is a function of porosity; therefore, most empirical equations for
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Biot’s coefficient are related to porosity. Zimmerman et al. (1986) obtained
the following empirical equation for the lower bound of Biot’s coefficient:

a ¼ 1� ð1� fÞ
	
1þ fð1þ nsÞ

2ð1� 2nsÞ

�1

(2.85)

where ns is drained Poisson’s ratio; f is the porosity.
Jizba (1991) presented laboratory-measured petrophysical data and bulk

moduli of 34 tight gas sandstones and 9 shales from GRI’s cooperative wells
in the Travis Peak Formation in East Texas. Using the static bulk moduli
presented by Jizba (1991) and assuming the matrix modulus is 39 GPa,
Biot’s coefficient can be computed from Eq. (2.77), and the following
correlation can be obtained for tight sandstones and shales under the
confining pressure of 20 MPa (Fig. 2.30):

a ¼ 1:278f0:22 (2.86)

For hard formations, porosity f < 0.37, the equation in the paper of
Raymer et al. (1980) was rewritten in the following form as the empirical
equation of Biot’s coefficient by Krief et al. (1990):

a ¼ 1� ð1� fÞ3:8 (2.87)

Krief et al. (1990) also gave a more general form of empirical equation
of Biot’s coefficient:

a ¼ 1� ð1� fÞ 3
1�f (2.88)
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Figure 2.30 Biot’s coefficient computed from laboratory results presented by Jizba
(1991) in tight sandstones and shales under the confining pressure of 20 MPa.
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For unconsolidated sediments Biot’s coefficient is large and may
approach 1, and the following empirical equation was suggested by Lee
(2003):

a ¼ 0:99494� 184:05
1þ eðfþ0:56468Þ=0:10817 (2.89)

where porosity f is in fractions.
Biot’s coefficient predicted from Eq. (2.89) is adequate for a differential

pressure about 20 MPa based on the calibration from the data presented by
Domenico (1976). Notice that these empirical equations did not consider
the effect of the differential pressure.

2.7.4 Biot’s coefficient estimate from well logs
Shear deformation does not produce a pore-volume change, and conse-
quently different fluids do not affect shear modulus. Therefore, dry rock
shear modulus (md) should be equal to the saturated formation shear
modulus (mfm). Thus, Biot’s coefficient can be approximately obtained using
the formation shear modulus and matrix shear modulus (mma) as shown in
the following equation, particularly for a gas-filled formation (Krief et al.,
1990):

a ¼ 1� mfm

mma
(2.90)

Therefore, dynamic Biot’s coefficient can be expressed as the following
form:

ad ¼ 1� rbV
2
S

rmV 2
Sma

(2.91)

where VS and VSma are the shear velocities of the formation and the matrix,
respectively.

From Eq. (2.90), if the dynamic formation shear and matrix shear
moduli have the same constant (k) to convert to static ones, then Eq. (2.91)
is also the static Biot’s coefficient (a).

The formation bulk density can be expressed as a function of the matrix
density (rm) and porosity, i.e., rb¼ (1 � f)rmþ frf. Substituting it to
Eq. (2.91), the following equation can be obtained:

a ¼ 1� ½ð1� fÞ þ frf =rm�
V 2

S

V 2
Sma

(2.92)
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For the gas-filled low porosity formation, (1 � f) >> frf/rm. Thus,
Eq. (2.92) can be simplified as:

a ¼ 1� ð1� fÞV 2
S

V 2
Sma

(2.93)

where the formation shear velocity VS can be obtained from downhole
sonic log (shear transit time). The shear velocity of the matrix (VSma) can
be obtained from the shear velocity in the minerals that the rock is
composed of. If expressed in shear transit time, Eq. (2.93) can be rewritten
in the following form:

a ¼ 1� ð1� fÞDt2s ma

Dt2s
(2.94)

Figure 2.31 Biot’s coefficient computed from downhole well log data in the Bossier
and Haynesville shales. The left track shows the porosities from well log and core tests
with lithology column; the middle track presents the sonic log of the compressional
and shear transit time; the right track is the calculated Biot’s coefficient from Eq. (2.94).
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where Dts_ma is the shear transit time of the matrix; Dts is the shear transit
time of the rock. Therefore, if well log data are available (porosity and
shear velocity or shear transit time), Biot’s coefficient can be obtained
from Eq. (2.94).

Fig. 2.31 displays an example using well log data and Eq. (2.94) to
compute Biot’s coefficient by assuming Dts_ma ¼ 100 ms/ft.
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Abstract

Laboratory test methods are introduced to determine stressestrain relationships and
rock strengths. Rock failure mechanisms are studied based on uniaxial and triaxial
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compression tests. Empirical equations and correlations between rock strengths and
petrophysical and geophysical properties are presented for different lithologies. New
correlations for deepwater reservoirs and shale oil and shale gas formations are pro-
posed. These correlations enable one to obtain continuous rock strengths along the
depth interval of interest from well logging and seismic data (e.g., sonic velocity, transit
time, and porosity). Rock failure criteria are examined to reveal rock failure mecha-
nisms, including linear and nonlinear MohreCoulomb, DruckerePrager, true triaxial,
CameClay, and modified Griffith failure criteria. Their suitability and applicability for
geomechanical modeling are also discussed. The anisotropy of rock strengths and its
impact on rock failures are also investigated.

Keywords: Anisotropy; Failure criterion; Laboratory test; Rock strength; Strength

correlation; Well log.

3.1 Laboratory tests for rock strengths

Laboratory tests usually consist of simple experiments appropriate to the nature
of the rock in which important quantities, often stress and strain, are deter-
mined (Jaeger and Cook, 1979). Different types of laboratory tests can be used
to obtain rock strength, Young’s modulus, and other mechanical properties.
Fig. 3.1 shows some typical laboratory tests, as introduced in the following:
(1) Uniaxial compression test (Fig. 3.1A): the cylindrical rock specimen

is only compressed in the axial direction by the axial load or stress
of s1;

(A)

(D)

(B)

(E)

(C)

(F)

Figure 3.1 Schematic diagram showing typical laboratory tests to obtain rock
mechanical properties. (A) uniaxial compression; (B) uniaxial strain; (C) tensile;
(D) hydrostatic; (E) triaxial compression; (F) polyaxial compression.
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(2) Uniaxial strain test (Fig. 3.1B): the cylindrical rock specimen is only
loaded in the axial direction, and the lateral direction is constrained
(no lateral displacement);

(3) Tensile test (Fig. 3.1C): the cylindrical rock specimen is applied
tensional force (stress) in the axial direction;

(4) Hydrostatic test (Fig. 3.1D): the cylindrical rock specimen is
compressed with the same stress in all directions;

(5) Triaxial compression tests (Fig. 3.1E): the cylindrical rock specimen is
compressed in both axial and lateral directions. The axial stress (s1) is
greater than the lateral stress (s3, confining pressure);

(6) Polyaxial (true triaxial) compression test (Fig. 3.1F): three independent
and mutually perpendicular stresses (s1, s2, and s3) load to the faces of
a rectangular prismatic specimen.

3.1.1 Uniaxial tensile test
Uniaxial tensile strength describes the capacity of the rock to resist tensile
stress. It is one of the most important parameters for hydraulic fracturing
design. The direct (Fig. 3.1C) and indirect (point load and Brazilian tests)
methods can be used to back calculate tensile strength. The direct
measurement of tensile strength can be performed by gluing both ends of a
cylindrical rock specimen to metal front plates that are fixed to the platens
of a load frame. The glue or cement has to be more resistant to tensile stress
than the specimen (Shang et al., 2016).

The indirect methods (e.g., the Brazilian test) have been dominant
in determining tensile strengths of rocks due to their ease in sample
preparation and testing procedure. The Brazilian test is performed by
applying a load by two platens diametrically compressed to a rock
cylinder (Fig. 3.2). The technique involves loading a disc-shaped
specimen in compression across its diameter. Such loading generates a
tensile stress at the center of the disc in a direction perpendicular to the
direction of the applied load. Failure occurs by an extensional fracture
in or close to the loaded diametral plane. The tensile strength is given
by the ratio of the peak load P to the diameter and thickness product
(ISRM, 1978):

T0 ¼ 2P
pDt

(3.1)

where D and t are the sample diameter and thickness in mm; P is the load at
failure in Newtons; T0 is the uniaxial tensile strength in MPa.
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Brazilian method often overestimates the tensile strength of the poorly
consolidated rock because the line load applied during the test typically
widens for a soft material (Peng and Zhang, 2007). In such a case, a line
load is no longer applied and the force is distributed over a larger area.
Consequently, a higher tensile strength is calculated.

3.1.2 Uniaxial compression test
Uniaxial compression test (Fig. 3.1A) is used to determine uniaxial
compressive strength (UCS), Poisson’s ratio, and Young’s modulus.
Uniaxial compression test is also called unconfined compression test. In this
test, a circular cylinder of rock sample is compressed parallel to its longi-
tudinal axis. It is the oldest and simplest test and continues to be one of the
most convenient and useful ways for determining the properties of rocks.
During the test, the loads in the axial direction, displacements (normally
measured by linear variable displacement transformers), and strains (can be
measured by extensometers) in both axial and radial directions are recorded
for rock strength analyses.

In the uniaxial test, the following equation is used for calculating the
UCS for the ISRM suggested samples.

UCS ¼ Pmax

A
(3.2)

Figure 3.2 Schematic Brazilian test and the specimen.

88 Applied Petroleum Geomechanics



where Pmax is the maximum load exerted on the rock sample; A is the area
of the cross section of the sample.

ISRM (1979) recommends that the test specimen should be a right
circular cylinder, having a diameter approximately 54 mm, and a
height-to-diameter ratio of 2.5e3. If the sample size does not meet this
requirement, the strength test results obtained from Eq. (3.2) will need to
be corrected. Based on an analysis of a series of laboratory test data, Hoek
and Brown (1980) found that rock UCS decreases as the sample size
increases. They proposed that the UCS should be normalized by dividing
individual strength of each sample to the strength of a sample with a
diameter of 50 mm. The proposed correction is determined by the
following equation:

sc ¼ sc50

�
50
d

�0:18

(3.3)

where sc is the corrected UCS for rock specimen with a diameter of
d (mm); sc50 is the UCS for rock specimen with a diameter of d ¼ 50 mm.

Based on laboratory studies the rock failure process can be broken down
into a number of stages characterized by changes in the measured axial and
lateral strain response recorded during uniaxial and triaxial compression tests
(Fig. 3.3). In the figure the axial and lateral strains are measured and the
volumetric and crack volumetric strains are calculated. These stages include
(Eberhardt et al., 1999):
(1) Crack closure (at stress of scc).

Crack closure, at stress of scc, occurs during the initial stages of loading
when existing cracks orientated at an angle to the applied load close. During
crack closure, the stressestrain response is nonlinear, exhibiting an increase
in axial stiffness.
(2) Linear elastic deformation (from scc to sci).

Once the majority of existing cracks have closed, linear elastic defor-
mation takes place.
(3) Crack initiation and stable crack growth (from sci to scd).

Crack initiation, sci, represents the stress level where the loading-
induced microfracturing begins. The growth of these cracks has been
shown to occur in the direction of the major principal stress, s1, and cracks
grow along a curved path to align themselves with s1. The opening of
cracks with faces parallel to the applied load is therefore detected as a
departure from linear lateral and volumetric strain behaviors.
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(4) Crack damage and unstable crack growth (from scd to peak strength
sucs).
Crack propagation is either stable or unstable. Under stable conditions,

crack growth can be stopped by controlling the applied load. Unstable
crack growth, also referred to as the crack damage stress threshold, scd, has
been associated with the point of reversal in the total volumetric strain
curve (Fig. 3.3). Under such conditions, crack propagation will continue
until failure even if the applied loading is held constant.
(5) Failure and postpeak behavior.

Once the applied load exceeds the peak strength (UCS), rock starts
failure, and the rock loses to its partial or all capacity to bear loading
dependent on the plasticity of the rock. For a brittle rock, it may lose the
capacity; however, for ductile (plastic) rock, it may still have capacity to
partially bear the applied load.

Figure 3.3 Stressestrain diagram obtained from a single uniaxial compression test for
Lac du Bonnet granite showing the definition of crack initiation (sci), crack damage
(scd), and peak strength (sucs) (Martin and Chandler, 1994).
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3.1.3 Triaxial compression test and rock peak strengths
The triaxial compression test has proved to be the most useful test in the
study of the mechanical properties of rocks under a wide range of stress
values (Jeager, Cook et al., 2007). In a triaxial compression test, the major
principal stress (s1) is applied along the axis of a cylindrical rock specimen,
and a minor principal stress (s3, and s2 ¼ s3) is applied to the curved
surfaces of the specimen by fluid-confining pressure (confining stress).
Notice that the confining pressure and confining stress are interchangeably
used in the triaxial test. Fig. 3.4 shows the axial stresses, confining stresses,
and strains (both axial and lateral) in a typical triaxial compression test in
the Middle Bakken formation. The rock strength is the peak value of the
load (applied axial stress) of each curve of Fig. 3.4. It shows that the rock
strength increases as the confining pressure increases. Therefore, the rock
has a higher strength when it is subjected to three-dimensional
compressions. It should be noted that the UCS (i.e., when the
confining stress is zero) is the lowest strength, but it is an important
parameter used in rock failure criteria for geomechanical analyses. The
triaxial tests also show that Young’s modulus (the slope in each stress-axial
strain curve in Fig. 3.5) is not a constant but increases as the confining
pressure increases.

Figure 3.4 Middle Bakken stressestrain curve from triaxial compression test with
various confining stresses (Pc) (Amendt et al., 2013, SPWLA).
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Fig. 3.5 presents the triaxial compression tests conducted by Hallbauer
et al. (1973) on argillaceous quartzite specimens. In the tests, they also
performed macroscopic and microscopic photographic studies of longitu-
dinal sections of each specimen and showed how the development of
fractures and microcracks was related to the stressestrain curves. Careful
observation of longitudinal sections cut through the axes of the specimens
allowed the growth of microcracks and fractures to be observed in relation
to the stressestrain curve. In region AB of the stressestrain curve, as
illustrated in Fig. 3.5, the first visible structural damage appears as mainly
intragranular and elongated microcracks having their axes oriented parallel
(within � 10 degrees) to the direction of maximum compressive stress (i.e.,
axially). The cracks are distributed throughout the sample but are
concentrated in the center. Toward the end of region BC, the number of
microcracks increases drastically, and the cracks begin to coalesce along a
plane located in the central region of the specimen. At the point C of the
maximum axial stress, the microcracks begin to link up to form a macro-
scopic fracture plane, which is approximately parallel to the diagonal di-
rection of the specimen. Finally, in region CD, the fracture plane has
extended through the entire specimen, and shear displacement begins to
occur across the two faces of the rock (Jeager, Cook et al., 2007).

Figure 3.5 Schematic representation of the axial stress and lateral confining stress
measured by Hallbauer et al. (1973) on a set of argillaceous quartzite specimens, along
with cartoons of the state of microcracking observed on specimens that were loaded
to the indicated points along the stressestrain curve.

92 Applied Petroleum Geomechanics



When a series of triaxial compression tests are conducted, the cohesion
and angle of internal friction of the rock can be obtained from the Mohr
circles and strength envelopes. Fig. 3.6 plots the Mohr circles and the
MohreCoulomb strength envelopes from three triaxial compression tests
and one uniaxial test in a weak sandstone in the Gulf of Mexico. It indicates
that the rock may have different strength envelopes for different confining
stresses. From these tests, the cohesion and angle of internal friction of the
rock can be obtained from the Mohr circles and strength envelopes (refer to
Section 3.4.2). Fig. 3.6 shows that the cohesion (c) is 440 psi, when the
confining stress is less than 6890 psi; whereas, when confining stress is
greater than 6890 psi, the cohesion is significantly higher (c ¼ 5365 psi).
This observation suggests that when confining stress gets higher, the
apparent rock cohesion starts to increase while the angle of internal friction
tends to reduce. For example, if the mud weight is 10 ppg at a depth of
12,000 ft, the mud pressure (confining stress for the wellbore) is about
6234 psi. However, at the depth of 8000 ft, the same mud weight of 10 ppg
is equivalent to a mud pressure of 4156 psi (i.e., a smaller confining stress for
the wellbore). That is, for the same mud weight at a shallower depth, the
wellbore has a lower cohesive strength and may be more likely to expe-
rience shear failures. Certainly, the confining stress is only one of the factors
to impact wellbore stability.

Figure 3.6 MohreCoulomb strength envelopes obtained from triaxial compression
tests for weak sandstone at depth of 28,014 ft TVD KB in the Gulf of Mexico (Zhang
et al., 2008).
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3.1.4 Polyaxial compression test
In the polyaxial compression test (also called true triaxial compression test),
three independent and mutually perpendicular uniform loads apply to the
faces of a rectangular prismatic specimen. That is, the maximum, inter-
mediate, and least compressive principal stresses are applied separately.
Earlier polyaxial cells built by Mogi (1971) and Spetzler et al. (1981) were
mainly suited for testing deformational and strength characteristics of weak
to medium strength rocks. The University of Wisconsin designed and
fabricated a true triaxial testing system suitable for testing both weak and
competent rocks (Haimson and Chang, 2000). The polyaxial compression
tests can simulate the in situ loading scenarios in actual field condition. The
results from the polyaxial compression tests experimentally demonstrate that
rock strength is a function of the major principal stress (s1) and the minor
principal stress (s3) as well as the intermediate stress (s2). Fig. 3.7 presents
the true triaxial test results in two porous sandstones, Coconino and
Bentheim (Ma et al., 2017). It reveals the effect of s2 and s3 on rock
failures, and the rock peak strength increases as s2 and s3 increase.

3.2 Rock strengths from petrophysical and well log data

Compressive and tensile strengths are key inputs for geomechanical ana-
lyses, particularly the UCS. Rock strength parameters can be obtained from

Figure 3.7 Variations of peak strength (s1, peak) with s2 in Coconino and Bentheim
sandstones tested under the common loading path for all constant s3 levels: solid dots
are the experimental data (Ma et al., 2017).
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core sample tests in laboratory experiments as described in the previous
section. However, in most cases core samples are unavailable for laboratory
testing, and empirical correlations between rock strength, geophysical, and
petrophysical data can be used for estimation. These correlations usually
are developed for some specific rock formations based on the relationships
of laboratory core tests, geophysical data, and petrophysical data. Because
there are multiple choices of strength correlations for various rock types
in different geological settings, it is necessary to understand the character-
istics of the correlations and their range of applicability before applying
them.

3.2.1 Empirical equations of rock strengths in shales
3.2.1.1 From sonic velocity
In conventional reservoirs, shales make up over 75% of the drilled for-
mations in the oil and gas industry, and over 70% of the borehole problems
are related to shale instability (Lal, 1999). The oil and gas industry still fights
borehole instability problems, particularly for drilling in geologically young
formations of shales (weak shales), for example, in Tertiary and Cretaceous
shales of the Gulf of Mexico, the North Sea, and the Gulf of Guinea. For
evaluating wellbore stability and sand production, rock strength is one of
the most important parameters. Some correlations were obtained using rock
physical data (P-wave velocity (Vp), or equivalently, interval transit time
(Dt ¼ 1/Vp)), which were directly measured from sonic logs to relate to
laboratory-measured rock strengths. Using an extensive shale database, Lal
(1999) developed the following shale strength correlations tied only to
compressional sonic velocity mainly for high porosity Tertiary shales in the
Gulf of Mexico:

c ¼ 5ðVp � 1Þ= ffiffiffiffiffi
Vp

p
(3.4)

sin 4 ¼ ðVp � 1Þ=ðVp þ 1Þ (3.5)

Based on Eqs. (3.4) and (3.5), the UCS can be obtained:

UCS ¼ 10ðVp � 1Þ ¼ 10ð304:8=Dt � 1Þ (3.6)

where the cohesion (c) and the uniaxial compressive strength (UCS) are in
MPa; the angle of internal friction (4) is in degrees; the compressional
sonic velocity (Vp) is in km/s; and the transit time (Dt) is in ms/ft.

Through wireline log data and laboratory triaxial compression tests
of shale samples obtained from deep boreholes from the North Sea,
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Horsrud (2001) proposed the following correlation for estimating rock
strength, mainly for high-porosity Tertiary shales:

UCS ¼ 0:77V 2:93
p (3.7)

where UCS is in MPa; Vp is in km/s. Using the P-wave interval transit time
from sonic log, Dt, (in ms/ft), the following correlations were obtained
(Horsrud, 2001):

UCS ¼ 0:77ð304:8=DtÞ2:93 (3.8)

E ¼ 0:076ð304:8=DtÞ3:23 (3.9)

where Young’s modulus (E) is in GPa.
Lal’s and Horsrud’s correlations predict rock strengths fairly well

for shales in the Gulf of Mexico and the North Sea where high-porosity,
unconsolidated Tertiary-aged, or younger shales are dominant.
Therefore, these correlations after certain calibrations can be used to
estimate UCSs in weak shales. In the above strength correlations,
Horsrud’s correlation predicts a higher shale strength than Lal’s equation
for the shale with higher sonic velocity (or lower transit time). Fig. 3.8
presents the shale UCS calculated from sonic well log data by using
Lal’s and Horsrud’s correlations in an oil exploration well in the Gulf
of Mexico.

3.2.1.2 From porosity
Rock strength and porosity have good correlations for various rocks, and
porosity can be obtained from lab tests or from density and sonic logs. In
the following equations, the rock strength UCS is in MPa and porosity is
in percent (%). For shales in the North Sea (geologically young and weak
shales, mostly high-porosity Tertiary shales), Horsrud (2001) proposed the
following correlations for estimating rock UCS:

UCS ¼ 243:6f�0:96 (3.10)

Lashkaripour and Dusseault (1993) obtained a correlation based on 13
data points from publicly available sources and their own testing of shales.
The mean of the UCS is approximately 79 MPa, and 9 of these 13 points
have 10% porosity or less. The following is their correlation:

UCS ¼ 193:4f�1:143 (3.11)
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For high porosity (f > 27%) shale, Chang et al. (2006) gave the
following correlation:

UCS ¼ 955:8f�1:762 (3.12)

The Haynesville shale gas formations of the Jurassic period in Northern
Louisiana are tight (f < 14%) and have very high UCSs. The laboratory
measured UCS and porosity have the following relation:

UCS ¼ 233:22f�0:553 (3.13)

Gas presence in the gas-bearing shale can slow down compressional
velocity of the formation (Zhang and Wieseneck, 2011); therefore, the rock
strength predicted using the compressional velocity (transit time) may not
be accurate. Alternatively, porosity can be used to estimate rock strength.

The above porosity-strength correlations for low porosity cases are
plotted in Fig. 3.9 and compared to laboratory test results in the Haynesville
shale gas formations. It shows that the Haynesville shale has a very high
UCS, and this high strength is one of the major characteristics in many shale
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Figure 3.8 The UCSs in the Gulf of Mexico shales calculated from measured sonic
transit time (Dt or DT) using Lal’s and Horsrud’s correlations.
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gas and shale oil formations because they normally are geologically older
formations than the rocks in conventional reservoirs.

3.2.1.3 From Young’s modulus
Rock UCS can also be related to Young’s modulus. Chang et al. (2006)
proposed the following correlation between rock strength (in MPa) and
Young’s modulus (in GPa) for shales:

UCS ¼ 7:22E0:712 (3.14)

For the data in the Tertiary shales in the deepwater ultradeep wells
(7600e9000 m below the sea level) of the Gulf of Mexico (e.g., Zhang
et al., 2008), the laboratory measured UCS (in MPa) and Young’s modulus
E (in GPa) have the following relation (see Fig. 3.10 and 3.11):

UCS ¼ 14:035E0:5734 (3.15)

Laboratory test data in the North Sea shale samples cored from deep
boreholes (from the Tertiary to the Triassic) and three outcrop shales
(Horsrud, 2001) are also plotted in Fig. 3.10 for comparison. It can be
observed that the North Sea shales have a similar trend as the one in the
Gulf of Mexico.

For the same data in the Haynesville shale gas formations (f < 14%)
shown previously, the laboratory-measured UCS (in MPa) and Young’s
modulus E (in GPa) have the following relation (refer to Fig. 3.11):

UCS ¼ 23:524E0:4775 (3.16)
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Figure 3.9 Laboratory-measured uniaxial compressive strengths versus porosities for
the Haynesville shales compared to UCS-porosity correlations.
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The above Young’s modulus-strength correlations and laboratory test
data are plotted in Fig. 3.11. It shows that rock strengths are very different
in different regions, and the Haynesville shale has very high UCS magni-
tudes. Therefore, calibrations by local lab test data are needed for applying
these correlations to a new region.
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Figure 3.10 Laboratory-measured uniaxial compressive strengths (symbols) versus
Young’s moduli from the deep wells in the Gulf of Mexico (GoM) shales compared to
the data in the North Sea.
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Figure 3.11 Correlations of uniaxial compressive strength and Young’s modulus
compared to laboratory measured results in the Haynesville shale gas formation and
the Gulf of Mexico shales.
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3.2.2 Empirical equations of rock strengths in sandstones
3.2.2.1 From sonic velocity and transit time
For fine grained, both consolidated and unconsolidated sandstones in the
Bowen Basin of Australia, McNally (1987) presented the following strength
estimation using sonic logs:

UCS ¼ 1200 expð�0:036DtÞ (3.17)

where UCS is in MPa and the transit time Dt is in ms/ft.
For the Tertiary reservoir sandstones in the Gulf of Mexico and the

Jurassic reservoir sandstones in the North Sea, the following correlation
exists between the lab-measured UCS and the compressional transit time
from sonic log measurements (Fig. 3.12) :

UCS ¼ 156318ð1=DtÞ2:064 (3.18)

The same units are used as those in Eq. (3.17).
Some high-porosity (w20%) sandstones are even weaker than shales,

such as the Tertiary formations in the Gulf of Mexico. In this case, the
wellbore breakout and sand production are expected while drilling and
after reservoir production. Based on the laboratory test data in the Tertiary
formations of the Gulf of Mexico and the North Sea, Zhang (2013) ob-
tained the following empirical equation to estimate the UCS for weak
(poorly consolidated) sandstones:

UCS ¼ 0:68ð304:8=DtÞ2:5 (3.19)

Figure 3.12 Lab-measured uniaxial compressive strengths versus sonic compressional
transit time in some deep wells in the Gulf of Mexico and the North Sea.
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The same units are used as those in Eq. (3.17).
Fig. 3.13 demonstrates the UCSs from core tests in sandstones, shales,

and mixed lithology of shales and sandstones in the Gulf of Mexico (Zhang
et al., 2008). The data have the following characteristics: (1) there are two
groups in the rock strength dataea lower UCS group and a higher UCS
group. Most rocks in the higher UCS group are shale formations; (2) Lal’s
and Horsrud’s correlations underestimate the strengths of shales. (3) the
UCSs in sandstones (circles in Fig. 3.13) are lower than those in shales;
therefore, most sandstones are weak rocks because of high porosity. Using
Eq. (3.19), the UCSs in weak sandstones are calculated and compared to the
core test data, as shown in Fig. 3.13. The figure shows that the calculated
UCSs from Eq. (3.19) give a reasonable prediction of rock strengths in
sandstones and mixed lithology. This weak rock strength correlation
(Eq. 3.19) may also be suitable for weak shales, as shown in Fig. 3.13.

For stronger sandstones (porosity <10%), Moos et al. (1999) presented
the following relation for coarse-grained sandstones and conglomerates in
the Cook Inlet, Alaska:

UCS ¼ 1:745rV 2
p � 21 (3.20)
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Figure 3.13 Rock uniaxial compression strengths obtained from lab compression tests
in the Gulf of Mexico and calculated from sonic transit time (Dt) using the weak rock
correlation (Eq. 3.19).
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where UCS is in MPa, bulk density r is in g/cm3, and Vp is in km/s. Note
that Eq. (3.20) is different from their original equation because a different
unit is used here.

For very strong and consolidated sandstones in Australia
(0.05 < f < 0.12 and UCS > 80 MPa), the following empirical equation
was developed (Chang et al., 2006):

UCS ¼ 42:1 exp
�
1:9� 10�2rV 2

p

�
(3.21)

where UCS is in MPa, bulk density r is in g/cm3, and Vp is in km/s.
The above correlations (equations) were obtained either from limited data

or from the datasets in local conditions. For applications to a new area, cali-
bration is extremely important before using any of these strength correlations.

3.2.2.2 From Young’s modulus and porosity
Based on the data presented by Plumb (1994), Bradford et al. (1998) used
the following correlation between the UCS and Young’s modulus for weak
reservoir sandstones with risks of sand production:

UCS ¼ 2:28þ 4:1089E (3.22)

where UCS is in MPa and E is in GPa.
For the Tertiary sandstones in the deepwater ultradeep wells

(7600e9000 m below the sea level) of the Gulf of Mexico (GoM), the
laboratory-measured UCS (in MPa) and Young’s modulus E (in GPa) have
the following relation (see Fig. 3.14):

UCS ¼ 14:86E0:464 (3.23)

Fig. 3.14 plots the lab-measured data of the UCSs and Young’s moduli
compared to the correlations of Eqs. (3.22) and (3.23). It shows that
reservoir sandstones in the Everest Complex of the North Sea (Bradford
et al., 1998) have much lower UCSs than those in the Gulf of Mexico, and
Eq. (3.22) can be applied to the weak reservoir rocks.

Vernik et al. (1993) obtained the following correlation between
porosity and the UCS for very clean, grain-supported, and well-
consolidated sandstones (clean arenites and arenites, f � 15%):

UCS ¼ 254ð1� 0:027fÞ2 (3.24)

Plumb (1994) found an empirical correlation for average upper bound
on the UCS for well-cemented clay-free sandstones obtained from 784
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rocks in oil field cores and quarries. The upper bound UCS is a strong
negative function of porosity in the low to intermediate porosity range, but
it becomes relatively independent of porosity at high porosity where sand
production is a problem. The average upper bound is approximated by:

UCS ¼ 357ð1� 0:028fÞ2 (3.25)

In Eqs. (3.24) and (3.25), UCS is in MPa and porosity f is in %. Eq.
(3.25) represents an upper bound UCS of sandstones and predicts a higher
UCS than that from Eq. (3.24). For sandstones which contain clays, the
strength falls well below the trend suggested by Eq. (3.25).

Weingarten and Perkins (1992) presented the following relation to
predict sandstone internal friction angle4 (degrees) using porosity f (fraction):

4 ¼ 57:8� 105f (3.26)

3.2.3 Empirical equations of rock strengths in carbonate
rocks

3.2.3.1 From sonic velocity
Milizer and Stoll (1973) obtained the following relation between the UCS
and compressional transit time for the limestone and dolomite (Chang et al.,
2006):

UCS ¼ ð7682=DtÞ1:82�145 (3.27)
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Figure 3.14 Correlations and laboratory-measured uniaxial compressive strengths
versus Young’s moduli in sandstones from ultradeep Gulf of Mexico wells.
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Golubev and Rabinovich (1976) proposed the following empirical
equation for the limestone and dolomite (Chang et al., 2006):

UCS ¼ 10ð2:44þ109:14=DtÞ�145 (3.28)

In Eqs. (3.27) and (3.28), UCS is in MPa and Dt is in ms/ft.
Eq. (3.27) predicts a much lower strength than Eq. (3.28); therefore, Eq.

(3.27) may be more suitable for low-strength carbonates.
Najibi et al. (2015) presented the following rock strength correlation for

the limestones from core test data in two Iran oil fields:

UCS ¼ 3:67V 2:14
p (3.29)

where UCS is in MPa and Vp is in km/s.

3.2.3.2 From Young’s modulus and porosity
Chang et al. (2006) obtained the following relation between the UCS
(in MPa) and Young’s modulus (in GPa) for the limestone with
10 < UCS < 300 MPa:

UCS ¼ 13:8E0:51 (3.30)

For the limestone and dolomite with low to moderate porosity
(0.05 < f < 0.2) and high UCS (30 < UCS < 150 MPa) in the Middle
East, the following empirical equation was obtained (Chang et al., 2006):

UCS ¼ 143:8 expð�6:95fÞ (3.31)

Another empirical equation for 0.05 < f < 0.2 and 30 < UCS <
300 MPa is (Chang et al., 2006):

UCS ¼ 135:9 expð�4:8fÞ (3.32)

where f is porosity (fraction).
The North Sea chalk has been widely studied because of the prominent

chalk reservoirs (Ekofisk, Eldfisk, Valhall, Tommeliten, and others).
Havmøller and Foged (1996) compiled a large amount of the North Sea
reservoir and outcrop chalk data to establish correlations between mechanical
properties and porosity (Fjær et al., 2008). The overall trends they found (for
the North Sea chalk) can be summarized in the following equations:

UCS ¼ 174e7:57f (3.33)

UCSz 8T0 (3.34)

where UCS and tensile strength (T0) are in MPa; f is in a fraction.
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3.2.4 Field methods for estimating rock uniaxial
compressive strength

When laboratory tests are not possible, field estimates of rock strength can
be conducted by examining rock samples and drilling cuttings. Table 3.1
presents the field methods to estimate rock UCS proposed by Hoek and
Brown (1997).

3.3 Rock strength anisotropy

In general, rocks or rock masses always present certain degree of anisotropy,
particularly in fractured (jointed) rock masses or slates, shales, and schists.

Table 3.1 Field estimates of rock uniaxial compressive strength (UCS).

UCS
(MPa) Field characteristics Examples

Extremely
strong

>250 Specimen can only be
chipped with a geologic
hammer

Fresh basalt, chert,
diabase, gneiss, granite,
quartzite

Very
strong

100e250 Specimen requires many
blows of a geological
hammer to fracture it

Amphibolite,
sandstone, basalt,
gabbro, gneiss,
granodiorite,
limestone, marble,
rhyolite, tuff

Strong 50e100 Specimen requires more
than one blow to fracture it

Limestone, marble,
phyllite, sandstone,
schist, shale

Medium
strong

25e50 Cannot be scraped or
peeled with a pocket knife.
Specimen can be fractured
with a single blow from a
geological hammer.

Claystone, coal,
concrete, schist, shale,
siltstone

Weak 2e25 Can be peeled with a
pocket knife with
difficulty. Shallow
indentation made by firm
below with point of a
geological hammer.

Chalk, rocksalt, potash

Very weak 1e5 Crumbles under firm
blows with point of a
geological hammer, can be
peeled by a pocket knife

Highly weathered or
altered rock

Extremely
weak

0.25e1 Indented by thumbnail Stiff fault gouge
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The effect of the stress states on failure behavior in anisotropic rocks has
been studied by many researchers (e.g., Donath, 1964; McLamore and
Gray, 1967; Niandou et al., 1997; Brady and Brown, 2004; Mogi, 2007)
using triaxial compressive tests (s1 > s2 � s3). Donath extensively studied
the strong influence of planar anisotropy on rock strength. Fig. 3.16 shows
schematically his experimental method and the observed results (Donath,
1964). The right graph in Fig. 3.15 shows the differential stress (s1 � s3) at
failure as a function of angle a for different confining pressure
(Pc ¼ s2 ¼ s3). Here a is the angle between the maximum stress (s1) and
the orientation of the weak planes (or bedding planes). As can be seen in
this figure, the compressive strength of the anisotropic rock is the lowest at
around a ¼ 30�. Fig. 3.16 presents laboratory test results of the compressive
strength of Tournemire shale versus the plane of weakness. Again, it shows
that the compressive strength of the anisotropic rocks is the lowest at
a z 30�. These results show that failure of anisotropic rocks is likely to
occur when the angle a is nearly equal to the shear failure angle of isotropic

Figure 3.15 Compressive strength (or s1 � s3) of the anisotropic rocks as function of
the angle a between the maximum principal stress (s1) and weak planes under the
conventional triaxial compression (Donath, 1964).
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rocks with roughly similar solidity, because the failure angles of isotropic
rocks are nearly a ¼ 30� in many cases.

The bedding planes in rock formations cause rock strength anisotropy.
Willson et al. (2007) presented the following equation to calculate rock
UCS variation relative to the bedding planes:

UCSw ¼ UCSmaxðcos wþ k1 sin wÞð1� sin w cos wÞ

�
�
1� 2 sin w cos w

�
1� 4k2ffiffiffi

2
p ð1þ k1Þ

�	
(3.35)

where UCSw is the uniaxial compressive strength at w with consideration of
bedding effects; w is the angle between the stress concentration orientation
and the bedding plane, w ¼ 0 represents loading perpendicular to bedding;
and w ¼ 90� represents loading parallel to bedding; UCSmax is the
maximum strength at any orientation; k1 and k2 are defined in the
following:

k1 ¼ q==
�
qt

Figure 3.16 Triaxial compressive test results for Tournemire shale showing the vari-
ation of peak principal stress difference (s1 � s3) with the angle of inclination of the
major principal stress to the plane of weakness (a), for the confining pressures (s3)
indicated (Niandou et al., 1997).
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k2 ¼ UCSmin=UCSmax

where, q// is the strength with the bedding parallel to the sample axis; qt is
the strength with the bedding perpendicular to the sample axis; UCSmin is
the minimum strength at any orientation.

3.4 Rock failure criteria

3.4.1 Rock failure types
A rock fails when the surrounding stress exceeds its tensile, compressive, or
shear strength, whichever is reached first. There are several failure types
depending on rock lithology, rock microstructures, and applied stresses.
Jaeger and Cook (1979) described rock failures at various confining pres-
sures, as shown in Fig. 3.17. In unconfined compression (Fig. 3.17A),
irregular longitudinal splitting is observed. With a moderate amount of
confining pressures, the rock failure is characterized by a single plane of
fracture, inclined at an angle of less than 45 degrees to the direction of s1, as
shown in Fig. 3.17B. This is a typical shear failure under compressive
stresses, and a shear displacement along the surface of the shear fracture is
generated. If the confining pressure is increased so that the rock becomes
fully ductile (Jaeger et al., 2007), a network of shear fractures accompanied
by plastic deformation appears, as shown in Fig. 3.17C. The second basic
type of failure is tensile failure, which appears typically in uniaxial tension.
Its characteristic feature is a clean separation with no offset between the
surfaces (Fig. 3.17D). If a slab is compressed between line loads as shown in
Fig. 3.17E, a tensile fracture appears between the loads.

There are various failure (strength) criteria applied to compare the
stresses to rock strength to determine whether the rock fails or not. For the
porous media the effective stress concentrations near an underground

Figure 3.17 Rock failure types. (A). splitting; (B). shear failure; (C). multiple shear
fractures; (D). tensile failure; (E). tensile failure induced by point loads.
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excavation because of the far-field stresses and pore pressure need to be
considered for failure initiation. It is commonly accepted that rock failure is
controlled by Terzaghi’s effective stress because Biot’s effective stress co-
efficient approaches 1.0 when rock failure is approached (e.g., Zhang, 2002;
Zhang et al., 2003). Terzaghi’s effective stress can be expressed as follows:

s0
ij ¼ sij � dijpp (3.36)

where s0ij is the effective stress tensor, pp is the pore pressure and d is the
Kronecker delta, and d ¼ 1 when i ¼ j; d ¼ 0 when i s j.

3.4.2 MohreCoulomb failure criterion
3.4.2.1 Linear MohreCoulomb failure criterion
Shear failure occurs when the shear strength of a formation is exceeded.
Even for compressive loading, shear failure can also happen in the rock as
shown in Fig. 3.17B and C. Fig. 3.18 is field-observed Z-shape sigmoidal
veins (shear fractures) developed by the shear stresses.

When a rock is loaded by the far-field principal stresses, shear stresses can
be generated on an inclined plane where shear and normal stresses can be
obtained from Eq. (1.12), as shown in Fig. 3.19. Shear failures will occur in
the rock when shear stress overcomes the friction stress (msn or sntan4) plus
rock inherent shear strength or cohesion (c). The MohreCoulomb failure
criterion uses this principle to describe shear failure mechanism. For dry

Figure 3.18 Field example of shear failures in sigmoidal veins (Bons et al., 2012).
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rocks, the MohreCoulomb failure criterion says that when the shear stress,
s, is greater than c þ sntan4, the shear failure occurs. The MohreCoulomb
failure criterion can be written as the following linear form between shear
and normal stresses (originally proposed by Coulomb in 1785):

s ¼ c þ sn tan 4 (3.37)

where sn is the normal stress; s is the shear stress; c is the cohesion (also
called the inherent shear strength); 4 is the angle of internal friction,
m ¼ tan4; m is the coefficient of friction. For a fractured rock, it can be
assumed c ¼ 0.

In the principal stress space, (s1, s2, s3), the MohreCoulomb failure
criterion can be expressed as follows:

s1 ¼ UCS þ qs3 (3.38)

where s1 and s3 are the maximum and minimum principal stresses, respec-
tively; and

q ¼ 1þ sin 4

1� sin 4
(3.39)

Based on the MohreCoulomb failure criterion, the UCS, angle of
internal friction and cohesion have the following relation:

UCS ¼ 2c cos 4
1� sin 4

(3.40)

Figure 3.19 Shear stresses developed in an inclined plane in the rock under far-field
compressive stresses.
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When the experimental results of the maximum and minimum effective
stresses (difference of total stress and pore pressure) are plotted at failure in a
Darley Dale sandstone (Murrell, 1965), the failure data nearly form a single
failure curve, which in this particular case is nearly a straight line, but
slightly concave downward (Fig. 3.20). Therefore, for the porous rock in
the principal effective stress space, the MohreCoulomb failure criterion can
be expressed as the following:

s0
1 ¼ UCS þ qs0

3 (3.41)

where s01 and s03 are the maximum and minimum effective principal
stresses, respectively.

Therefore, the MohreCoulomb failure envelope of Eq. (3.37) can be
expressed in the effective stress forms as follows:

s ¼ c þ ðsn � ppÞtan 4 (3.42)

s ¼ c þ s0
n tan 4 (3.43)

It can be observed from Eq. (3.42) that pore pressure reduces rock shear
strength. A simple physical interpretation of this condition is that, while the
normal stress tends to strengthen a fracture inside the rock, by pushing the
two opposing rock faces together, the pore pressure acts to weaken it, by
pushing the two opposing rock faces apart.

Figure 3.20 Effective stresses at failure in a Darley Dale sandstone. (Based on the data
of Murrell, S.A.F., 1965.)
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The MohreCoulomb failure criterion can be depicted by the Mohr
circle diagram. Fig. 3.21 shows the Mohr circle and MohreCoulomb failure
envelope. Shear failure will not occur if the values of (s0n, s) of a point in
Fig. 3.21 lie below the failure envelope. In the MohreCoulomb criterion,
two conclusions should be noted: (1) the intermediate principal stress s02
does not affect shear failure and this may overestimate rock failure; (2) the
plane of the shear fracture passes through the direction of the intermediate
stress. These conclusions can be applied to determine the direction of the
in situ intermediate stress, when the stress regime is known (refer to Chapter
5). The most likely shear failure plane can be obtained from the Mohr circles
and the MohreCoulomb envelope, when the Mohr circle touches the
failure envelope as shown in Fig. 3.21. The angle of the shear failure plane
can be obtained from the geometric relationship in Fig. 3.21:

x ¼ 45� þ 4=2 (3.44)

From triaxial compression test results, the Mohr circles and Mohre
Coulomb failure envelope can be obtained. If several experimental datasets
are available, the Mohr circles can be drawn, as shown in Fig. 3.21. Then,
the cohesion and angle of internal friction can be calculated according to
the geometric relationship shown in Fig. 3.21. Using two Mohr circles as an
example, the following relations can be obtained:

sin 4 ¼ R2 � R1

X2 � X1
(3.45)

(A) (B)

Figure 3.21 The MohreCoulomb failure criterion in the effective stress domain. (A).
shear failure plane under triaxial compression condition; (B). the Mohr circles and the
linear shear failure envelope (tangent line of the Mohr circles).
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c ¼
�
R1

sin 4
� X1

	
tan 4 (3.46)

where R2 ¼ s1�s3
2 in circle 2; R1 ¼ s1�s3

2 in circle 1; X2 ¼ s01þs03
2 in circle 2;

X1 ¼ s01þs03
2 in circle 1; R1 and R2 are the radii of circles 1 and 2, respec-

tively; X1 and X2 are the distances from the origin to the circle center in
circles 1 and 2, respectively. Notice that the values of s1 and s3 in circle
1 are different from those in circle 2.

Fig. 3.22 illustrates how pore pressures affect the Mohr circles and rock
failures. It shows a case for a shale oil formation at depth of 3100 m, where
the vertical stress sV ¼ s1 ¼ 73 MPa, the minimum horizontal stress

(A)

(B)

Figure 3.22 Overpressured pore pressure (pp from the normal pressure of
pn ¼ 31 MPa increasing to 40 and 45 MPa) moving the Mohr circles to the left. (A) both
total stresses (s1 and s3) have no change with pore pressure variations; (B) the min-
imum stress (s3) increases as the pore pressure increases (assuming the stress path
Dsh/Dpp ¼ 0.6) but no change in vertical stress s1.
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s3 ¼ 50 MPa, and the hydrostatic pressure pn ¼ 31 MPa. Two scenarios on
how pore pressure variations impact the minimum stress are examined here.
If the total stresses (s1, s2, and s3) keep unchanged with pore pressure
variations, the increase in pore pressure (or overpressure) will reduce the
minimum and maximum effective stresses (s01, s03). This will move the
Mohr circle to the left side, making the Mohr circle touch or cross the shear
failure envelope and causing shear failures (Fig. 3.22A). However, in most
cases the increase of pore pressure may also cause the minimum horizontal
stress s3 to increase as field observed (e.g., Hillis, 2000; Engelder and
Fischer, 1994). Therefore, the other scenario is that the increase in the
minimum horizontal stress induced by the increase of pore pressure causes
the Mohr circle size reduction (Fig. 3.22B) with assumption of no change in
vertical stress sV. The rock in this case is much less likely to have shear
failures than the one shown in Fig. 3.22A. By contrast, the decrease in pore
pressure (e.g., the reservoir depletion) increases the Mohr circle size and
moves the circle to the right side (Dohmen et al., 2013, 2017), and the
increased Mohr circle sizes may, then, cross the shear failure envelope and
cause shear failures (see Fig. 3.22B).

3.4.2.2 Modified MohreCoulomb failure criterion
Triaxial tests have found that the MohreCoulomb failure envelope has a
nonlinear behavior (e.g., Fig. 3.23). It was recognized in 1970s that the
shear strength envelopes for intact rocks, when tested over a wide range of
confining stress, would have an obvious curvature, and eventually reach a
horizontal stage with no further increase in strength (Barton, 2013). This
was termed the “critical state,” and the simple relation s1 ¼ 3s3 suggested

Figure 3.23 Nonlinear failure envelope from triaxial compression tests for Daye
marble. (Plotted from the data presented by Ouyang, Z., Elsworth, D., 1991.)
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itself, as illustrated in Fig. 3.24. This critical state can be considered as the
separation between the brittle and ductile deformation of the rock as
illustrated in Fig. 3.24. In ductile and brittle deformation stages, the rock
behaviors are very different (Mogi, 1974). The rock loaded at a low
confining pressure (small s1 � s3) is brittle as shown in Fig. 3.25, meaning

Figure 3.24 Critical state line (defined by s1 ¼ 3s3) suggested by numerous high-
pressure triaxial strength tests in dry rocks. Note the closeness of the unconfined
strength (UCS) circle to the confining pressure scrti (Barton, 1976). ‘J’ represents jointed
rock. The magnitude of 4c is 26.6 degrees when s1 ¼ 3s3. For porous rocks, effective
stresses should be used to replace the total stresses.

Figure 3.25 Schematic triaxial stressestrain curves for rock loaded at different
confining pressures and the brittleeductile transition. (Plotted based on Mogi, K., 1974.)
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that after reaching the peak stress the strength decreases to a residual value
determined by frictional sliding (Schöpfer et al., 2013). The difference
between the peak and residual strengths is the stress drop (Fig. 3.25). At a
high confining pressure, however, no stress drop occurs, and the rock is in
elastic perfectly plastic deformation. The transition of the confining pressure
at which no loss in strength occurs is a possible definition of the brittlee
ductile transition (Schöpfer et al., 2013).

A study by Singh et al. (2011), involving reanalysis of thousands of
reported triaxial tests, has revealed the astonishing simplicity of the
following equality: UCS z scrti (i.e., critical s3) for the majority of rock
types. In other words, the two Mohr circles referred to in Fig. 3.24 are
touching at their circumference. The curvature of peak shear strength
envelopes is more correctly described, so that few triaxial tests are
required, only needed to be performed at low confining stress, to
delineate the whole strength envelope. This simplicity does not of course
apply to the case, where triaxial tests are required over a wide range of
confining stress, to correct the envelope, usually to adjust to greater local
curvature.

Singh et al. (2011) basically modified the MohreCoulomb criterion
by absorbing the critical state defined in Barton (1976) and then
quantifying the necessary deviation from the linear form, using a large
body of experimental test data. This modified MohreCoulomb
nonlinear failure criterion may be written in the effective stress form as
follows:

s0
1 � s0

3 ¼ UCS þ 2 sin 4

1� sin 4
s0
3 � As0

3
2 (3.47)

where A is an empirical constant for the rock type under consideration. Eq.
(3.47) is the linear MohreCoulomb failure criterion (Eq. 3.41) except the
last team �As03

2. For 0 � s03 � s0crti, Singh et al. (2011) found that param-
eter A has the following form:

A ¼ 1
s0
crti

sin 4

1� sin 4
(3.48)

where s0crti is the critical effective confining stress and s0crti z UCS.
In the tensile stress area (i.e., s3 < 0) in Fig. 3.24, the Griffith failure

criterion described by a parabolic Mohr envelope can be used (refer to
Section 3.4.9, Eq. (3.83) and Fig. 3.31 for details).
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3.4.3 Weak plane sliding failure criterion
Because most sedimentary and metamorphic rocks are anisotropic, the
effect of anisotropy on strength is of great importance. The simplest
situation is the planar anisotropy in which a rock mass has a set of parallel
planes of weakness, as shown in the experimental results (Fig. 3.15).
Using the MohreCoulomb failure criterion, Jaeger and Cook (1979)
gave the following equation to calculate the maximum and minimum
principal stresses associated with the weak plane sliding along preexisting
planes of weakness for a rock mass having a set of parallel planes of
weakness:

s1 � s3 ¼ 2ðcw þ mws3Þ
ð1� mw cot bÞsin 2 b

(3.49)

where, b is the angle between s1 and the normal to the planes of weakness,
and 4w < b < 90� (refer to Fig. 3.26); it should be noted that the angle of b
is different from a in Fig. 3.15, and a ¼ 90� � b; s1 and s3 are the
maximum and minimum principal stresses, respectively; cw is the cohesion
of the plane of weakness; 4w, mw are the angle and coefficient of internal

(A) (B)

Figure 3.26 (A). Transversely isotropic specimen with a set of parallel weak planes in a
triaxial compression test; (B). Schematic rock peak strength variation with the angle, b,
in the triaxial test at a constant confining stress (s3) inspired by experimental tests and
Eq. (3.49).
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friction in the plane of weakness, respectively; mw ¼ tan4w; and 4w is the
angle of internal friction in the plane of weakness.

In terms of effective stresses, Eq. (3.49) can be expressed in the
following form:

s0
1 � s0

3 ¼
2


cw þ mws

0
3

�
ð1� mw cot bÞsin 2 b

(3.50)

The value of s1 required to cause failure, as given by Eqs. (3.49) and
(3.50), trends to infinity as b /90� or b / 4w (i.e., failure in the rock). In
other words, when 0 < b < 4w and b ¼ 90�, the planes of weakness have
no impact on the rock strength. If 4w < b < 90�, shear failure will occur in
the weak planes at a finite value of s1 that varies with b, as shown in
Fig. 3.26B. The minimum strength occurs in the following condition (refer
to Fig. 3.26B):

bmin ¼ 45� þ 4w=2 (3.51)

Compared to the experimental results in the outcrop of the Mancos
shale, the model of the planes of weakness Eq. (3.49) gives a good
prediction (Fig. 3.27). For multiple sets of parallel planes of weakness, su-
perposition principle can be used in Eq. (3.50) to solve the complex
problem.

Figure 3.27 Measured uniaxial compressive strengths versus b and the strength
predicted by the planes of weakness model in the Mancos shale (Eq. 3.49). (After Fjær,
E., Nes, O.M., 2013. with permission of ARMA).
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Fig. 3.28 plots the MohreCoulomb failure envelope and the Mohr
circle representation of the rock containing a set of parallel planes of
weakness. The shear failure angle (bw) in the shear failure plane of the rock
can be obtained from the Mohr circle, i.e., bw ¼ 45�þ 4w/2. Compared to
Eq. (3.51), the minimum strength or the shear failure that the anisotropic
rock is most likely to occur is when the bedding angle, b, is equal to the
shear failure angle (bw), i.e., b ¼ bw ¼ bmin.

3.4.4 DruckerePrager failure criterion
The MohreCoulomb failure criterion does not consider the effect of the
intermediate principal stress. Laboratory data have shown that the inter-
mediate principal stress plays an important role in the failure of rocks. The
DruckerePrager failure criterion can describe rock failures in the domain of
three principle stresses (Drucker and Prager, 1952). The DruckerePrager
failure criterion can be expressed in the effective stress form, i.e.,ffiffiffiffi

J2
p ¼ a0I

0
1 þ k (3.52)

where a0 and k are material constants; I01 and J2 are the stress invariants,
which can be expressed as:

I 01 ¼ s0
1 þ s0

2 þ s0
3 (3.53)

J2 ¼ 1
6

�ðs1 � s2Þ2 þ ðs2 � s3Þ2 þ ðs3 � s1Þ2


(3.54)

(A) (B)

Figure 3.28 Shear failure plane (A) and the Mohr circle (B) in the rock with a set of
parallel planes of weakness.
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The DruckerePrager failure criterion is an extended form of the
MohreCoulomb failure criterion. In the principal stress space, a section in
the deviatoric plane shows that it is possible in various ways to relate the
two failure criteria (Fig. 3.29). For the plane-strain condition it is recom-
mended that the inside cone tangent to the pyramid is used (Kovari, 1977).
In this case, the conversions of the material parameters from the Mohre
Coulomb criterion to the DruckerePrager criterion are:

a0 ¼ tan 4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9þ 12 tan2 4

p (3.55)

k ¼ 3cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9þ 12 tan2f

p (3.56)

When the external envelope is used, the conversion equations in the
material parameters from the MohreCoulomb criterion to the Druckere
Prager criterion are as follows:

a0 ¼ 2 sin 4ffiffiffi
3

p ð3� sin 4Þ (3.57)

k ¼ 6c cos fffiffiffi
3

p ð3� sin fÞ (3.58)

Figure 3.29 The MohreCoulomb failure surface and different possibilities to corre-
spond to the DruckerePrager failure conditions.
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If the internal cone envelope coincident at q ¼ p/6 is used, the con-
version equations of the material parameters from the MohreCoulomb
criterion to the DruckerePrager criterion become:

a0 ¼ 2 sin 4ffiffiffi
3

p ð3þ sin 4Þ (3.59)

k ¼ 6c cos fffiffiffi
3

p ð3þ sin fÞ (3.60)

3.4.5 Modified Lade failure criterion
The modified Lade criterion was presented by Ewy (1998) based on the
Lade strength criterion (Lade, 1984) for studying wellbore stability. In this
criterion, all three effective principal stresses (s01, s02, s03) were considered.
The modified Lade can be expressed as the following form:


I 001
�3

I 003
¼ 27þ h (3.61)

where

I 001 ¼ 

s0
1 þ S

�þ 

s0
2 þ S

�þ 

s0
3 þ S

�
I 003 ¼ 


s0
1 þ S

�þ 

s0
2 þ S

�þ 

s0
3 þ S

�
S ¼ c

tan 4

h ¼ 4 tan2 4ð9� 7 sin 4Þ
1� sin 4

Compared to the MohreCoulomb criterion, the modified Lade crite-
rion considers the effect of intermediate principal stress (s2) on rock failures.
The wellbore stability predicted by the modified Lade criterion has less
failure (therefore, needs to design a smaller mud weight) than that by the
MohreCoulomb criterion because the latter ignores the effect of inter-
mediate principal stress. Therefore, critical mud weight values predicted by
the modified Lade criterion are less conservative than those predicted by the
MohreCoulomb criterion. However, the modified Lade predicts a larger
wellbore failure than that predicted by the DruckerePrager criterion
because the DruckerePrager criterion predicts a greater strengthening ef-
fect from intermediate principal stress.

Rock strengths and rock failure criteria 121



3.4.6 HoekeBrown failure criterion
By studying experimental results of a wide variety of rocks, Hoek and
Brown (1980) presented the following empirical failure criterion for jointed
rock masses:

s0
1 ¼ s0

3 þ UCS


ms0

3

�
UCS þ s

�a
(3.62)

where s01 and s03 are the maximum and minimum effective principal
stresses, respectively; m and s are the constants depending on the properties
of the rock and on the extent to which it has been broken before being
subject to the stresses; a is a constant depended on the rock mass character-
istics; m ranges from 0.001 (extremely weak rock) to 25 (extremely strong
rock) and s ¼ 1 for intact rock; s < 1 for previously broken rock.

For intact rocks that make up the rock mass, Eq. (3.62) simplifies to:

s0
1 ¼ s0

3 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mUCSs0

3 þ sUCS2
p

(3.63)

For clastic sediments, Hoek and Brown (1997) suggested using the
following values for m:

m ¼ 22 for conglomerate; m ¼ 19 for sandstone; m ¼ 9 for siltstone; and
m ¼ 4 for claystone.

3.4.7 True triaxial failure criterion
Polyaxial compression (true triaxial) tests demonstrate that rock strength is a
function of the major principal stress (s1) and the minor principal stress (s3)
as well as the intermediate stress (s2). Therefore, rock failure characteristic
depends on the effects of all three principal stresses. For ductile materials,
the von Mises criterion is defined as the following form to consider all three
principal stresses:

soct ¼ 1
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs1 � s2Þ2 þ ðs1 � s3Þ2 þ ðs3 � s1Þ2

q
¼ d (3.64)

where soct is the octahedral shear stress; d is a material-dependent constant,
d ¼

ffiffi
2

p
3 sy; sy is the yield strength of the material (UCS for the rock). Eq.

(3.64) states that the yield point is reached when the distortional energy,
represented by the octahedral shear stress increases to a constant d. Nadai
(1950) recommended that the von Mises yield criterion for ductile metals
can be adapted to rocks by replacing the constant d with a monotonically
rising function fN of the octahedral normal stress soct or the mean stress sm:

soct ¼ fNðsoctÞ (3.65)
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where soct ¼ sm ¼ s1þs2þs3
3 . It can be seen that the DruckerePrager crite-

rion, Eq. (3.52), is a specific form of Eq. (3.65)
Mogi (1971) plotted his experimental data for the Dunham dolomite

and the Mizuho trachyte and found that soct and sm,2 have a single
monotonically rising curve for each rock, i.e.,

soct ¼ g1ðsm;2Þ (3.66)

where sm;2 ¼ s1þs3
2

Eq. (3.66) was used to fit the KTB amphibolite and the Westerly granite
as a monotonically increasing power function (Haimson and Chang, 2000;
Haimson, 2006) as the following form:

soct ¼ AsB
m;2 (3.67)

where A and B are the fitting parameters. If the stress unit is in MPa, then
for the KTB amphibolite the parameters are A ¼ 1.77 and B ¼ 0.86; for
the Westerly granite A ¼ 1.51 and B ¼ 0.89 (Haimson, 2006).

Alternately, the linear Mogi model can be used for true triaxial data of
rocks, which also provides a good fit and is easier to use:

soct ¼ aþ bsm;2 (3.68)

where a and b are the fitting parameters. Table 3.2 shows the values of a and
b obtained from several true triaxial tests in different rocks.

Some new failure criteria for true triaxial strength criteria have been
proposed (e.g., You, 2009; Ma et al., 2017). However, for the conventional
triaxial tests (s2 ¼ s3), the octahedral shear stress can be simplified into the
following form:

soct ¼ 1
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs1 � s2Þ2 þ ðs1 � s3Þ2 þ ðs3 � s1Þ2

q

¼
ffiffiffi
2

p

3
ðs1 � s3Þ

(3.69)

Table 3.2 The values of a and b obtained from true triaxial tests.

Rock type a (MPa) b Reference

KTB amphibolite 40.1 0.636 Haimson (2006)
Westerly granite 30.19 0.712 Haimson (2006)
Mancos shale 10.779 0.5857 Vachaparampil and Ghassemi (2013)
Barnett shale 36.542 0.4807 Vachaparampil and Ghassemi (2013)
Eagle ford shale 30.412 0.5634 Vachaparampil and Ghassemi (2013)
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The linear Mogi criterion, Eq. (3.68), then reduces to (Al-Ajmi and
Zimmerman, 2005): ffiffiffi

2
p

3
ðs1 � s3Þ ¼ aþ b

2
ðs1 þ s3Þ (3.70)

Comparison with the linear MohreCoulomb failure criterion shows
that for triaxial compression case, the linear Mogi criterion, Eq. (3.70),
coincides with the MohreCoulomb criterion, if the following relations are
satisfied:

a ¼ 2
ffiffiffi
2

p

3
c cos 4

b ¼ 2
ffiffiffi
2

p

3
sin 4

(3.71)

Under this condition the linear Mogi criterion given by Eq. (3.68) is
exactly equivalent to the MohreCoulomb criterion.

The equations presented in this section are expressed in total stresses.
They need to be expressed in effective forms for porous rocks by consid-
ering pore pressure effect, i.e., replacing s by s0.

3.4.8 Cam-Clay failure criterion
The Cam-Clay model was developed to describe soil yield by researchers at
the University of Cambridge (hence its name) (Roscoe et al., 1958, 1963).
Roscoe and Burland (1968) proposed the modified Cam-Clay model. It is a
very influential soil yield model and recently has been used to model the
compaction of sediments and rock failures. The primary assumptions of
the Cam-Clay and modified Cam-Clay models are characterized by the
following three parameters:
(1) Effective mean stress, p0, can be calculated in terms of principal stresses

s01, s02, and s03 as:

p0 ¼ 1
3



s0
1 þ s0

2 þ s0
3

�
(3.72)

(2) Deviatoric (shear stress) q:

q ¼ 1ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs0

1 � s0
2Þ2 þ ðs0

2 � s0
3Þ2 þ ðs0

1 � s0
3Þ2

q
(3.73)
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(3) Specific volume, v, is defined as:

v ¼ 1þ e (3.74)

where e is the void ratio and can be related to porosity by e ¼ f/(1 � f).
The yield functions of the Cam-Clay and modified Cam-Clay models

are determined from the following equations:
Cam-Clay:

qþMp0 ln

�
p0

p00

�
¼ 0 (3.75)

Modified Cam-Clay:

q2

p02
þM 2

�
1� p00

p0

�
¼ 0 (3.76)

In p0eq space, the Cam-Clay yield surface is a logarithmic curve while
the modified Cam-Clay yield surface plots as an elliptical curve (Fig. 3.30).
The parameter p00 (known as the yield stress or preconsolidation pressure)
controls the size of the yield surface. The parameter M is the slope of the
Critical State Line (CSL) in p0eq space, i.e., M ¼ q/p0. A key characteristic
of the CSL is that it intersects the yield curve at the point at which the
maximum value of q is attained.

p’ 

q 

p’0

M

1
Critical state line

Modified Cam-Clay yield curve

Cam-Clay yield curve

Failure  

Figure 3.30 The Cam-Clay and modified Cam-Clay yield surfaces (in p’eq space).
Failure occurs in the left side of the critical state line.
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In p0eq plane the CSL, similar to the shear failure envelope in the
MohreCoulomb failure criterion, is a straight line passing through
the origin with the slope equal to M, one of the characteristic of the ma-
terial (see Fig. 3.30). The size of the yield surface is determined by p00 and
M. The Cam-Clay model has been widely used to simulate pore-collapse
related reservoir compaction and surface subsidence analysis.

3.4.9 Tensile and Griffith failure criteria
It is commonly assumed that the tensile failure in rock will occur when
the effective stress becomes tensile and equals or exceeds rock tensile
strength, i.e.,

s0
3 ¼ �T0 (3.77)

where T0 is the uniaxial tensile strength; s03 is the minimum effective prin-
cipal tensile stresses (s03 is negative when it is tensile).

Griffith (1921) proposed that fractures are caused by stress concentration
at the tips of minute Griffith elliptical cracks supposed to pervade the
material. A fracture is initiated when the maximum stress near the tip of
most favorably oriented crack reaches a critical value of the material. The
Griffith failure takes place if the following equations are satisfied for a dry
material:

If s1 þ 3s3 � 0,

ðs1 � s3Þ2 ¼ 8T0ðs1 þ s3Þ (3.78)

If s1 þ 3s3 < 0,

s3 ¼ �T0 (3.79)

When s3 ¼ 0, it is uniaxial compression, so that the UCS predicted by
Eq. (3.78) (s1 ¼ UCS) is:

UCS ¼ 8T0 (3.80)

From Eq. (3.80), the Griffith theory predicts that a ratio of uniaxial
compressive to tensile strengths is 8. It should be noted that for some rocks,
Eq. (3.80) underestimates the UCS. An extension of the Griffith criterion
examines the stresses induced around open penny-shaped cracks in a semi-
infinite body subjected to triaxial compressive stresses s1, s2, and s3. It is
shown that the intermediate principal stress s2 has no significant influence
on the tensile failure initiation. Hence, this extended Griffith criterion is
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essentially equivalent to loading a penny-shaped crack in a biaxial stress field
(Hoek and Martin, 2014; Murrell, 1963). The equation governing tensile
failure initiation is:

s1 ¼ 12T0ð1þ 2s3=s1Þ
ð1� s3=s1Þ2

(3.81)

This penny-shaped crack version of the Griffith criterion predicts that
the UCS is 12 times of the tensile strength:

UCS ¼ 12T0 (3.82)

The Griffith criterion can be presented by a parabolic Mohr envelope
(Whittaker et al., 1992) as given by the following equation:

s2 ¼ 4T0ðT0 þ sÞ (3.83)

where s is the shear stress acting along the crack plane surface; s is the
normal stress acting perpendicular to the crack surface.

The Griffith criterion in Eq. (3.83) can be plotted in s�s space, similar
to the nonlinear MohreCoulomb envelope, as shown in Fig. 3.31. This
figure shows that the Griffith envelope intersects the s axis at 2T0; however,
the intercept in the MohreCoulomb envelope (Fig. 3.21) is the cohesion c.
If the Griffith and MohreCoulomb envelopes have the same intercept,
then the cohesion and tensile strength have the following relation:

c ¼ 2T0 (3.84)

Figure 3.31 Griffith failure criterion Eq. (3.84) plotted in terms of the MohreCoulomb
envelope with tensile strength T0 ¼ 10 MPa.
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Abstract

Stress concentration occurs owing to the presence of cracks and sharp corners,
causing rock failures; even the intact rock has a very high strength. Inglis and Griffith
theories are introduced to study the stress and displacement relationships when
fractures exist in the rock. Stress distributions around the fracture tips in three fracture
modes are introduced. The stresses and fracture intensity factors in an inclined fracture
under anisotropic far-field stresses are also discussed, which may be applicable for
inclined wellbore and hydraulic fracturing problems. Sneddon’s solutions of fracture
widths in both 2-D and 3-D conditions are discussed, which can be applied to hy-
draulic fracturing modeling and wellbore strengthening design. Fracture propagation
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in rock is characterized by the generation of microcracks around the crack tip, i.e., an
inelastic zone or the fracture process zone is formed. This zone is examined using
fracture mechanics theory. The mechanical properties and stress-deformation be-
haviors in fractured rock mass are also discussed.

Keywords: Fracture mechanics; Fracture process zone (FPZ); Fracture toughness;

Fracture width; Stress at fracture tip; Stress intensity factor.

4.1 Stress concentration at the crack tip

Inglis (1913) calculated stresses and strains in an elastic plate due to the
presence of cracks and sharp corners. Fig. 4.1 shows an elliptic hole or crack
in a thin plate subjected to a tensile stress (sL), and the major and minor
axes of the crack are 2a and 2b, respectively. He found that the maximum
stress at the crack tip, smax, could be given by:

smax ¼
�
1þ 2a

b

�
sL (4.1)

The ratio of the maximum stress to the applied stress is referred to as the
elastic stress concentration factor (Fs):

Fs ¼
�
1þ 2a

b

�
(4.2)

2a

2b A
B

x

σL

σL

O

σmax

σy

y

Figure 4.1 An elliptic hole in a thin plate subjected to uniform tension, causing stress
concentration.
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From Eq. (4.2), it is evident that the stress concentration factor can be
considerably larger than unity for narrow holes. For a circular borehole
(a ¼ b), the stress concentration factor is 3. However, for a very narrow hole
(e.g., a flat crack), the stress concentration factor is 21 if a ¼ 10b. This means
that the induced maximum stress will reach 21 times of the applied stress.
These effects become more obvious as the ratio a/b increases, e.g., when
a/b ¼ 1000, the maximum tension at the point A is 2001 times the applied
tensile stress. The ellipse in this case would appear as a fine straight crack,
and a very small pull applied to the plate across the crack would set up a
tension at the tips sufficient to start a tear in the material. The rapidity with
which the induced stress decreases with the distance from this edge of the
hole is also very noticeable (Inglis, 1913).

The maximum stress at the crack tip can also be expressed in the
following form:

smax ¼
�
1þ 2

ffiffiffiffi
a
rt

r �
sL (4.3)

where rt is the radius of curvature at the crack tip, and a is the half length of
an internal crack, or the length of a surface crack (Suni, 2012), as shown in
Fig. 4.2.

4.2 Linear-elastic fracture mechanics

4.2.1 Griffith crack theory
Inglis’s theory shows that the stress increase at the tip of a crack is
dependent only on the geometrical shape of the crack and not its absolute

2a

a

ρt

St
re

ss
 

σL

σmax

2a

Figure 4.2 A surface crack and an internal crack in a thin plate subjected to uniform
tension (left) and the stress concentration induced by the internal crack (right).
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size. Griffith (1921) found that this seemed contrary to the well-known fact
that larger cracks are propagated more easily than smaller ones. This
anomaly led Griffith to a theoretical analysis of fractures based on the point
of view of minimum potential energy (Fischer-Cripps, 2007). Griffith
proposed that the reduction in strain energy due to the formation of a crack
must be equal to or greater than the increase in surface energy required by
the new crack faces. According to Griffith, there are two conditions
necessary for crack growth:
(1) The bonds at the crack tip must be stressed to the point of failure. The

stress at the crack tip is a function of the stress concentration factor,
which is dependent on the ratio of its radius of curvature to its length.

(2) For an increment of crack extension, the amount of strain energy
released must be greater than or equal to that required for the surface
energy of the two new crack faces.
Based on the fact that tensile strength of an actual material is much

lower than that theoretically predicted, Griffith (1921) postulated that
typical brittle materials inevitably contain numerous submicroscopic flaws,
microcracks, or other discontinuities of heterogeneity, which are distributed
with random orientation throughout the volume of the material (Whittaker
et al., 1992). These cracks serve as stress concentrators, and fracture initi-
ation is caused by the stress concentrations at the tips of these minute
internal cracks. These cracks have since been referred to as the Griffith flaws
or the Griffith cracks.

The fundamental concept of the Griffith theory is that the bounding
surfaces of a solid possess a surface tension, just as those of a liquid do, and
when a crack spreads the decrease in the strain energy is balanced by an
increase in the potential energy due to this surface tension (Sneddon, 1946).
The calculation of the effect of the presence of a crack on the energy of
an elastic body is based on Inglis’s solution (Inglis, 1913) of the two-
dimensional equations of elastic equilibrium in the space bounded by
two concentric ellipses, the crack being then taken to be an ellipse of zero
eccentricity. Denoting the surface tension of the material of the solid body
by T, the length of the crack by 2a, and Young’s modulus of the material of
the body by E, Griffith showed that, in the case of plane stress, the crack
will spread when the tensile stress P, applied normally to the direction of
the crack, exceeds the critical value Pc:

Pc ¼
ffiffiffiffiffiffiffiffiffi
2ET
pa

r
(4.4)
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A formula differing from (Eq. 4.4) by a factor 0.8 has been derived by
Orowan (1934) from rather similar assumptions. In the case of plane strain,
it has the following form:

Pc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ET
pað1� n2Þ

s
(4.5)

where n is Poisson’s ratio.
Sack (1946) extended Griffith’s theory to three dimensions and calcu-

lated the conditions of failure for a solid containing a plane crack bounded
by a circle: a “penny-shaped” crack, when one of the principal stresses is
acting normally to the plane of the crack. By treating the crack as an oblate
spheroid whose elliptic section has zero eccentricity, Sack proposed that
failure will occur when the tensile stress P normal to the crack exceeds the
critical value Pc:

Pc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pET
2að1� n2Þ

s
(4.6)

The three-dimensional model introduced by Sack thus gives a critical
tensile stress differing from the Griffith value (Eq. 4.4) by a factor
p/[2(1�n2)1/2].

4.2.2 Stress intensity factor and fracture toughness
The stress intensity factor, K, is used in fracture mechanics to describe the
stress state at a crack tip. It is related to the rate of crack growth and used to
establish failure criteria due to fracture. The stress intensity factor was
developed by George R. Irwin (Irwin, 1957), the father of fracture me-
chanics. It is one of the most fundamental and useful parameters in fracture
mechanics. For an elliptical crack, the stress intensity factor in Mode I
fracture (KI) is defined as:

KI ¼ s
ffiffiffiffiffi
pa

p
(4.7)

where s is the far-field stress; a is the half length of the crack.
A critical value of K can be obtained by experiments. Crack initiation

will take place if the stress intensity factor K reaches its critical value or
fracture toughness, KC. Fracture toughness is a property that describes the
ability of a material to resist fracture. The linear-elastic fracture toughness of
a material is determined from the stress intensity factor at which a thin crack

Basic rock fracture mechanics 137



in the material begins to grow. If the stress intensity factor of a fracture is
equal or greater than its critical stress intensity factor or toughness, then the
fracture starts to grow or be unstable, as shown in the following equation
for Mode I fractures.

KI¼s
ffiffiffiffiffi
pa

p � KIC (4.8)

where KIC is the fracture toughness of Mode I fracture.

4.2.3 Three basic fracture modes
Different loading configurations at the crack tips lead to different modes of
crack tip surface displacements. Three single loading configurations form
three basic fracture modes, i.e., mode I, mode II, and mode III, as illustrated
in the following (Fig. 4.3):
(1) Mode I: opening mode. The crack tip is subjected to a normal stress s,

and the crack faces separate symmetrically with respect to the crack
front so that the displacements of the crack surfaces are perpendicular
to the crack plane (Whittaker et al., 1992).

(2) Mode II: in-plane shearing mode. The crack tip is subjected to an in-
plane shear stress si, and the crack faces slide relative to each other so
that the displacements of the crack surfaces are in the crack plane but
perpendicular to the crack front.

(3) Mode III: tearing mode or out-of-plane shearing mode. The crack tip
is subjected to an out-of-plane shear stress s0, and the crack faces move
relative to each other so that the displacements of the crack surfaces are
in the crack plane but parallel to the crack front.
A combination of any two of the three fracture modes constitutes a

mixed mode, such as I-II, I-III, II-III, and I-II-III.

Figure 4.3 Mode I, opening mode (left); Mode II, in-plane shearing mode (middle);
Mode III, out-of-plane shearing mode (right).
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4.2.4 Fracture tip stresses and displacements
4.2.4.1 Model I fracture
The stress and displacement equations at the fracture tip can be derived
from the well-known Westergaard function. For the mode I fracture under
biaxial tension, the stresses in the vicinity of the crack tip (point A in
Fig. 4.4) can be expressed in the following (Whittaker et al., 1992):

2
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3
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(4.9)

For plane strain: sz ¼ nðsx þ syÞ (4.10)

For plane stress: sz ¼ sxz ¼ syz ¼ 0 (4.11)

where s is the far-field stress; sx, sy, sz, and sxy are the normal and shear
stresses in the vicinity of the fracture tip; r is the distance from the fracture
tip; q is an angle as shown in Fig. 4.4; and KI ¼ s

ffiffiffiffiffi
pa

p
.

In this chapter, tensile stress is positive and compressive stress is negative
to be consistent with the fracture mechanics sign convention.
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Figure 4.4 An infinite plate containing a fracture under biaxial tension.
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Using Hooke’s law, the displacement components at the fracture tip can
be obtained from Eq. (4.9):

�
u

v

�
¼ KI

4G
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r
2p

r 2
664
ð2k� 1Þcos q

2
� cos

3q
2

ð2kþ 1Þsin q
2
� sin

3q
2

3
775 (4.12)

where u and v are the displacements along x- and y-axes, respectively; G is
the shear modulus.

For plane strain: k ¼ 3 � 4n and w ¼ 0.
For plane stress: k ¼ (3 � n)/(1 þ n) and w ¼ �n

E

R ðsx þ syÞdz
where w is the displacement along z-axis.

The principal stresses (s1, s2, s3) at the fracture tip can be obtained from
Eqs. (4.9)e(4.11):
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For plane strain: s3 ¼ nðs1 þ s2Þ ¼ 2n
KIffiffiffiffiffiffiffi
2pr

p cos
q

2
(4.14)

For plane stress: s3 ¼ 0 (4.15)

4.2.4.2 Model II fracture
For the mode II fracture under in-plane shear stresses in the far field, the
stresses in the vicinity of the crack tip (point A in Fig. 4.5) can be expressed
as follows (Whittaker et al., 1992):
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(4.16)

For plane strain: sz ¼ n(sxþ sy)
For plane stress: sz ¼ sxz ¼ syz ¼ 0.

where KII is the mode II fracture tip stress intensity factor, and
KII ¼ si

ffiffiffiffiffi
pa

p
; si is the in-plane shear stresses in the far field.
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The displacement components at the fracture tip of the Mode II fracture
can be obtained as follows:
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For plane strain: w ¼ 0.
For plane stress: w ¼ �n

E

R ðsx þ syÞdz.

4.2.4.3 Model III fracture
For the mode III fracture under an antiplane shear stress s0 in the far field,
the stresses in the vicinity of the crack tip can be expressed as follows
(Whittaker et al., 1992):
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where KIII is the mode III fracture tip stress intensity factor, and
KIII ¼ s0

ffiffiffiffiffi
pa

p
.

And only the displacement w exists, i.e.,

w ¼ 2KIII

G
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r
2p

r
sin

q

2
(4.19)
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Figure 4.5 An infinite plate containing a fracture under in-plane shear stresses.
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4.2.5 Stresses and displacements in an inclined fracture
For a mixed mode (a fracture is exposed to two or more different loading
systems), the resulting total stresses and displacements at the fracture tip can
be superimposed to obtain because the principle of superposition is appli-
cable in linear-elastic fracture mechanics. Using this feature the complex
fracture problems with complicated loadings can be solved. For a plane
cracked body having a line crack, arbitrary in size and shape (e.g., an in-
clined crack), and loaded arbitrarily along its outer boundaries (see Fig. 4.6),
the elastic stress components in the immediate vicinity of the crack front
can be obtained by superposing those resulting from Model I and Model II
loadings (Eqs. 4.9 and 4.16), i.e.,
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Figure 4.6 An inclined center-crack subjected to biaxial stresses. (A) far-field tensile
stresses; (B) far-field compressive stresses and internal pressure.
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Similarly, the crack tip displacement components can be obtained as
follows (Eftis and Subramonian, 1978):
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where r is the radius started from the crack tip; k is expressed in terms of
Poisson’s ratio n by k ¼ (3 � 4n) for plane strain and k ¼ (3 � n)/(1 þ n)
for idealized plane stress. The expression for stress hold provided 0 < (r/
a) << 1, while for displacement 0 � (r/a) << 1.

By detailed study of the infinite sheet with a flat crack subject to biaxial
loads, it was shown that use of Eqs. (4.20) and (4.21) leads to predictions
that are, in general, qualitatively as well as quantitatively incorrect (Eftis and
Subramonian, 1978). They extended their previous work to treat the
biaxially loaded infinite sheet with an inclined crack. The stress and
displacement components in the immediate vicinity of the crack front are as
follows (Eftis and Subramonian, 1978):
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where s is the far-field stress in y-direction (see Fig. 4.6A); J is the ratio of
the far-field stress in x-direction to the far-field stress in y-direction.

The crack intensity factors KI and KII can be obtained from the
following equations:

KI ¼ sn

ffiffiffiffiffi
pa

p
(4.24)

KII ¼ sn
ffiffiffiffiffi
pa

p
(4.25)

where sn is the normal stress perpendicular to the fracture surface; and sn is
the shear stress parallel to the fracture surface. For the loading conditions
shown in Fig. 4.6A, the intensity factors are specified by the following
equations (Eftis and Subramonian, 1978):

KI ¼ s
ffiffiffiffiffi
pa

p
2

½ð1þ JÞ � ð1� JÞcos 2 a� (4.26)

KII ¼ s
ffiffiffiffiffi
pa

p
2

ð1� JÞsin 2 a (4.27)

The equations proposed by Eftis and Subramonian (1978) indicate that
presence of the horizontal load for the inclined crack shows up both in the
terms involving KI and KII, as well as in Eqs. (4.22) and (4.23). Both are
necessary to give full account of load biaxiality.

Consider a pressurized crack subjected to an internal pressure, p0, and
the far-field compressive stresses sh and sH (see Fig. 4.6B), the stress
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intensity factors can be obtained as follows (Rice, 1968; Abou-Sayed et al.,
1978):

KI ¼
ffiffiffiffiffi
pa

p ðp0 � sH cos2 a� sh sin
2 aÞ (4.28)

KII ¼
ffiffiffiffiffi
pa

p �
1
2
ðsH � shÞsin 2 a

�
(4.29)

4.2.6 Plastic zone and fracture process zone at the
fracture tip

4.2.6.1 Plastic process zone at the fracture tip
Fracture tip plastic zone or yield zone can be obtained by applying the
failure criteria to the stresses at the fracture tip. For metallic materials, the
Von Mises failure criterion can be used and is given by the following
expression:

ðs1 � s2Þ2 þ ðs2 � s3Þ2 þ ðs1 � s3Þ2 ¼ 2s2
0 (4.30)

where s1, s2, and s3 are the principal stresses at the fracture tip region; s0 is
the yield strength.

Substituting the principal stresses at the fracture tip (Eqs. 4.13e4.15)
into Eq. (4.30), the plastic zone at the fracture tip for Mode I fracture can be
solved as follows:
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For plane strain: rðqÞ ¼ 1
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It can be seen that as the fracture intensity factor increases, the size of the
plastic zone that develop around the tip will be greater. The plastic zone
length (rp), the distance to the boundary ahead of the crack tip, can be
solved from Eqs. (4.31) and (4.32) when q ¼ 0 as follows:

For plane stress: rp ¼ 1
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For plane strain: rp ¼ 1
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4.2.6.2 Fracture process zone at the fracture tip in rock
A fracture in rock propagates generally in a brittle manner than in plastic
yielding; therefore, the plastic zone at the crack front of the rock is very
different from metallic materials. Fracture propagation in rock is charac-
terized by the generation of microcracks around the crack tip and inter-
locking in a portion of the crack where displacement has not reached a
critical value. This zone of inelastic behavior is called the fracture process
zone (FPZ), analogous to the plastic zone in metals (Labuz et al., 1985).
However, there are no sound theoretical models available to fully describe
the shape and size of the crack tip FPZ, and it is often described by the
approximate models developed to describe the plastic zone in metals
(Whittaker et al., 1992).

Schmidt (1980) suggested a maximum normal stress criterion to describe
the shape of the crack tip FPZ in rock. The criterion is that when the local
maximum principal stress in the vicinity of the crack tip reaches the uniaxial
tensile strength of the rock (T0), the FPZ is generated, i.e.,

s1 ¼ T0 (4.35)

Here the tensile stress is positive and compressive stress is negative to be
consistent with the fracture mechanics notation.

Substituting Eq. (4.13) into the above equation yields the shape of the
FPZ in Mode I fracture as follows:
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The length of the FPZ can be obtained from the above equation by
substituting q ¼ 0:

rp ¼ 1
2p
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(4.37)

This is the same form as that of metallic materials for plane stress from
the Von Mises criterion (Eq. 4.33) if the yield strength (s0) is equal to the
uniaxial tensile strength (T0). The shape and size of the FPZ is independent
of whether the crack is under plane stress or plane strain condition because
the out-of-plane stress does not enter onto the expression for r(q) as given
by Eq. (4.36). Because the maximum normal stress criterion does not
consider the stress redistribution outside the FPZ, the actual size of the FPZ
should be much larger than the one predicted from Eq. (4.36).
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The cohesive crack model can be used to describe the nonlinear
deformation ahead of a crack tip in rock. It is actually a modification to
Dugdale’s crack model originally developed for metals (Dugdale, 1960). In
this model a notional crack with an effective crack length is assumed. This
effective crack length consists of a traction-free portion (true crack length)
and a length of the FPZ over which a cohesive stress, tending to close the
crack, is distributed (refer to Fig. 4.7). Such a hypothesized crack is also
referred to as a fictitious crack (Whittaker et al., 1992). The cohesive
crack model has the following assumptions (Labuz et al., 1985; Whittaker
et al., 1992):
(a) The rock in the FPZ is partially damaged but still able to carry closing

stress s (x), which is transferred from one surface to the other of the
crack. The rock outside the FPZ is assumed to be linear elastic.

(b) The FPZ starts to develop when the maximum principal stress reaches
the tensile strength T0 and the corresponding true crack tip opening
displacement dt is zero. With increasing dt, the stress is decreased until
zero and the corresponding dt reaches a critical value dc.

(c) The closing cohesive stress is a function of true crack tip opening
displacement dt.

(d) Overall stress intensity factor at the notional crack tip no longer exists,
i.e., stress singularity at the notional crack tip disappears.
In Dugdale’s crack model a constant closing stress distribution was used.

For rocks, the closing stress, s (x), should probably be a function of the
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Figure 4.7 Representation of the fracture process zone of rock in the cohesive
crack model.
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crack opening. As a first estimate of varying s (x), Labuz et al. (1985)
proposed a linear distributed s (x) over the length of the FPZ (lp),

sðxÞ ¼ x� a
lp

T0 (4.38)

where x is the distance from the center of the true crack tip along the x-axis.
Consider a crack of length 2a in an infinite plate (plane stress) acted on

by a uniform tensile stress, s, as shown in Fig. 4.8. A nonlinear zone of
length lp is formed (assuming a > lp). Using a similar formulation of
Barenblatt (1962), Labuz et al. (1985) derived a solution of the length lp
of the FPZ zone as follows:

lp ¼ 9p
32

�
KIC

T0

�2
(4.39)

Therefore, with the assumption of a linear distribution of closing stress
and smooth crack closure (the singularity is zero), the nonlinear region is
over twice as long as with the constant distribution as derived by Dugdale
(1960), suggesting that the FPZ zone in rock is bigger than that in metal.

4.2.7 Fracture toughness of rock and its correlation to
tensile strength

The fracture toughness of rock is an important parameter for modeling
fracture failure and can be measured from laboratory tests. Gunsallus and
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Figure 4.8 Schematic presentation of the DugdaleeBarenblatt model with a linear
closing stress (s (x)).
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Kulhawy (1984) and Bhagat (1985) experimentally found that Mode I
fracture toughnesses of several types of rocks and soils are directly pro-
portional to their tensile strengths. Experimental data show that a very soft
sedimentary rock (including coal), having a low tensile strength, has either a
very low fracture toughness or a very low resistance to fracture initiation. In
contrast, a hard rock, having a high tensile strength, has accordingly a high
fracture toughness or has a very high resistance to fracture initiation.
Whittaker et al. (1992) obtained some approximate relations between
fracture toughness and tensile strength, compressive strength, point load
strength, hardness, and velocity of acoustic wave of rock on the basis of
experimental data from many references. According to Whittaker et al.
(1992), the relations between Mode I and Mode II fracture toughnesses and
tensile strengths of various types of rocks including coal can be expressed as
follows:

KIC ¼ 0:27þ 0:107T0 (4.40)

KIIC ¼ 0:05þ 0:086T0 (4.41)

where T0 is the tensile strength (MPa); and KIC and KIIC are Mode I and
Mode II fracture toughnesses (MPa$m1/2), respectively.

Using public data and their own experimental results, Zhang (2002)
obtained a relation between Mode I fracture toughness and tensile strength
for several rock types:

T0 ¼ 6:88KIC (4.42)

where T0 is in MPa and KIC is in MPa$m1/2. This equation should be valid
for general rocks from soft to hard under the condition of quasi-static or
low-speed impact loading.

Chandler et al. (2016) conducted fracture toughness measurements on
the Mancos shale samples; combined with public data, they obtained a
similar correlation as Eq. (4.42), i.e., T0 ¼ 6.76KIC

Through analyzing laboratory test data, Whittaker et al. (1992) obtained
the following relations between fracture toughness and uniaxial compres-
sive strength (UCS):

KIC ¼ 0:708þ 0:006UCS (4.43)

KIIC ¼ 0:114þ 0:005UCS (4.44)
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4.3 Sneddon solutions of fracture widths

4.3.1 2-D plane strain solution of the Griffith fracture
Numerous analytical or semi-analytical solutions for estimating fracture
width have been proposed. The line crack solution proposed by Sneddon
(1946) and Sneddon and Elliott (1946) can be used to determine the width
of a 2-D plane strain crack (fracture) in an isotropic stress environment
without the presence of a borehole. Sneddon and Elliott (1946) considered
the distribution of stresses in the interior of an infinite two-dimensional
elastic medium when a very thin internal crack is opened under the ac-
tion of a pressure, which may be considered to vary in magnitude along the
length of the crack. Sneddon (1946) derived stress distributions in
the interior of an infinite two-dimensional elastic medium produced by the
opening of an internal crack (the length was 2c in his paper, and here 2L is
used as shown in Fig. 4.9) under the action of a pressure in the crack in the
plane strain condition. For the case of a uniform pressure (p0), Sneddon and
Elliott (1946) proposed the following solution for the fracture width (two-
side displacements in y-direction):

wðxÞ ¼ 4ð1� n2Þ
E

po
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � x2

p
(4.45)

where w(x) is the fracture width; E is Young’s modulus of the rock; n is
Poisson’s ratio; p0 is the internal pressure in the fracture; L is the fracture
half length; x is the distance from the fracture center, as shown in Fig. 4.9.

The maximum fracture width appears at the center of the fracture,
which can be obtained from Eq. (4.45) when x ¼ 0.

Sneddon (1946) recognized that an adjustment might be required to the
analytical solution for the effects of shorter height fractures when he stated
that “the most striking feature of the analysis in the three-dimensional case
is that the expressions for the components of stress in the neighborhood of

L

xp

y

p(x)

Figure 4.9 2-D plane strain fracture model.
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the crack differ from those of the two-dimensional case by a numerical
factor only.”

4.3.2 General solution for fracture width of the
Griffith fracture

The possibility of solving crack (fracture) problems by reducing them to a
mixed boundary values for a half-plane or a half-space was first pointed out
by Sneddon (1946) and Sneddon and Elliott (1946). Sneddon (1966)
considered a case of stress field in the xy-plane owing to the application of a
symmetrical pressure p(x) to the faces of the Griffith fracture jxj � L, y ¼ 0,
as shown in Fig. 4.9. The symmetrical pressure means that p(x) is an even
function of x and that the pressure on the face y ¼ 0� of the crack is
identical to that applied on the face y ¼ 0þ. It is sufficient to calculate the
components of the stress tensor at the point (x, y) in the half-plane y � 0
when the line y ¼ 0 is subjected to the boundary conditions:

syyðx; 0Þ ¼ �pðxÞ; 0 � x � L

uyðx; 0Þ ¼ 0; x > L

uxyðx; 0Þ ¼ 0; x � L

These are readily established by considering the symmetry of the
problem. Sneddon’s integral equations can be applied to obtain the
analytical solution of the fracture width (displacements of two sides of
the fracture) caused by the internal pressure p(x), i.e.,

wðxÞ ¼ 8ð1� n2Þ
pE

Z L

x

tgðtÞdtffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � x2

p ; jxj < L (4.46)

where g(t) is a function of the internal pressure (p(x) or sy) in the fracture,

and gðtÞ ¼
Z t

0

pðxÞdxffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � x2

p ¼
Z t

0

sydxffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � x2

p (Sneddon, 1966). The internal

pressure may not be a constant or uniformly distributed. If p(x) is a constant
(e.g., p(x) ¼ p0), then g(t) ¼ pp0/2. Substituting it into Eq. (4.46), the solu-
tion of Eq. (4.45) can be obtained.

4.3.3 3-D solution for a penny-shaped fracture
A penny-shaped crack is a typical 3-D fracture in the interior of an infinite
elastic medium, occupying the circle r2 ¼ x2 þ y2 ¼ L2 in the plane z ¼ 0,
under the action of an internal pressure as a function of the radius r
(Fig. 4.10). For this 3-D circular fracture with a constant internal pressure
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(p0) acting over the whole circular area, Sneddon (1946) derived the
following equation to calculate the fracture width:

wðrÞ ¼ 8ð1� n2Þ
pE

po
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � r2

p
(4.47)

If the applied pressure p(r) is constant over a circular area of radius a � L
(i.e., the internal pressure only acts on a certain area of 0 < r < a), then it
has:

pðrÞ ¼ p0; 0 < r < a

pðrÞ ¼ 0; a < r < L

The fracture width can be obtained in the following form (Sneddon,
1946):

wðrÞ ¼ 8ð1� n2Þ
pE

po
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � r2

p �
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2=L2

p 	
(4.48)

The maximum fracture width appears at the center of the circular
fracture (when r ¼ 0):

wmax ¼ 8ð1� n2ÞpoL
pE

�
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2=L2

p 	
(4.49)

Sneddon’s solution has been applied into oil and gas industry for
hydraulic fracturing modeling and wellbore strengthening design (e.g.,
Perkins and Kern, 1961; Khristianovic and Zheltov, 1955; Geertsma and de
Klerk, 1969; Alberty and McLean, 2004; Zhang et al., 2016).

4.4 Natural fractures and mechanical behaviors
of discontinuities

4.4.1 Discontinuities and discrete fracture network
One of the most prominent features of the earth’s upper crust is the
presence of joints and fractures (discontinuities) at all scales. A rock mass

Figure 4.10 Model of a penny-shaped fracture.
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consists of both intact rock blocks and discontinuities. An intact rock and a
rock mass have significant different geomechanical behaviors (Peng and
Zhang, 2007). Nearly every rock property is determined to some extent on
the discontinuities and the fluids they contain. The success of many ap-
plications such as efficient recovery from fractured reservoirs, hazardous
waste disposal, and geothermal energy extraction depends on a thorough
understanding of fracture behaviors. Many petroleum reservoirs are situated
in fractured porous formations, in which discontinuities have significantly
different mechanical properties that control the behaviors of the reservoirs.
The discontinuities can be the single most important factor governing the
deformability, strength, and permeability of the rock mass. Moreover, a
particularly large and persistent discontinuity could critically affect the
stability of any underground excavation (Hudson and Harrison, 1997). For
these reasons, it is necessary to understand the geomechanical properties of
discontinuities and to know how the discontinuities affect rock behaviors.

There are many types of discontinuities in rock formations. Bedding, a
discontinuity, is one of the most common geologic phenomena in sedi-
mentary rocks. The bedding plane or interface between two layers in the
sedimentary rock mass represents geologically the transitive interface from
one sedimentary environment to another, and it also represents an inter-
ruption of sedimentary planes. A bedding plane generally consists of plant
detritus, mica, and other weak minerals. Therefore, it is usually treated
mechanically as a weak plane, as shown in Fig. 4.11.

The other discontinuities include unconformity planes and tectonic
structural planes, such as faults, fractures, and joints induced by tectonic
activities. Fig. 4.12 shows steep bedding planes and a fault in the Arbuckle

Figure 4.11 Thin bedding planes in the Marcellus shale outcrop.
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mountain, Oklahoma. Fig. 4.13 demonstrates rectangular joint networks
within siltstones and black shales of the Utica shale outcrop, a similar
behavior found in the Marcellus shale, where two orthogonal joints (J1 and
J2) exist. Natural fractures can also be found in cores, and Fig. 4.14 displays
that natural fractures are perpendicular to the bedding planes in the
Wolfcamp cores. Those vertical fractures may be beneficial for hydraulic
fracturing and enhancing oil production.

For complicated fracture networks, a computational model is needed
and named ‘‘discrete fracture network” (DFN). The DFN is a three-
dimensional geometric representation of joints present in a rock mass. It
explicitly represents the geometrical properties of each individual fracture

Figure 4.12 The outcrop showing steep bedding planes (right side) and a fault (in the
middle) in Arbuckle mountain, Oklahoma.

Figure 4.13 Two orthogonal sets of joints within siltstones and black shales of the
Utica shale outcrop near Fort Plain, New York.
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(e.g., orientation, size, position, shape, and aperture) and the topological
relationship between individual fractures and fracture sets. The DFN
modeling grew out of attempts by early researchers in the 1970s and 1980s
to develop a technology to characterize and model the flow and transport in
natural fractures for the emerging high-level nuclear waste repository
studies in the United States and Sweden. Although much early work was
done to support nuclear waste repository performance assessment, the
usefulness of DFN modeling became readily apparent to engineers and
geologists working in the mining, oil and gas, civil engineering, and
groundwater protection/remediation areas, where the use has greatly
increased over the past 20 years. There are now several commercial vendors
of DFN codes, and the use of DFN models has become part of the standard
workflow in many areas of rock engineering (La Pointe, 2017). The DFN
can be generated from geological mapping, stochastic realization, or geo-
mechanical simulation to represent different types of rock fractures
including joints, faults, veins, and bedding planes (Lei et al., 2017).

4.4.2 Mechanical behaviors of discontinuities
A discontinuity (e.g., a bedding plane) generally is a weak plane compared
to the rock matrix and has prominently lower strength and higher
compressibility. Therefore, the bedding plane has much lower compression
resistance, shear resistance, and tension resistance. Failures are more likely to
occur in bedding planes or preexisting fractures.

Figure 4.14 Core pictures of the Wolfcamp C showing partially filled natural fractures
perpendicular to the bedding planes.
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The normal and shear stiffnesses are two basic parameters used to
describe mechanical behaviors of a discontinuity. The normal stiffness is
defined as the slope in the normal stress and displacement curve when a
discontinuity is loaded under a normal stress perpendicular to the direction
of the discontinuity (Fig. 4.15), i.e.,

kn ¼ vsn

vu
(4.50)

where kn is the normal stiffness of the discontinuity; sn is the normal stress
applied perpendicularly to the discontinuity; u is the normal displacement
of the discontinuity.

The shear stiffness (ks) is the slope in the curve of the applied shear stress
(s) and resulted shear displacement (v) and can be expressed in the following
(refer to Fig. 4.16):

ks ¼ vs
vv

(4.51)

Laboratory test results show that the shear stiffness in the discontinuity is
much smaller than the normal stiffness. In other words, the discontinuity is
much weaker to resist shear stress.

For an interlocked joint (discontinuity) when a normal compressive
stress is exerted on the discontinuity as shown in Fig. 4.15, the normal stress
and discontinuity displacement have a hyperbolic (nonlinear) relation
(Goodman, 1976):

sn ¼
�

DVj

Vm � DVj

�
si þ si (4.52)

k

σσn

V0 u

σn

σn

y

Intact 
rock

Rock with 
fracture

1

(A) (B)

Figure 4.15 (A) A discontinuity loaded in compression; (B) normal stress and normal
displacement relationship.
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where DVj is the joint closure under a given normal stress sn; Vm is the
maximum closure (displacement); and si is the initial stress level. An alter-
native version of Eq. (4.52) was given by Goodman (1976) in the following
dimensionless form:

sn � si

si
¼ C

�
DVj

Vm � DVj

�t

(4.53)

where C and t are constants.
Bandis et al. (1983) proposed another empirical normal stresse

displacement model for an interlocked joint:

sn ¼ DVj

a� bDVj
(4.54)

where a and b are constants; a represents the reciprocal of the initial normal
stiffness kni (a ¼ 1/kni); a/b ¼ Vm; Vm is the maximum closure of the joint
and

Vm ¼ Aþ BðJRCÞ þ C

�
JCS
aj

�D

(4.55)

where A, B, C, and D are constants determined from cyclic loading tests;
JRC is the joint roughness coefficient from 0 to 20; JCS is the joint wall
compression strength.

The initial normal stiffness can be obtained from the following relation
(Bandis, 1980):

kni ¼ �7:15þ 1:75JRC þ 0:02

�
JCS
aj

�
(4.56)

τ

τ y Δv

k

τ

0 v

1

(A) (B)

Figure 4.16 (A) A discontinuity sheared under a constant normal stress; (B) shear
stress versus shear displacement.
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where kni is the initial normal stiffness in MPa/mm; aj is the initial mechan-
ical aperture in mm; JCS is in MPa.

The above equations are for interlocked joints. However, for a dis-
located joint the normal stress and displacement have the following relation:

log sn ¼ kni þMDVj (4.57)

where M is a constant.
Based on laboratory tests on fractured concrete blocks, Zhang et al.

(1999) found that the applied stress and fracture displacement follow an
exponential relation. For example, for the uniaxial loading perpendic-
ular to the fracture plane, the fracture displacement (aperture) decreases
as the applied stress increases, which can be expressed in the following
form:

u ¼ b0e
�asn (4.58)

where b0 is the initial fracture width (aperture); a is a testing constant
(a > 0).

Eq. (4.58) indicates that the normal stress, which is perpendicular to
the fracture plane, causes the fracture to close. However, for the
uniaxial loading parallel to the fracture plane, the fracture aperture
increases as the applied stress increases. This is because the tensile stress
is induced in the direction of perpendicular to the fracture plane. The
fracture displacement can be defined by the following relation (Zhang
et al., 1999):

u ¼ b0e
bsx (4.59)

where sx is the applied stress parallel to fracture plane; b is a constant
(b > 0).

The shear stress and shear displacement of a rough discontinuity
depend on the normal stress and the discontinuity surface characteristics
because the shear deformation involves dilation and fracture asperities. A
hyperbolic function is frequently used to describe the shear stress and
shear displacement relationship for a discontinuity in the prepeak stress
regime:

s ¼ v
aþ bv

(4.60)

where v is the shear displacement of the discontinuity; s is the shear stress;
and c and d are constants.
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Newland and Allely (1957) developed an equation to explain and
predict the shear resistance of nonplanar rock joints based on the observed
dilatant behavior of granular material such as sand:

s ¼ sn tanðfr þ iÞ (4.61)

where s is the maximum shear strength under the normal stress sn; i is the
average angle of deviation of the fracture from the direction of the applied
shear stress (see Fig. 4.17), and 4r is the angle of internal friction of the intact
rock or residual angle of internal friction used by Barton (1976).

Compared to the MohreCoulomb criterion, the cohesion in the
fractured rock is zero in Eq. (4.61). Barton (1973, 1976) proposed a similar
equation to describe the fracture shear failure based on shear tests for the
rough tension fractures:

s ¼ sn tan

�
fr þ JRC log

�
JCS
sn

��
(4.62)

Eqs. (4.61) and (4.62) can be used as the shear failure criterion for
fractured rocks.

4.4.3 Mechanical behaviors of rock masses
Research shows that the deformation behaviors of a rock matrix and a rock
mass are different. For a simple case, if a set of structure planes (such as
bedding planes) are parallel and equally spaced in the rock mass, Young’s
moduli of rock mass and rock matrix can be expressed as:

1
Em

¼ 1
Er

þ 1
kns

(4.63)

c
ϕr+i σn

τ

)tan( irn += ϕστ

rnc ϕστ tan+=

Figure 4.17 Shear failure criterion in the fractured rock compared to that in the
intact rock.
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where Em is Young’s modulus of the rock mass; Er is Young’s modulus of
the rock matrix; kn is the normal stiffness of the structure plane; and s is the
spacing of structure planes.

The weak planes or fractures in a rock mass make the compressive
strength of the rock mass far less than that of the rock matrix. The presence
of bedding or other discontinuities also causes anisotropies in both me-
chanical properties and mechanical behaviors; for example, rock strength,
Young’s modulus, and deformation are considerably different in the parallel
and perpendicular directions of the bedding, as described in Chapters 2
and 3. These behaviors should be considered in the subsurface engineering
design and operations.
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Abstract

Three in situ stress regimes are introduced, which can be used to describe the rela-
tionship of the vertical stress and two horizontal stresses. From Anderson’s faulting
theory, the lower and upper bound horizontal stresses are obtained either from the
coefficient of friction of the fault or from Poisson’s ratio of the formation. Both the
coefficient of friction of the fault and the horizontal stresses are lithology-dependent. If
formations in a fault are composed of shales, the coefficient of friction of the fault is
small. This implies that the fault zone that is composed of shales is weaker and more
likely to have shear failures than the fault zone composed of sandstones. An improved
lithology-dependent (Poisson’s ratio-dependent) stress polygon is presented, which
can reduce the uncertainty of in situ stress estimate by narrowing the area of the
conventional stress polygon. Pore pressure depletion by oil and gas extraction
decreases the minimum and maximum horizontal stresses. Field-measured depletion-
induced stress paths are also examined. Continuous depletion makes the formation
approach the critical stress state (shear failures), and in this state fluid injection or
repressurization may cause the formation shear failures.
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dependent; Poisson’s ratio dependent stress polygon; Stress polygon; Stress regimes.
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5.1 In situ stresses in various faulting regimes

In situ stresses are the most important parameters for geomechanics
modeling and geoengineering design, particularly in the oil and gas
industry. For example, the minimum horizontal stress is very critical for
fracture gradient prediction, casing design and wellbore stability assessment
in drilling operations, and planning hydraulic fracturing in tight reservoirs.
Generally, in situ stresses include three mutually orthogonal principal
stresses in the subsurface, which can be defined as the vertical (overburden)
stress and the maximum and minimum horizontal stresses (sV, sH, and sh).
In different geographic, geologic, and tectonic regions, in situ stress mag-
nitudes and orientations are very different. Three in situ stresses correspond
to three principal stresses, namely the greatest stress (s1), the intermediate
stress (s2), and the least stress (s3). According to the relationship of these
three principal stresses, three in situ stress regimes (refer to Fig. 5.1) can be
used to describe in situ stress states (e.g., Zoback et al., 2003; Peng and
Zhang, 2007) based on the faulting theory (Anderson, 1951). Assuming that
the faults were formed by shear failures caused by in situ stresses, the
following three stress regimes can be classified based on the relationship of
shear failures and principal stresses:
1. Normal faulting stress regime (Fig. 5.1A). The vertical stress drives

normal faulting (shear failure), and the shear slip occurs to form the
normal fault when the minimum stress reaches a sufficiently low value.
In this stress state, the vertical stress is the greatest principal stress, and

σ2=σV 

σ1=σH

σ3=σh

α

σ1=σV 

σ3=σh
σ2=σH

α

σ3=σV 

σ1=σH

σ2=σh

α

(A) (B)

(C)

Figure 5.1 Illustration of different faulting stress regimes: (A) Normal faulting; (B)
Strike-slip faulting; and (C) Reverse faulting.
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two horizontal stresses are the intermediate and minimum principal
stresses, i.e.,

sV � sH � sh (5.1)

From the Mohr circle (see Fig. 3.21) the angle between the shear
failure plane (the fault plane) and the maximum stress (sV) is:

a ¼ 45� � 4=2 (5.2)

where 4 is the angle of internal frication of the rock. It can be seen from
Eq. (5.2) that a < 45 degrees. Therefore, the angle of dip of the fault
plane in the normal fault is 90 degrees �a ( > 45 degrees, see Fig. 5.1A).

2. Strike-slip faulting stress regime (Fig. 5.1B). In this case, the vertical
stress is the intermediate principal stress, i.e.,

sH � sV � sh (5.3)

The maximum horizontal stress causes faulting (shear failure). The
angle between the shear plane of the fault and the maximum horizontal
stress is a ¼ 45� � 4=2.

3. Reverse (or thrust) faulting stress regime (Fig. 5.1C). In this case, the
vertical stress is the least principal stress, i.e.,

sH � sh � sV (5.4)

The maximum horizontal stress causes thrust faulting (shear failure).
The angle between the fault plane and the maximum horizontal stress is
a ¼ 45� � 4=2, i.e., the angle of dip of the fault a < 45 degrees, a low
angle fault.

It should be noted that current stress state may be different from
observed fault types in the formations, particularly for the reverse fault-
ing stress regime. For example, the presence of reverse faults is not
necessary to represent a reverse faulting stress regime in the contempo-
rary stress field. The reason is that the paleostresses in this case might be
in the reverse faulting stress regime; however, it was an unstable stress
state and more likely to be changed to the strike-slip or normal faulting
stress regime because of stress relaxation or other reasons.

5.2 In situ stress bounds and stress polygons

Assuming that there are critically oriented faults constraining stress mag-
nitudes, the MohreCoulomb criterion ( Jaeger and Cook, 1979) expressed
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in the principal effective stress domain for a fault is shown in the following
equation, if there is no shear failure/sliding:

s0
1 �

2cf cos4f

1� sin 4f
þ 1
kf
s0
3 (5.5)

where s01 is the maximum effective stress; s03 is the minimum effective
stress; 4f is the angle of internal friction of the fault; cf is the cohesion of
the fault; and

kf ¼
1� sin 4f

1þ sin4f
¼

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
m2
f þ 1

q
þ mf

��2
(5.6)

where mf is the coefficient of friction of the fault, and mf ¼ tan 4f .
For deep formations, the cohesion of the fault is often neglected and

Eq. (5.5) can be simplified. Therefore, to avoid a fault from frictional
sliding, the in situ stresses should satisfy the following equationda similar
equation used by Sibson (1974) and Zoback et al. (2003):

s0
1 �

1
kf
s0
3 (5.7)

Substituting the total principal stresses into Eq. (5.7), the in situ stresses
can be expressed in the following equations for different faulting stress
regimes (as shown in Fig. 5.1):

Normal faulting regime:

s0
1

s0
3

¼ sV � app
sh � app

� 1
kf

(5.8)

where a is Biot’s coefficient; pp is the pore pressure.
Strike-slip faulting regime:

s0
1

s0
3

¼ sH � app
sh � app

� 1
kf

(5.9)

Reverse faulting regime:

s0
1

s0
3
¼ sH � app

sV � app
� 1

kf
(5.10)

Hence, from Eq. (5.8) the lower bound minimum horizontal stress (sLBh )
can be obtained:

sLB
h ¼

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
m2
f þ 1

q
þ mf

��2

ðsV � appÞ þ app (5.11)
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From Eq. (5.10), the upper bound maximum horizontal stress (sUBH ) can
be expressed as:

sUB
H ¼

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
m2
f þ 1

q
þ mf

�2

ðsV � appÞ þ app (5.12)

It should be noted that Biot’s effective stress coefficient, a, approaches 1
when the rocks are near the state of failures. Therefore, it can be assumed
that a ¼ 1 in Eqs. (5.8)e(5.12).

Fig. 5.2 plots the in situ stress and pore pressure profiles in a deepwater
well with water depth of 858 m (Zhang and Zhang, 2017). The figure
displays the measured sand pore pressure, vertical stress from density logs,
and the calculated lower and upper bound horizontal stresses from Eqs.
(5.11) and (5.12). In the normal faulting stress regime, the minimum
horizontal stress should range from the lower bound minimum horizontal
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Figure 5.2 In situ stresses and pore pressure (pp and MDT) versus depths in a
deepwater well with the lower bound minimum horizontal stress (Sh_LB) and upper
bound maximum horizontal stress (SH_UB) calculated from Eqs. (5.11) and (5.12)
assuming a constant mf of 0.6. The MDT points are the measured formation pore
pressures from the borehole after drilling; SV is the vertical stress; LOT data are the
measured formation leak-off pressures.
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stress to the overburden stress. However, in the strike-slip and thrust
faulting stress regimes, the maximum horizontal stress should be located
between the overburden stress and the upper bound maximum horizontal
stress. It can be observed that the range between the lower bound and the
upper bound horizontal stresses is significant, which therefore requires
dedicated efforts to better constrain horizontal stresses.

A stress polygon at a given depth can be drawn using the relationships of
in situ stresses and pore pressure in different stress regimes from Eqs. (5.11)
and (5.12). This is shown in Fig. 5.3 assuming mf ¼ 0.6. Fig. 5.3 uses the
example shown in Fig. 5.2, where the vertical stress and measured pore
pressure at depth of 4316 m from the sea level are sV ¼ 82.5 MPa and
pp ¼ 69.7 MPa. Biot’s coefficient of 1 is applied to Eqs. (5.11) and (5.12) to
calculate the lower and upper bound horizontal stresses. From these data, an
in situ stress polygon is plotted, as shown in Fig. 5.3. The maximum and
minimum horizontal stresses are constrained inside the stress polygon in
three different stress regimes.

5.3 Lithology-dependent in situ stresses and improved
stress polygon

5.3.1 Lithology-dependent coefficient of friction of the fault
The stress polygon has been used for decades to constrain in situ stresses
(e.g., Zoback et al., 2003). To plot the stress polygon, the coefficient of
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Figure 5.3 Stress polygon obtained from Eqs. (5.11) and (5.12) with measured pore
pressure of 69.7 MPa and vertical stress of 82.5 MPa in a borehole, assuming that the
coefficient of friction of the fault (mf) is 0.6. In the plot, NF, SS, and RF represent the
normal, strike-slip, and reverse faulting stress regimes, respectively.
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friction of the fault is needed, which is not possible to be measured directly
in subsurface. Conventionally, it is assumed that the coefficient of friction of
the fault is a constant across the entire fault plane (mf ¼ 0.6e0.7) based on
Byerlee’s law (Byerlee, 1978). This assumption may lead to uncertainty in
in situ stress estimation because of the difficulty in mf estimate. In fact, some
faults are weaker with much lower mf. For example, Bird and Kong (1994)
and Carena and Moder (2009) concluded that all faults in the vicinity of the
transform plate boundary of the western United States are frictionally weak
to very weak (mf � 0.2). Iaffaldano (2012) inferred that the coefficient of
friction of large-scale plate boundaries is in the range of 0.01e0.07. Byerlee
(1978) pointed out that if the sliding surfaces are separated by gouge
composed of some clay minerals, the friction is very low. Engelder and
Fischer (1994) concluded that the minimum horizontal stress calculated
from mf ¼ 0.6 underestimates the minimum stress in the central North Sea
Graben and does not match the measured data in the Scotian Shelf, Canada.
Not surprisingly, research work shows that the coefficient of friction of the
fault is highly related to the lithology or mineralogy of the fault gouge. For
example, extreme fault weakness (mf w 0.1) occurs within a 3-m wide
creeping fault core (Zoback et al., 2010) in the San Andreas of central
California because of the presence of weak clay minerals (Carpenter et al.,
2011; Collettini et al., 2011). Saffer and Marone (2003) observed a coef-
ficient of friction in the fault gouge of 0.42e0.68 for illitic shale; however,
under identical conditions, a low friction (mf ¼ 0.15 e 0.32) is inferred in a
smectitic shale. There are also questions concerning whether mf is the same
for all faults in a region, whether it is even constant along strike on the same
fault (Carena and Model, 2009), or whether it is depth-dependent.

Studies and experiments (e.g., Takahashi et al., 2007) in clayequartz
gouges show that the clay content has a significant effect on the frictional
strength of the fault, i.e., as clay content increases, the coefficient of friction
decreases (e.g., when clay content is 100%, mf < 0.1 for smectite).
Analyzing the data given by Takahashi et al. (2007), the following linear
relationship can be obtained for a smectite and quartz mixture:

mf ¼ 0:68� 0:6CS (5.13)

where CS is the weight fraction of smectite clay content and CS is between
0 and 1.

Analyzing experimental data presented by Tembe et al. (2010), the
following linear relationship can be obtained for illiteequartz mixture:

mf ¼ 0:68� 0:42CI (5.14)
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where CI is the weight fraction of illite clay content and CI is between
0 and 1.

Therefore, the coefficient of friction of the fault is lithology-dependent,
which needs to be considered when one applies Eqs. (5.11) and (5.12) to
estimate in situ stresses.

Field measurements of in situ stresses show that the horizontal stresses
are highly dependent on lithologies (e.g., Warpinski and Teufel, 1989;
Wileveau et al., 2007; Gunzburger and Cornet, 2007; Gunzburger and
Magnenet, 2014). For instances, coal seams and shales have much higher
minimum horizontal stresses than the adjacent sandstones, as shown in
Fig. 5.4. Measured data fromWest Texas (Miller et al., 1994) also show that
shale formations have much larger minimum horizontal stresses than those
in adjacent sandstones, as shown in Fig. 5.5. The minimum horizontal stress
results analyzed from leak-off test data in the North Sea (Breckels and van
Eekelen, 1982) have the same conclusion.

Fig. 5.6 shows the comparison of two stress polygons: one in a sandstone
with mf ¼ 0.6 (the case shown in Fig. 5.3) and the other in a shale with a

Figure 5.4 The minimum horizontal stress profile (sh) measured from mini-frac tests in
Colorado. (Modified from Warpinski and Teufel, 1989.)

170 Applied Petroleum Geomechanics



Measured stress
Possible stress

Minimum in-situ stress (psi)

D
ep

th
 (f

t)

3000 3500 4000 4500 5000 5500 6000

6000

6100

6200

6300

6400

6500

6600

6700

6800

shale

shale

sandstone

sandstone

shale

sandstone

sandstone
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smaller coefficient of friction of the fault (mf ¼ 0.2). The stress polygon in
the shale is much smaller (Fig. 5.6).

5.3.2 Poisson’s ratioedependent stress polygon
Zhang and Zhang (2017) verified that the horizontal stress calculated from
the uniaxial strain method is the minimum value of the minimum hori-
zontal stress, which can be used as the lower bound horizontal stress to draw
the stress polygon. This lower bound minimum horizontal stress (sLBh ) can
be expressed in the following equation:

sLB
h ¼ n

1� n
ðsV � appÞ þ app (5.15)

where n is Poisson’s ratio of the formation and can be obtained from the
compressional and shear velocities (Vp and Vs) from Eq. (2.77).

The upper bound of the maximum horizontal stress (sUBh ) in strike-slip
and reverse faulting regimes can be obtained from the following equation:

sUB
H ¼ 1� n

n
ðsV � appÞ þ app (5.16)

Based on Eqs. (5.15) and (5.16), the new stress polygon (Fig. 5.7) can be
drawn when Poisson’s ratio of the formation is available. Fig. 5.7 plots two

Figure 5.7 Poisson’s ratio dependent stress polygons and stress bounds calculated
from Eqs. (5.15) and (5.16) in a sandstone and a shale with a ¼ 1 and Poisson’s ratios
(PR) of 0.3 and 0.4, respectively.
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stress polygons: one in a sandstone with Poisson’s ratio of 0.3 and the other
in a shale with Poisson’s ratio of 0.4. It indicates that the stress polygon is
markedly related to Poisson’s ratio of the rock. Fig. 5.7 shows that Poisson’s
ratioebased stress polygon can narrow the area of the conventional stress
polygon, particularly in shales. Using this Poisson’s ratioedependent stress
polygon and combining with other methods (borehole breakouts and
drilling-induced tensile fractures; refer to Chapters 6 and 10), in situ stresses
can be estimated.

5.3.3 Relationship of the coefficient of friction of the fault
and Poisson’s ratio

As indicated before, two methods can be used to calculate the lower bound
minimum horizontal stress: one from the uniaxial strain model (Eq. 5.15),
the other from the faulting stress regime constraint (Eq. 5.11). Assuming
that the two lower bounds are equal, the coefficient of friction can be
estimated, as shown in the following:� ffiffiffiffiffiffiffiffiffiffiffiffiffi

m2
f þ 1

q
þ mf

��2

¼ n

1� n
(5.17)

Therefore, one obtains:

mf ¼
1� 2n

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nð1� nÞp (5.18)

This equation is applicable in the following range of Poisson’s ratio:
0.16 < n < 0.5.

Fig. 5.7 shows that the stress polygon depends highly on Poisson’s ratio.
Because Poisson’s ratio is dependent on lithology and depth, the coefficient
of friction of the fault also depends on lithology and depth. For example, a
sandstone normally has a lower Poisson’s ratio than a shale; hence, the
sandstone in the fault has a larger coefficient of friction (e.g., when
n ¼ 0.23, mf ¼ 0.64 from Eq. 5.18) than that in the shale. This explains why
the sandstone normally has a smaller horizontal stress. A shale normally has a
higher Poisson’s ratio, thus a smaller coefficient of friction (e.g., if n ¼ 0.4,
then mf ¼ 0.2 from Eq. 5.18). This is verified by the following experimental
results: the measurements by Ikari et al. (2011) show that fault gouges
containing clay minerals are frictionally weak (mf < 0.5), whereas gouges
rich in silicate minerals (e.g., quartz, feldspar) are stronger (mf > 0.6). From
the well data in claystone sequences containing polygonal fault systems in
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the Central North Sea, Goulty and Swarbrick (2005) estimated that the slip
on fault surfaces is consistent with mf ¼ 0.11 � 0.02.

Therefore, the common assumption of a fault strength of mf ¼ 0.6 e 0.7
would only correspond to a low Poisson’s ratio rock (e.g., sandstone,
limestone). For shales and other ductile rocks, mf values should be lower
from Eq. (5.18). Therefore, the strength or the coefficient of friction of the
fault may not be as large as that previously assumed (i.e., mf ¼ 0.6 e 0.7). It
should be smaller (e.g., as small as mf ¼ 0.1 e 0.2) in shales or mudstones.

Using the same example as shown in Fig. 5.2, in situ stresses can be
better constrained by using the new lower bound and upper bound hori-
zontal stresses from Eqs. (5.15) and (5.16). Fig. 5.8 presents the calculated
horizontal stresses, Poisson’s ratio, and the calculated mf from Eq. (5.18).
The formations are mainly shales from 3200 to 5800 m with Poisson’s ratio
of 0.35e0.42, which corresponds to a higher minimum horizontal stress. At
the depth greater than 6000 m the formations are mostly sandstones, which
have smaller Poisson’s ratio (0.25e0.35). Compared to Fig. 5.2, the range
of the new stress bounds calculated from Eqs. (5.15) and (5.16) is much
smaller (see Fig. 5.8); therefore, in situ stress is better constrained and the
uncertainty in the stress estimation is reduced. The other advantage of the

Figure 5.8 In situ stress profile versus depth below the sea level for the same case as
shown in Fig. 5.2. The left track plots Poisson’s ratios derived from sonic logs; the
middle track shows the coefficients of friction calculated from Poisson’s ratios from Eq.
(5.18); the right track displays vertical stress, pore pressure, the minimum and
maximum horizontal stress bounds calculated from Eqs. (5.15) and (5.16).
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new equations is that Poisson’s ratio of the rock is much easier to be
obtained than the coefficient of friction of the fault.

5.3.4 Lithology-dependent minimum and maximum
horizontal stresses

To illustrate the relationship between lithology and horizontal stresses, the
minimum and maximum horizontal stresses can be schematically plotted in
Fig. 5.9 based on the explanation in the previous sections. It can be
observed in Fig. 5.9A that in normal faulting regime, a sandstone normally
has a smaller minimum horizontal stress because of its smaller Poisson’s
ratio. By contrast, a shale has a higher minimum horizontal stress. There-
fore, the shale can be used as a barrier of hydraulic fracture propagation
when hydraulic fracturing is performed in the adjacent sandstone (Zhang
et al., 2018). It should be noted that in the strike-slip and reverse faulting
stress regimes, this lithology-dependent effect in the horizontal stresses may
be smaller (Fig. 5.9B and C) or even reverse because of the larger tectonic
stresses. In highly tectonically stressed environment both the minimum and
maximum horizontal stresses can approach or exceed the overburden stress,
and tectonic strain effect on the sandstone/shale sequence becomes
significant (Blanton and Olson, 1999). Therefore, in strong tectonic
compressional settings, a mechanically stiffer formation (with higher
Young’s modulus), commonly a sandstone, may be more stressed by the
tectonic stresses than a softer formation, such as a shale. The following
equation can be used to illustrate the impact of the tectonic strains on the
horizontal stresses:

sx tect ¼ E
1� n2

ðεx þ nεyÞ (5.19)
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Figure 5.9 Schematic representation of the lithology-dependent horizontal stresses in
three different faulting stress regimes: (A) Normal faulting; (B) Strike-slip faulting; and
(C) Reverse faulting.
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where sx_tect is the tectonic stress, an additional stress, applied in one of the
horizontal directions, i.e., x-direction; εx and εy are the horizontal strains in
x and y directions caused by tectonic stresses, respectively.

Eq. (5.19) shows that the formation with a higher Young’s modulus
(e.g., a sandstone) has a higher tectonic stress, if the tectonic strains are the
same. Therefore, the sandstone may become a high stress interval in a strong
tectonic stress (strain) region. This may create a dilemma on where and how
to perforate the formations for hydraulic fracturing if based on conventional
practice (Yuan et al., 2013).

5.4 Fault strength and in situ stresses

The relationship of fault strength (coefficient of friction of the fault) and
in situ stresses can be explicitly illustrated by the Mohr circles, as shown in
Fig. 5.10. The linear MohreCoulomb failure envelope and the maximum
shear stress (sfmax) along a fault can be expressed as:

sf ¼ mf s
0
n (5.20)

sfmax ¼ s0
V � s0

h

2
(5.21)

where s0n is the effective normal stress; s0V and s0h are the maximum and
minimum effective stresses, respectively; sf and sf max are the shear and
maximum shear stresses in the fault, respectively.
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Fig. 5.10 indicates that in the critically stressed condition (before shear
failure) a stronger fault (mf ¼ 0.6) has a smaller effective minimum stress
(s0h_s), or higher maximum shear stress (ss_max). However, a frictionally
weak fault (e.g., mf ¼ 0.2 in Fig. 5.10) needs a higher effective minimum
stress (s0h_w) (thus smaller Mohr circle and much lower maximum shear
stress, sw_max) to keep the fault stability. This may potentially explain the
low inferred shear stresses along strike-slip faults, such as the San Andreas
(e.g., Hickman, 1991; Townend and Zoback, 2004). The link between the
frictional strength and the minimum stress has important implications for
slip behavior on natural faults. For instance, an unstable natural fault, to
keep the frictionally weak fault from slip, would require modification of the
minimum stress (increase of the minimum stress, as suggested by Zhang and
Zhang (2017)) or the fault gauge composition (as suggested by Ikari et al.,
2011).

5.5 Depletion and injection impacts

5.5.1 Depletion-reducing horizontal stresses
Data from hydrocarbon basins document the systematic relationship
where pore pressure depletion from oil and gas extraction in both con-
ventional and unconventional reservoirs is associated with a reduction in
both the minimum and maximum horizontal stresses (e.g., Salz, 1977;
Teufel et al., 1991; Segall and Fitzgerald, 1998; Lang et al., 2011; Dohmen
et al., 2013). Fig. 5.11 presents pore pressure and in situ stress profiles
before depletion and after 4285 psi of depletion in the Middle Bakken
unconventional oil reservoir at an equivalent depth of 10,000 ft (Dohmen
et al., 2014). It shows that depletion in pore pressure greatly reduces the
minimum and maximum horizontal stresses. Measurements from the
diagnostic fracture injection tests (DFIT) in the Middle Bakken and
Three Forks plays show that the minimum horizontal stress decreases
linearly with reservoir pressure (Fig. 5.12A). It has the following
correlation (Dohmen et al., 2017):

sh ¼ 0:79pp þ 2240 (5.22)

where sh is the minimum horizontal stress, in psi; and pp is the reservoir
pressure, in psi. The depletion-induced stress path (the slope of the line
in Fig. 5.12A) is c ¼ Dsh/Dpp ¼ 0.79.

By analyzing the instantaneous shut-in pressure data in a tight,
low-porosity, low-permeability sandstone of the Vicksburg formation,
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Salz (1977) obtained the following linear relationship between the mini-
mum horizontal stress and the reservoir pressure (Fig. 5.12B):

sh ¼ 0:57pp þ 5385 (5.23)

where the minimum horizontal stress and the reservoir pressure are in psi,
and the stress path c ¼ 0.57.

Addis (1997) analyzed the stress-depletion response in several petroleum
reservoirs. The depletion-induced stress path (Dsh/Dpp) is very different in
different fields. Furthermore, it can be different even in the same field, e.g.,
in the Ekofisk field, the North Sea, Dsh/Dpp ¼ 0.84 in the basin crest, Dsh/
Dpp ¼ 0.82 in the flank, but Dsh/Dpp ¼ 0.77 in the outer flank (Teufel
et al., 1991). Table 5.1 lists the measured stress paths in some petroleum

Table 5.1 The ratios of measured depletion-induced minimum stresses to the
reservoir pressures in some petroleum basins.

Field or
formation Rock type

Stress
measurement
method

Stress path
c (Dsh/Dpp) References

Middle Bakken,
ND

Calcitic
dolomitic
siltstone

DFIT 0.79 Dohmen
et al. (2017)

Vicksburg
formation, TX

Sandstone Shut-in 0.57 Salz (1977)

Waskom, TX Sandstone Shut-in 0.46 Whitehead
et al. (1987)

Magnus, North
Sea

Sandstone Fracture
opening

0.68 Shepherd
(1991)

West Sole,
North Sea

Sandstone Shut-in 1.18 Addis (1997)

Wytch Farm,
UK

Sandstone Wellhead
injection

0.63 Colter and
Havard
(1981)

Ekofisk, North
Sea

Chalk Shut-in w0.8 Teufel et al.
(1991)

Tor reservoir,
Valhall, North
Sea.

Chalk LOT 0.7 in the
crest,
0.84 in the
flank.

Zoback and
Zinke (2002)

CPSE field,
Brunei

Sandstone Repeated
LOT

0.84 Nelson et al.
(2005)

Gulf of Mexico,
USA

Sandstone LOT w0.65
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basins. When the measured data are not available, the depletion-induced
minimum stress reduction may be estimated based on the assumption of
the minimum horizontal stress in the uniaxial strain boundary condition in
the following equation (Aadnoy, 1991; Engelder and Fischer, 1994):

Dsh ¼ a

�
1� 2n
1� n

�
Dpp (5.24)

where Dsh and Dpp are the incremental minimum stress and reservoir pres-
sure, respectively. It should be noted that Poisson’s ratio may also change
after depletion. From Eq. (5.24) the depletion-induced stress path can be
expressed as:

c ¼ a

�
1� 2n
1� n

�
(5.25)

where c ¼ Dsh/Dpp. It can be seen that the stress path is dependent on Pois-
son’s ratio or the lithology.

After depletion the minimum horizontal stress may also be estimated
from the following equation, if the pore pressure after depletion is known:

shd ¼ kðsV � appdÞ þ appd (5.26)

where shd and ppd are the minimum horizontal stress and the reservoir pres-
sure after depletion, respectively; k is a parameter that can be obtained from
the measured data, such as DFIT.

Several attempts have been made to experimentally predict the in situ
stress changes with depletion and injection (Teufel et al., 1991; Rafieepour
et al., 2017). However, laboratory-measured stress paths under uniaxial
strain condition have large discrepancies with field stress measurements
from hydraulic fracturing tests. For example, the stress path measurements
via hydraulic fracturing stimulation in the Ekofisk Field (Teufel et al., 1991)
are very different from laboratory-derived stress paths under uniaxial strain
conditions (c z 0.8 from the field and c ¼ 0.5 e 0.6 from the lab). These
discrepancies might be due to several factors such as scale effects, stress
arching, and faulting contributions (Addis, 1997; Holt, 1999). Holt (1999)
argued that the damaged core and scale effects are two sources of dis-
crepancies between the lab and field measurements. Another important
parameter contributing the difference between the field and lab measure-
ments might be the fact that the dominant boundary condition in the
reservoir is not the generalized uniaxial strain. Experimental results
(Rafieepour et al., 2017) show that the changes of stress paths are larger for
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constrained conditions than unconstrained conditions. The stress path order
is as uniaxial strain > generalized plane strain > plane strain > uncon-
strained. In their experiments a permanent stress change was also observed
during the production and injection cycle for all boundary conditions. This
indicates that most of stress changes during production are irrecoverable on
repressurization. Therefore, decreasing depletion or slowing down pro-
duction may reduce the irrecoverable reservoir damage.

5.5.2 Depletion and Mohr’s circle representation
The Mohr circle plots are useful for representing the depletion effect on the
reservoir rock and for demonstrating how stress changes in the reservoir
during its production history. As described in the previous section, the
minimum horizontal stress decreases as the reservoir depletion increases.
However, the vertical stress (overburden stress) does not change much
(e.g., Segall and Fitzgerald, 1998); therefore, vertical effective stress increases
as the depletion increases. Thus, a large stress difference in the effective
vertical and minimum effective horizontal stresses is created as depletion
increases, and the Mohr circle becomes larger. Fig. 5.13 presents the Mohr
circles and the relationship of the minimum effective horizontal stress,
effective vertical stress, shear stress, and the failure envelope for different
degrees of depletion (Dohmen et al., 2017). Two cases are considered in the
Mohr circle plots in Fig. 5.13 to allow for the uncertainty in Biot’s
coefficient (i.e., a ¼ 0.5 and 0.75). Lower values of a, such as 0.3, shift the
Mohr circles farther to the right (Fig. 5.13A), whereas higher values (e.g.,
a > 0.75) shift the Mohr circles farther to the left (Fig. 5.13B), making the
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Figure 5.13 Mohr circle representation showing the effects before (smallest circle) and
after depletion of 2000 psi (intermediate circle) and 3000 psi (largest circle) in the
Middle Bakken reservoir at the depth of 11,087 ft with the MohreCoulomb shear
failure envelope (m ¼ 0.5) in a fractured formation (the line). (A) Biot’s coefficient
a ¼ 0.5; (B) a ¼ 0.75.
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stress conditions approach the shear failure envelope and appear critically
stressed. If the Mohr circle touches the MohreCoulomb failure envelope,
then slip on optimally oriented fractures will occur. The smallest Mohr
circle in Fig. 5.13 represents the initial effective stress state before
production with a pore pressure of 7539 psi, and with total stresses of
sh ¼ 8648 psi and sV ¼ 11,619 psi. The intermediate circle represents the
pore pressure of 5539 psi after 2000 psi of depletion. The largest circle has a
pore pressure of 4539 psi after 3000 psi of depletion. In either case shown in
Fig. 5.13, the Mohr circle grows and approaches critical stress with
continued depletion.

5.5.3 Injection and shear failures
After sufficient depletion pushes the reservoir rock to a critically stressed
state, a small volume of water injected into the fracture system should
trigger shear slip by increasing the pore pressure internal to the fractures and
lowering the effective stress that otherwise clamps them shut. Fig. 5.14 is a
Mohr circle illustrating the mechanism of shear failure induced by
repressurization (Dohmen et al., 2017). Although depletion takes years and
slowly changes the reservoir pressure, the pore pressure increase from either
direct well injection or from intersecting propagating hydraulic fractures
occurs over a short time period of hours. The rapid pore pressure increase
does not diffuse significantly into the matrix, and the injection does not
change the total stresses (horizontal stresses) immediately, but simply
reduces the effective stresses, moving the Mohr circle to the left. This effect
sets up the condition for shear failure on critically stressed, optimally
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oriented fractures. Therefore, repressurization may cause formation shear
failures, which can enhance production for a depleted reservoir.
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Abstract

Theoretical and practical methods for determining in situ stresses are discussed.
Measurements and interpretations of the horizontal stresses (e.g., diagnostic fracture
injection test, leak-off test, and mini-frac test) are investigated in both impermeable
and permeable rocks. Empirical equations in various petroleum basins are given to
estimate in situ stresses. Overburden stress and overburden gradient for both onshore
and offshore drilling are analyzed. Integrated methods for calculating the minimum
and maximum horizontal stresses are studied in different faulting stress regimes.
Poisson’s ratioebased stress polygons are applied to constrain in situ stresses using
both drilling-induced tensile fractures and wellbore breakouts. Methods for inter-
preting directions of horizontal stresses are also introduced.

Keywords: Hydraulic fracture test; In situ stresses; Maximum horizontal stress;

Minimum horizontal stress; Overburden gradient; Overburden stress; Poisson’s ratio and

stress polygon.

6.1 Overburden stress

6.1.1 Overburden stress from bulk density
Overburden stress, or vertical stress, is caused by the weight of the over-
lying formations. If the overlying formations have an average density of ra,
then overburden stress (sV) can be calculated by:

sV ¼ ragZ (6.1)

where g is the acceleration due to gravity; Z is the depth.
If bulk densities of the rocks vary with depth, the vertical stress can be

calculated by integration of the densities to the depth of interest, Z, i.e.,

sV ¼ rwgZw þ g
Z Z

Zw

rbðzÞdz (6.2)

where rb (z) is the formation bulk density as a function of depth and can be
obtained from density log; rw is the density of sea water; Zw is the water
depth, for onshore drilling Zw ¼ 0.

However, density log is usually not recorded at the shallow depth. Some
empirical methods can be used to estimate shallow formation bulk density.
One method is Miller’s near surface or mudline density correlation, which
can be found in Eq. (2.4) or from Zhang et al. (2008). The other was
proposed by Athy (1930) to interpolate shallow formation bulk density
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based on analyzing the observed depthedensity curve in density measure-
ments of shales in northern Oklahoma. It has the following relation:

rz ¼ r0 þ Amð1� e�bZÞ (6.3)

where rz is the density at the depth of Z, in g/cm3; r0 is the formation
density at the surface; Am is the possible maximum density increase
(Am ¼ rm�r0 and Am ¼ 1.3 in Athy (1930)); rm is the matrix density or
the grain density of the rock; b is a fitting constant. When bulk density
data (rz) are available at certain depths, by fitting the density curve to
Eq. (6.3), the shallow density (r0) can be obtained.

Fig. 6.1 presents an example to calculate overburden stress and over-
burden gradient using density log in an offshore subsalt well. To calculate
overburden stress, the first step is to build a density profile with depth. In
this example the water depth is 1085 m and the shallow density below the
sea floor (mudline) is calculated from Miller’s equation, Eq. (2.4).
Then, composite bulk density data are built by considering salt density
(about 2.165 g/cm3) and bulk densities in formations. Notice that the sea

Figure 6.1 Density log versus the true vertical depth from the sea level (in m) and
calculated overburden stress and overburden gradient in deepwater subsalt forma-
tions of the Gulf of Mexico: (A) composite density data below the sea floor in g/cm3;
(B) overburden stress (OBP) in MPa; and (C) overburden gradient (OBG) in sg or g/cm3.
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water density (1.03 g/cm3) is also needed for overburden calculation.
Integrating this composite density (Eq. 6.2), overburden stress and over-
burden gradient can be obtained, as shown in Fig. 6.1.

It should be noted that the density log may be affected by the borehole
quality. When the borehole has washouts or breakouts, the density tool
cannot give a reliable density measurement. In this case the density log data
need to be corrected before using it for overburden stress calculation.

6.1.2 Overburden stress from empirical equations
6.1.2.1 Overburden stress for offshore drilling
Formation overburden stress gradient in onshore drilling can be estimated
using 1.0e1.1 psi/ft (0.0227e0.025 MPa/m). However, it is not recom-
mended for deepwater overburden gradient interpretations. Traugott (1997)
presented the following empirical equation for overburden stress gradient
based on drilling and well logging data in the Gulf of Mexico:

OBG ¼ rwZw þ raðZ � Zw � ZagÞ
Z

(6.4)

where OBG is the overburden stress gradient in offshore wells, in ppg; Z is
the true vertical depth (TVD) in the Kelly Bushing (KB) level; Zw and Zag

are the water depth and air gap, respectively; the density of sea water
rw ¼ 8.5e8.7 ppg; ra is the average density of the sediments in ppg, and

ra ¼ rml þ
�
Z � Zw � Zag

3125

�0:6

(6.5)

where rml is the density at the mudline (sea floor) and rml ¼ 16.3 ppg
(1.956 g/cm3); the depth unit is ft.

It should be noted that the depth datum used for overburden gradient
calculation in Eq. (6.4) is the KB level for drilling purpose. From Eqs. (6.4)
to (6.5), overburden stress can be obtained from the following equation:

sV ¼
�
rwZw þ

�
16:3þ

�
Z � Zw � Zag

3125

�0:6�
ðZ � Zw � ZagÞ

�
=19:25

(6.6)

where sV is in psi; water density is in ppg and the depth is in ft.
Barker and Wood (1997), assuming plastic deepwater formations,

derived an expression for the cumulative average density from the mudline
to a depth of interest using leak-off test (LOT) data from 70 deepwater
wells. The essence of the plastic formation assumption is that the pressure
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required to open a fracture is equal to the overburden gradient. When
combined with the contribution of the overlying sea water (Barker and
Woods suggested rw ¼ 8.55 ppg as the average density of sea water for
deepwater Gulf of Mexico wells), the following expression was presented:

OBG ¼ rwZw þ 5:3ðZ � Zw � ZagÞ1:1356
Z

(6.7)

where OBG is in ppg, water density is in ppg and the depth is in ft.
Fig. 6.2 displays the overburden gradient profiles calculated from

empirical equations of Eqs. (6.4) and (6.7) compared to the one obtained
from the density log in a deepwater well in the Green Canyon of the Gulf
of Mexico. In the calculations, sea water density of 8.58 ppg is used. Fig. 6.2
shows that Traugott’s empirical method has a better match to the one
calculated from the density log.

Van Ruth et al. (2004) analyzed 37 offshore wells in the Carnarvon
Basin, offshore Western Australia. By integrating density values from
density logs and from check-shot velocities empirically transformed to
densities, they obtained the following equation for vertical stress estimation:

sV ¼ 20:4Z1:06
bml þ phydZw (6.8)

where sV is the vertical stress in kPa; Zbml is the depth below sea floor
(mudline) in meters; phyd is the hydrostatic pore pressure gradient, for sea
water phyd is about 10.3 kPa/m; and Zw is the water depth in meters.
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Figure 6.2 Calculated overburden profiles from the empirical equations (Eqs. (6.4) and
(6.7)) and density log data (OBG Rhob) in a deepwater well in the Green Canyon of the
Gulf of Mexico, where the water depth is 5060 ft and air gap is 42 ft.
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Tingay et al. (2013) developed an average overburden stress equation
for the northern Malay basin:

sV ¼ 0:0064Z1:1599
ss (6.9)

where sV is in MPa; Zss is the true vertical depth below sea level (TVDSS) in
meters. This equation is accurate to�1.35 MPa over all calculated vertical stress
magnitudes in the studied depth range of 100e3500 m (Tingay et al., 2013).

Using density log data, another overburden stress equation was obtained
in offshore Northern Malay basin:

sV ¼ 0:023Zbml (6.10)

where sV is the overburden stress below the sea floor (MPa); Zbml is the true
vertical depth (TVD) starting from the sea floor (m).

Vertical stress trend for the North Sea was established using data from 10
North Sea wells (Yang and Aplin, 2004). The equation is as follows:

sV ¼ 0:01799Zbml þ 9:95� 10�7Z2
bml (6.11)

where sV is in MPa; Zbml is in meters. They suggested that the equation can
be used to calculate the vertical stress to the depth at which the density log
starts its run.

6.1.2.2 Overburden stress for onshore drilling
For onshore drilling, overburden calculation is simpler than that in offshore.
Dohmen et al. (2013) presented the following equation to calculate
overburden stress in the Bakken play in North Dakota:

sV ¼ 0:0231Z (6.12)

where sV is in MPa; Z is the TVD below the surface in meters. This
expression is similar to Eq. (6.10) for offshore Northern Malay basin.

Zhang and Wieseneck (2011) analyzed reliable density log data and
obtained the following equation to estimate overburden stress in the
Haynesville and Bossier plays:

sV ¼ 0:6186Z1:061 (6.13)

where sV is in psi; and Z is in feet.
From density log, Warpinski (1989) obtained the following equation for

overburden stress estimate at DOE’s Multiwell Experiment (MWX) site in
the Piceance basin of western Colorado:

sV ¼ 0:0238Z (6.14)

where sV is in MPa; Z is in meters.
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By analyzing in situ stress data measured in mining industry, Hoek and
Brown (1980) proposed that overburden stress can be estimated from the
overburden gradient of 0.0272 MPa/m. This implies that the rock average
bulk density is about 2.77 g/cm3, which is too high for most sedimentary
rocks in petroleum basins, where the overburden gradient is about
0.0231e0.0238 MPa/m, as shown in Eqs. (6.12) and (6.14). Therefore, if it
is possible, it is best to compute vertical stress from reliable density log data.

6.2 Minimum horizontal stress from measurements

Ljunggren et al. (2003) reviewed methods for determining in situ stresses,
which can be classified into two main categories. The first category consists
of methods that disturb the in situ rock conditions, i.e., by inducing strains,
deformations, or crack opening. The following methods may be included
in this category:
• hydraulic methods, including hydraulic fracturing and hydraulic tests on

preexisting fractures,
• borehole relief methods, and
• surface relief methods.

The second category consists of methods based on the observation of
rock behaviors without any major influence on the rocks. The following
methods belong to this category:
• statistics of measured data (database),
• core-discing,
• borehole breakouts,
• relief of large rock volumes (back analysis),
• acoustic methods (Kaiser effect),
• strain recovery methods,
• geological observational methods, and
• earthquake focal mechanisms.

In the oil and gas industry, the minimum horizontal stress is commonly
measured from downhole hydraulic fracturing tests, such as LOT, extended
leak-off test (XLOT), diagnostic fracture injection test (DFIT), mini-frac
text, and micro-frac test.

6.2.1 Leak-off tests in normal and strike-slip faulting
stress regimes

The minimum horizontal stress can be determined by direct measurements,
and the commonly used method is hydraulic fracturing (e.g., Haimson and
Cornet, 2003), or its oilfield equivalent, LOT,XLOT(e.g.,Raaen et al., 2006),
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DFIT, mini-frac and wireline tests, or LWD micro-frac tests (Ramakrishnan
et al., 2009). In a hydraulic fracture test, an interval of borehole is isolated and
sealedwith inflatable packers as shown in Fig. 6.3. In a typical LOT, it is simpler
than the one presented in Fig. 6.3 because the casing in the borehole seals the
shallower formations; therefore, only the hole below the casing and any new
formation drilled before the test are exposed (Edwards et al., 2002). The fluid is
then pumped into the hole with a constant flowrate. The pressure increase in
the hole is typically linear as long as there are no leaks in the system, and the
exposed formation is not highly permeable. As the pressure increases at some
point, the rate of pressure increase varies such that the pressureetime curve
departs from linearity (Fig. 6.4). This departure from linearity is the fracture
initiation pressure (pi).

After departure from linearity, pressure is typically seen to increase at a
lower rate until a maximum pressure is reached, and this pressure is the
formation breakdown pressure (pb). After the rock is broken down
(i.e., major hydraulic fracture is created), at some point the pressure in the
hole levels off and remains fairly constant (pprop) at the same flowrate.
During this stage, the fracture is propagating (Zhang and Roegiers, 2010).

Figure 6.3 Outline of the principal components of a hydraulic fracturing stress mea-
surement. A test interval along the borehole is isolated by two inflatable packers. The
pressure in the interval is then increased by pumping fluid in. The induced fracture
extends successively with each of three pressurization cycles in the direction of the
maximum horizontal stress SH and opens against the minimum horizontal stress Sh
(Schmitt et al., 2012).
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When the pump is turned off, the pressure begins to decline and the
pressure drops to the instantaneous shut-in pressure (pisip). As the pressure
declines, the fracture starts to close. If the generated fracture is vertical and
largely in the far field, then the stress acting to close the fracture is equal to
the minimum horizontal stress (sh). Therefore, the minimum horizontal
stress is equal to the closure pressure (pc), i.e., the inflection point in the
pressure decline curve (Zhang and Yin, 2017), as shown in Fig. 6.4.

sh ¼ pc (6.15)

Eq. (6.15) is for the case in the normal and strike-slip faulting stress
regimes, and the created fracture is not affected by preexisting fractures. If
natural fractures exist, the hydraulic injection may not create new fractures
but open preexisting arbitrary-oriented fractures. In this condition, the
interpretation of closure pressure from Eq. (6.15) provides an unreliable
estimate of the minimum horizontal stress. However, an inversion type
stress analysis introduced by Cornet and Valette (1984) or Baumgartner and
Rummel (1989) can be used to analyze in situ stresses in preexisting
fractures. The method is based on the shut-in pressure Psi as a measure of
the normal stress Sn acting across the fracture plane considered:

Sn ¼ Psi (6.16)

Assuming that the vertical stress SV is overburden stress (a principal
stress) and the stress field linearly varies with depth, the normal stress Sn,i
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Figure 6.4 A typical one-cycle XLOT performed in a borehole showing the relationship
of the fracture initiation and breakdown pressures versus the injection volume.
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acting on the fracture plane can be expressed in the following equation
(Klee et al., 2011):

Sn;i ¼ SV cos2 aþ 1
2
sin2 af½SHo þ Sho þ ðdSH=dzþ dSh=dzÞzi�

� ½SHo þ Sho þ ðdSH=dzþ dSh=dzÞzi�cos 2ðq� q1Þg
(6.17)

where q and a are the strike and dip angles of the particular fracture plane at
depth zi; SHo and Sho are the principal horizontal stresses at the upper limit
of the investigated borehole section; the stress derivatives are the horizontal
principal stress gradients and q1 is the orientation of SHo with respect to
north. The equation includes six unknowns; the solution therefore requires
a minimum of six measurements of Sn at various depths on fractures with
different orientations. This method is attractive because shut-in pressures
are easy to identify and are usually reliable (Klee et al., 2011). In addition,
no assumptions on pore pressure are required.

6.2.2 Leak-off tests in the reverse faulting stress regime
In a strong tectonic stress regime, particularly the reverse faulting stress
regime, vertical stress is the minimum stress and the injection-induced
fracture is horizontal, and the closure pressure is equal to vertical stress
sV, i.e.,

sV ¼ pc (6.18)

Therefore, the closure pressure measured from a hydraulic injection test
in the reverse faulting stress regime is not a true reflection of the minimum
horizontal stress. Alternative methods are needed; for instance, the mini-
mum horizontal stress can be interpreted from drilling-induced fractures
using Kirsch’s wellbore solution (refer to Section 6.4.2.2).

6.2.3 Minimum stress interpretations from leak-off tests
As stated in Eq. (6.15), sh is equal to the closure pressure (at the inflection
point) during the pressure decline in Fig. 6.4; however, this method can be
difficult to apply when the inflection point is less well-defined, as pointed
out by Jones and Sargeant (1993) and Desroches and Kurkjian (1999). One
approach to determine the minimum horizontal stress is to use the instan-
taneous shut-in pressure (pisip). However, this is not an exact relationship.
Although pisip is an adequate approximation of closure stress, it is usually
difficult to determine accurately. If large amounts of fluid have been pumped
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into the formation interval, the value of stress will increase because of the
additional stresses created by the presence of this extra fluid, and this could
distort the results.

By examining the pressure falloff data after several injection periods, the
point at which the fracture closes can be observed, and closure pressure can
be better estimated (Whitehead et al., 1986). When the pump is shut in, the
pressure decline behavior should represent linear flow of fluid from the
fracture into the reservoir (Jones and Sargeant, 1993). During infinite-
conductivity fracture flow, pressure in the wellbore varies as described by
the following equation:

Dp ¼ At1=2 (6.19)

A similar relation exists for finite-conductivity fracture flow:

Dp ¼ A0t1=4 (6.20)

where Dp is the difference between the final injection pressure and shut-in
bottomhole pressure; t is the elapsed time; A and A0 are constants.

Therefore, the pressure decline in the fracture should be a linear
relationship with t1/2 or t1/4. When the fracture closes, the slope of the
pressure decline curve versus t1/2 or t1/4 should change. Fig. 6.5 presents an
example plot of the pressure decline curve versus t1/2. The change point of
the slope in the pressure decline curve versus t1/2 or t1/4 is the closure
pressure (Thiercelin and Roegiers, 2000), which is easier to be picked up
and interpreted.

Figure 6.5 Pressure falloff data plotted with square root of time from a leak-off test.
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There are several other methods used to determine the closure pressure
from the pressure decline following shut-in. The G-time function
technique uses a plot of pressure as a function of pressure versus G-time
(Nelson et al., 2007). The G-time function was constructed to account
for the temporal and spatial variations of leak-off observed in the rock as the
created hydraulic fracture propagates and recedes. It is a dimensionless time
function relating shut-in time (t) to total pumping time (tp) (at an assumed
constant rate). The dimensionless pumping time used in the G-function is
defined as follows (Barree et al., 2009):

DtD ¼ ðt � tpÞ=tp (6.21)

where t is the elapsed total time from the start of fracture initiation; tp is the
total pumping time (elapsed time from fracture initiation to shut-in) in
consistent time units.

The G-function can be expressed in the following:

GðDtDÞ ¼ 4
p
½ gðDtDÞ � g0� (6.22)

where g0 is the dimensionless loss-volume function at shut-in (t ¼ tp or
DtD ¼ 0). It is the computed value of g at shut-in (Eq. (6.23) or (6.24)).

For the assumption of low leak-off, or high efficiency where the open
fracture area after shut-in varies approximately linearly with time in low-
permeability formations, the intermediate function g(DtD) is computed in
the following equation (Barree et al., 2009):

gðDtDÞ ¼ 4
3

�ð1þ DtDÞ1:5 � Dt1:5D

	
(6.23)

For high leak-off, or low-efficiency fluids where the fracture surface
area varies with the square root of time after shut-in, the intermediate
function g(DtD) is as follows:

gðDtDÞ ¼ ð1þ DtDÞsin�1
�ð1þ DtDÞ�0:5	þ Dt0:5D (6.24)

On a plot of pressure and its derivatives versus G-function calculated
from Eqs. (6.22) to (6.23) (Barree et al., 2009), as shown in Fig. 6.6, the
fracture closure pressure can be easily determined.

There are two ways to record the pressures when performing the LOT or
FPIT (formation pressure integrity test). One is to record the pump pressure
from the surface; the other is to measure it through downhole pressure
gauges or tools, such as the pressure while drilling (PWD or APWD).
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However, these two measurements may give different results, and the
downhole measurement gives a lower value than the one from the
surface measurement. The downhole measurement gives a more realistic
result because it represents the downhole pressure of the tested formation. If
the injection pressure (pump pressure) is recorded at the surface, the
bottomhole pressure gradient can be calculated from the following equation:

Pl ¼ Pmw þ ps
0:051948D

(6.25)

where Pl is the bottomhole pressure gradient (ppg); ps is the measured pump
pressure at the surface (psi); Pmw is the downhole mud weight (or ESD) when
the LOT test is performed (ppg); D is the depth of the tested formation (ft).

It should be noted that if the LOT does not reach the formation
breakdown pressure, it is not a good test for in situ stress determination.

6.2.4 Minimum stress from diagnostic fracture injection test
The DFIT is another method to determine the closure pressure (e.g., Martin
et al., 2012). It can be used to discern both hydraulic fracturing character and
the reservoir pressure. It is often performed before the stimulation treatment
of a formation. It usually consists of pumping a certain amount
(500e2000 gal) of water (often containing a clay control additive) into a
reservoir rock at rates of 2e10 bbls/min. The pressure and injection rates are
measured throughout the fracture-injection test and recorded for subsequent
analysis. The principle in determination of closure pressure in the DFIT is

Figure 6.6 Pressure-dependent leak-off G-function plot to determine the closure
pressure.
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very similar to the LOT, and interpretation of the closure pressure is the
same as the methods introduced in the previous sections. The major dif-
ference between LOT and DFIT is that the DFIT uses a larger injection rate
(volume) and creates a much longer hydraulic fracture. The formation
breakdown pressure may be measured larger for a higher pumping rate. It
should be noted that the recorded pressure in the DFIT normally is the
gauge pressure. The mud pressure in the borehole should be added for the
purpose of calculating in situ stresses (refer to Eq. 6.25).

6.2.5 Case example of in situ minimum stress measurement
The MWX was sponsored by the US Department of Energy to increase
natural gas production from low-permeability sandstone reservoirs. Three
vertical wells, MWX-1, MWX-2, and MWX-3, spaced several hundred
feet apart were drilled in the Piceance Basin of northwestern Colorado.
The MWX involved strata of the Mesaverde Group, which comprises the
Cretaceous Iles and the Williams Fork Formations (Nelson, 2003). The
major stress measurement techniques used were small-volume hydraulic
fractures and anelastic strain recovery (ASR) (Warpinski and Teufel, 1989).
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Figure 6.7 Pore pressure and minimum horizontal stress (Sh) measurements as a
function of depth at the MWX site in the Piceance Basin of Colorado. (Modified from
Nelson (2003) courtesy of the U.S. Geological Survey, data from Spencer (1989) and
Warpinski et al. (1985))
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Fig. 6.7 presents pore pressure and measured minimum horizontal stress
profiles with depth. The pore pressure is highly overpressured starting from
5200 ft probably because of gas generation. The minimum horizontal stress
in the shale or mudstone at any given depth is consistently greater than that
in the sandstone. This might be caused by the sandstone, which has a lower
Poisson’s ratio than that in the shale or by the lithology-dependent
phenomenon as described by Zhang and Zhang (2017) (refer to Section
5.3 of Chapter 5).

6.3 Minimum horizontal stress calculation

The LOT, FPIT, and DFIT are useful methods to determine the mini-
mum horizontal stress in some sections of a borehole. However, measured
data normally are not available at the location and depth of interest.
Furthermore, most LOT tests only provide fracture initiation pressures or
formation breakdown pressures and do not indicate fracture closure
pressures (i.e., the minimum stress). Micro-frac tests can be performed
while drilling, which provide real-time measurements of horizontal
stresses. However, for a very tight rock the micro-frac test may not be able
to break the formation. Therefore, challenges still exist for efficiently,
routinely, and accurately determining and predicting the minimum
horizontal stress (e.g., Schmitt et al., 2012; Zhang, 2013). In the following
sections, the conventional uniaxial strain model and its improved forms are
examined for estimating the minimum horizontal stress.

6.3.1 Minimum horizontal stress without tectonic impact
In the normal faulting stress regime, the minimum horizontal stress is the
minimum principal stress and can be calculated by assuming the uniaxial
strain condition. For the isotropic rocks and without tectonic stress effect,
the minimum horizontal stress can be expressed in the following:

sh ¼ n

1� n
ðsV � appÞ þ app (6.26)

where sh is the minimum horizontal stress; sV is the overburden stress; n is
Poisson’s ratio; pp is the pore pressure; a is Biot’s coefficient. This equation
indicates that the minimum horizontal stress is strongly dependent on
vertical stress and pore pressure. Notice that Eq. (6.26) is the lower bound
minimum horizontal stress (Zhang and Zhang, 2017).

In situ stress estimate 201



A case example in the following is presented to examine the applicability
of this equation. Whitehead et al. (1987) presented field measurements for
in situ stresses and pore pressure in the Travis Peak Field of tight gas
sandstone play, Harrison County, Texas. The minimum horizontal stresses
were measured from 34 stress tests in 5 wells in the Travis Peak formation
using mini-frac and other tests (Whitehead et al., 1986). The formation pore
pressures were obtained in many zones by either wireline formation tests or
pressure buildup tests. Poisson’s ratio values are available in their paper and
can be used to calculate the stresses from Eq. (6.26). Fig. 6.8 plots the
measured reliable pore pressure, overburden stress, measured and calculated
minimum horizontal stresses. It shows that the minimum horizontal stress
calculated from the uniaxial strain model (Eq. 6.26) gives a very reasonable
estimation.

Warpinski et al. (1985) presented another field test results of in situ
stresses in well MWX-2 located near Rifle, Colorado. Poisson’s ratios are
calculated from sonic logging data. Based on the data, the minimum
horizontal stress is calculated using Eq. (6.26) (assuming a ¼ 1) and
compared to the measured minimum horizontal stresses. Fig. 6.9 demon-
strates that the calculated minimum horizontal stresses based on Eq. (6.26)
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Figure 6.8 The minimum horizontal stress calculated by Eq. (6.26) with a ¼ 0.95 using
the data of Whitehead et al. (1987) measured in Texas. The measured pore pressure,
hydrostatic pore pressure, and overburden stress are also plotted.
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match the measured results in sandstones and siltstones, where measured
pore pressure data are available. The calculated results do not match the
measured results in shales, and this may be caused by the unreliable pore
pressure estimate in the shales. There were no measured pore pressures in
shales, and the pore pressures provided in shales were interpolated from the
pressures measured in adjacent sandstones (Warpinski et al., 1985). The
mismatch in the minimum horizontal stress calculation may also be caused
by the tectonic stress.

6.3.2 Minimum horizontal stress with tectonic impact
The uniaxial strain model is oversimplified for estimating the minimum
horizontal stress in a tectonic region. Therefore, modification is needed.
If the tectonic stress is considered (as proposed by Daines, 1982), the
minimum horizontal stress can be written as:

sh ¼ n

1� n
ðsV � appÞ þ app þ smin

tect (6.27)

where stect
min is the tectonic stress in the minimum horizontal stress direction.

It is also named as the excess minimum horizontal stress, and

smin
tect ¼ E

1� n2
ðεh þ nεHÞ (6.28)
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Figure 6.9 Pore pressure, measured and calculated minimum horizontal stresses (Sh),
and overburden stress versus depth in Well MWX-2 based on the data of Warpinski
et al. (1985).
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Therefore, Eq. (6.27) can be rewritten as follows:

sh ¼ n

1� n
ðsV � appÞ þ app þ E

1� n2
ðεh þ nεHÞ (6.29)

where E is Young’s modulus of the rock; εh and εH are the tectonic strains
or excess applied strains in the minimum and maximum horizontal stress
directions, respectively. Eq. (6.29) can be derived from Hooke’s law (refer
to Eq. (1.50) in Chapter 1 with thermal effect or Warpinski (1989)).

To apply the above method the tectonic strains have to be obtained,
which can be back-calculated either from in situ stress measurements or
from calibrations of observed wellbore shear and tensile failures. Dolinar
(2003) presented how to use the measured horizontal stress results to obtain
the excess applied strain in mining areas for the eastern United States. He
considered that the excess strains could be obtained from Eq. (6.29) after
the effects of gravity (effect of Eq. 6.26) were removed from the measured
horizontal stresses. The stress measurements were mainly obtained by
overcoring method from 37 sites in the northern (7 sites) and central (19
sites) Appalachian regions as well as from the eastern Mid-Continent region
(11 sites) with the depths ranging from 275 to 2500 feet. Examining the
excess strains obtained from the stress measurements indicates that for most
of the eastern United States the maximum applied excess or tectonic strain
(εH) ranges from 300 to 550 micro strains (Table 6.1). However, in a high
strain zone in the central Appalachian region, the maximum applied tec-
tonic strains range from 700 to 1000 micro strains.

Table 6.1 Average excess applied horizontal strain by region for the eastern United
States (Dolinar, 2003).

Region
Number
of sites

Max.
Strain εH

(10�6)

Max. Strain
range
(10�6)

Min.
Strain εh

(10�6)

Strain
ratio
εH/εh

Northern
Appalachian

7 440 300e540 260 1.69

Central
Appalachian: Low
strain zone

7 370 300e480 170 2.17

Central
Appalachian: High
strain zone

12 760 550e970 410 1.85

Eastern Mid-
Continent

10 370 240e530 80 4.6
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Very high tectonic stresses are found in the Longmen Shan fault belt
near China’s Sichuan basin, where the margin zone between the Tibetan
Plateau and Sichuan basin is located. In this fault belt the rate of the
maximum tectonic compressive strain (εH) measured from the surface by
GPS reaches to 40e50 nano-strains per year (Pan and Shen, 2017). This has
imposed large tectonic strains to the Sichuan basin, which can reach
εH ¼ 2e20 � 10�9/yr. If the subsurface formations have the same strain
rates and the rock properties are E ¼ 30 GPa, n ¼ 0.25, and εh ¼ 0, then
the minimum tectonic stress can be obtained from Eq. (6.28), i.e.,
stect
min ¼ 1.6 � 10�5e1.6 � 10�4 MPa/yr and the maximum tectonic stress

stect
max ¼ 6.4 � 10�5e6.4 � 10�4 MPa/yr (refer to Eq. 6.73). The high

tectonic strain rates and high tectonic stresses have caused very high
horizontal stresses in the geologic time scale in this region. Cui et al. (2014)
reported abnormally high horizontal stresses from in situ stress measure-
ments by ASR in the Wenchuan Earthquake Fault Scientific Drilling
Project, borehole-1 (WFSD-1). The borehole, located in the Longmen
Shan thrust fault zone, was drilled to a vertical depth of 1179 m with an
average deviation angle of 11 degrees. The obtained minimum and
maximum horizontal stresses (Cui et al., 2014) are plotted in Fig. 6.10 along

Figure 6.10 Geological column of the WFSD-1 and measured minimum and maximum
horizontal stresses in the Longmen Shan Fault area, Sichuan, China.
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with the main lithologic units and rock types. The overburden stress and
depth (Z ) have the following relation: sV ¼ 0.0257Z. The data at shal-
lower depths (< 400 m) are also plotted in Fig. 6.10 for comparison, which
were measured using hydraulic fracturing method in the Yingxiu area (Wu
et al., 2009), near the WFSD-1 site. It can be observed from Fig. 6.10 that
two horizontal stresses are mostly higher than the overburden stress, so that
this area is in the thrust faulting stress regime.

When the excess strains are not available, empirical correlations can be
used to estimate tectonic stresses or strains. Calibrating the minimum stress
data obtained from downhole tests, the tectonic stress can be approximately
estimated from the following relation:

smin
tect ¼ bsV (6.30)

where b is the ratio of the tectonic to overburden stresses or tectonic stress
constant, and b � 0.

Therefore, the minimum horizontal stress Eq. (6.27) can be rewritten as
follows:

sh ¼ kðsV � appÞ þ app þ bsV (6.31)

where k ¼ n/1�n.
Several examples are given in the following to illustrate tectonic stress

constants in different basins. Tingay et al. (2009) presented in situ stress
measurements in the Champion field, offshore Brunei. This field is in
normal faulting stress regime, and average in situ stress gradients are
sV ¼ 21.8 MPa/km, sh ¼16.5 MPa/km, and sH ¼18�21 MPa/km. Based
on the measured stress and pore pressure data, they obtained the following
pore pressure and in situ stress relation:

sh=sV ¼ 0:58ð pp


sV Þ þ 0:54 (6.32)

where sh, sV, and pp are in MPa, the same unit used in the following
equations.

Compared this equation to Eq. (6.31) and assuming a ¼ 1, it can be
found that b ¼ 0.12, hence Eq. (6.32) can be rewritten as follows:

sh ¼ 0:42ðsV � ppÞ þ pp þ 0:12sV (6.33)

The LOT data in deepwater Gulf of Mexico wells show that the
tectonic stress constant is much lower, but with a much higher n/(1-n), e.g.,
in the Mississippi Canyon b ¼ 0.04, and

sh ¼ 0:68ðsV � ppÞ þ pp þ 0:04sV (6.34)

206 Applied Petroleum Geomechanics



Analyzing measured minimum horizontal stress data from mini-frac
tests, Meng et al. (2011) obtained the following relation (with constant
b ¼ 0.035) for the minimum horizontal stress in the Qinshui coalbed
methane basin (Fig. 6.11):

sh ¼ 0:45ðsV � ppÞ þ pp þ 0:035sV (6.35)

It can be seen from Eqs. (6.33e6.35) that k and b values are different in
different areas. If the measured minimum horizontal stress data (e.g., LOT,
DFIT) are available, k and b values can be back-calculated from Eq. (6.31),
which can be used to estimate the minimum horizontal stress in a similar area.

6.3.3 Minimum horizontal stress in anisotropic rocks
Some sedimentary rocks, particularly shales, are transversely isotropic, and
rock properties (e.g., Young’s modulus and Poisson’s ratio) are very different
in horizontal and vertical directions. For transversely isotropic rocks the
minimum horizontal stress can be expressed as follows, if the uniaxial strain
model is applicable (refer to Chapter 1, Section 1.5.2 for derivations):

sh ¼ EhnV

EV ð1� nhÞ ðsV � aV ppÞ þ ahpp (6.36)
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Figure 6.11 Measured sh and pp data and empirical correlations of the maximum and
minimum horizontal stresses, overburden stress, and pore pressure in coalbed
methane reservoir of the Qinshui basin, China.
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where subscripts h and V represent rock properties in horizontal and
vertical directions, respectively. For example, if rock properties have the
following relations: Eh/EV ¼ 2.0, nh/nV ¼ 1.4, nV ¼ 0.2, nh ¼ 0.28, and
aV ¼ ah ¼ a, the minimum horizontal stress in anisotropic and isotropic
cases can be calculated as follows:

Anisotropic case, from Eq. (6.36): sh VTI ¼ 0:56
�
sV � app

� þ app,
Isotropic case, from Eq. (6.26): sh ¼ 0:25

�
sV � app

� þ app
The results in the above calculations indicate that the effective minimum

horizontal stress in the transversely isotropic case is more than two times of
that in the isotropic case. The difference in this example is significant;
therefore, the anisotropy of the rock needs to be considered.

Because the uniaxial strain model cannot describe the real state of in situ
stresses in most cases, the minimum stress model in Eq. (6.36) can be
modified by considering the tectonic strains. The equation considering the
horizontal strains derived in Chapter 1, Section 1.5.2 (Eq. 1.48) can be used
for the transversely isotropic formations:

sh VTI ¼ EhnV

EV ð1� nhÞ ðsV � aVppÞ þ ahpp þ Eh

1� n2h
ðεh þ nhεHÞ (6.37)

The difficulty in applying this equation is to determine the minimum
and maximum horizontal strains εH and εh. To solve this issue, two methods
can be used: one is to use local or regional empirical equations to estimate
the minimum horizontal stress; the other is to back-calculate the horizontal
strains or tectonic stresses from stress measurements using the following
equation and Eq. (6.73):

smin
tect ¼ Eh

1� n2h
ðεh þ nhεHÞ (6.38)

6.3.4 Minimum horizontal stress from empirical equations
When measured data in the study area are not available, regional empirical
equations can be used as a first estimate. Empirical equations in several pe-
troleum basins are presented in the following. For application of any of these
empirical equations, calibrations from local data in the studied area are needed
because these equations might be obtained with some limitations, e.g., for a
certain formation or rock type without considering lithology effects.

Using more than 300 reliable data from leak-off tests and hydraulic
fracture tests from the US Gulf Coast region, Breckels and van Eekelen
(1982) proposed several relationships between the minimum horizontal
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stress and depth (mainly for shales). The following correlations are the
lower bound of the measured data for normally pressured formations in this
region:

sh ¼ 0:197D1:145 ðD � 11; 500ftÞ
sh ¼ 1:167D � 4596 ðD > 11; 500ftÞ (6.39)

where D is the depth in ft; sh is the minimum horizontal stress in psi. The
same units are used from Eqs (6.39e6.42).

The minimum horizontal stress in abnormally pressured formations in
the US Gulf Coast region can be estimated from the following correlations
(Breckels and van Eekelen, 1982):

sh ¼ 0:197D1:145 þ 0:46ðPc � PcnÞ ðD � 11; 500ftÞ
sh ¼ 1:167D � 4596þ 0:46ðPc � PcnÞ ðD > 11; 500ftÞ (6.40)

where Pc is the pore pressure gradient in psi/ft; Pcn is the normal pore
pressure gradient; and Pcn ¼ 0.465 psi/ft.

A similar correlation was obtained from hydraulic fracturing tests in
Venezuela for 5900 ft < D < 9200 ft (Breckels and van Eekelen, 1982):

sh ¼ 0:21D1:145 þ 0:56ðPc � PcnÞ (6.41)

where Pcn ¼ 0.433 psi/ft.
The mini-frac test data in the offshore Brunei appear to be subject to

higher compressive stresses than those in the US Gulf Coast; based on 15
data points, Breckels and van Eekelen (1982) obtained the following
relation (depth D < 10,000 ft):

sh ¼ 0:227D1:145 þ 0:49ðPc � PcnÞ (6.42)

From LOTs, Gibson-Poole et al. (2002) obtained the following cor-
relation between the minimum horizontal stress and depth in the Mesozoic
formations of the Petrel Sub-basin, NW Australia:

sh ¼ 0:0184Z (6.43)

where sh is in MPa; Z is the depth in meters. The same units are used from
Eqs. (6.43e6.47).

A similar correlation was obtained in the North Sea basins (Lønø, 1995)
based on XLOT data in the Ekofisk field:

sh ¼ 0:0185Zbml � 2 ð500 � Zbml � 2; 900mÞ (6.44)
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In the central Graben of the North Sea, the minimum horizontal stress
calculated from shut-in data from both LOT and XLOT data follows the
following expression (Amundsen, 1995; Addis et al., 1998):

sh ¼ 0:017Z � 1:09 ðZ � 3; 500mÞ (6.45)

The minimum horizontal stresses measured from acid-gas injection
wells in the Alberta Basin, Canada, have a basin-wide average gradient of
16.6 kPa/m, although stress gradients vary locally between 13.6 and
19.5 kPa/m (Hawkes et al., 2005), i.e.:

sh ¼ 0:0166Z (6.46)

In situ stress results measured by hydraulic fracturing tests (e.g., DFIT) in
tight gas reservoirs (Xujiahe sandstones) in the Sichuan basin of China show
that the maximum horizontal stress is greater than the overburden stress
(sV ¼ 0.024e0.0245Z and sH z 0.03Z). This area is located in high
tectonic stress regime, and the pore pressures in deep formations are
overpressured. The minimum horizontal stress in this area is close to or even
higher than the overburden stress, which generally has the following
relation (refer to Fig. 7.26):

sh ¼ 0:0224Z (6.47)

6.4 Maximum horizontal stress

Predicting the maximum horizontal stress is much more challenging than
predicting the minimum horizontal stress. This section attempts to provide
various approaches and methods. In very complicated conditions, such as in
a strong tectonic stress region, multiple methods and integrated approaches
need to be applied to verify each other and calibrate the model.

6.4.1 Maximum horizontal stress from extended leak-off
test

6.4.1.1 No fluid penetration in the formation
In normal and strike-slip faulting stress regimes, the maximum horizontal
stress can be estimated from the multicycle XLOT or DFIT, as shown in
Fig. 6.12. Assuming that the rock behaves like elastic and isotropic material
and no fluid penetrates into the fracture, Haimson and Fairhurst (1967)
derived the following equation to calculate the fracture initiation pressure
that can be used for the leak-off test analysis in a vertical well, and they
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stated that this equation might be able to predict formation breakdown
pressure:

pb ¼ 3sh � sH � pp þ sT þ T0 (6.48)

where pb is the formation breakdown pressure; pp is the pore pressure; T0 is
the tensile strength of the rock. The thermal stress (sT) in Eq. (6.48) is
considered, which can be expressed in the following form:

sT ¼ aTEðTm � Tf Þ
1� n

(6.49)

where sT is the thermal stress arising from the difference (DT ) between the
mud temperature (Tm) and the formation temperature (Tf ); aT is the ther-
mal expansion coefficient of the rock; E is Young’s modulus of the rock.

Some laboratory hydraulic fracturing experiments indicate that the
prediction from Eq. (6.48) underestimates the breakdown pressure obtained
from the laboratory test results (e.g., Zoback et al., 1977). Zhang et al.
(2018) proposed a new model to estimate formation breakdown pressure in
Eq. (6.50), which predicts a higher formation breakdown pressure than that
obtained from Eq. (6.48), implying a better prediction:

pb ¼ 3sh � sH � pp þ sT þ kT0 (6.50)

where k is a parameter and the default value is k ¼ ffiffiffi
2

p
. If k ¼ 1, Eq. (6.50)

simplifies to Eq. (6.48).

Volume or time
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Figure 6.12 Schematic relationship between pumping pressure and time or volume of
injected fluid in a typical two-cycle XLOT in a vertical well.
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It can be observed that the tensile strength effect is stronger in Eq. (6.50)
than that in Eq. (6.48) proposed by Haimson and Fairhurst (1967). The
equation, Eq. (6.50), predicts a higher tensile strength effect; therefore, it
may be used as the upper bound formation breakdown pressure.

For a vertical borehole and no fluid penetration in the formation before
the fracture is initiated, the upper bound maximum horizontal stress can be
obtained by rearranging Eq. (6.50):

sH ¼ 3sh � pb � pp þ sT þ kT0 (6.51)

To obtain reliable and repeatable closure pressure and rock tensile
strength data, a second pressurization cycle needs to be performed from the
initial hydraulic fracture test (Fig. 6.12) to obtain fracture reopening data.
Because a fracture has been created by the first cycle of the XLOT, there
should be no tensile strength in the fracture reopening process. The pressure
at the time of reopening of the fracture created from the previous cycle can
be used to estimate rock tensile strength (T0):

T0 ¼ pb � pr (6.52)

where pr is the fracture reopening pressure (refer to Fig. 6.12).
Fig. 6.13 presents an example of a two-cycle XLOT in an offshore well

of the North Sea. Normally, the recorded pump pressure is the gauge

Figure 6.13 Measured pump pressure and pressure gradient with consideration of
downhole mud pressure versus time (test points) in a two-cycle XLOT at a vertical
depth of 1000 m. In the figure the equivalent mud weight (EMW) is in sg (or g/cm3).
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pressure without considering mud weight (mud pressure). Therefore,
the mud pressure should be added to obtain the bottomhole pressure (see
Eq. 6.25). Based on the pressure data in Fig. 6.13, the calculation of the
maximum horizontal stress is shown in the following:
• The minimum horizontal stress is equal to the closure pressure

sh ¼ pc ¼ 18 MPa.
• Using Eq. (6.52), the tensile strength equals the difference of the

formation breakdown pressure and reopening fracture (pb2 ¼ pr):
T0 ¼ pb � pb2 ¼ 9.4 MPa.

• The maximum horizontal stress can be calculated from Eq. (6.51) with
pb ¼ 28.2 MPa, pp ¼ 11 MPa, sV ¼ 18.7 MPa, k ¼ O2. Therefore,
SH ¼ 28.1 MPa.

• The results show sH > sV > sh; this well is in strike-slip faulting stress
regime.

6.4.1.2 For permeable fractures
Eqs. (6.48) and (6.51) specially assume that fluid pressure does not penetrate
into the fracture from the borehole before the fracture begins to open.
However, there are good grounds to believe that the fracture remains
permeable to a significant degree even when closed (Ito et al., 1999). If the
fracture is slightly conductive, the fluid pressure at the wellbore wall may
only partially penetrate, and the pressure inside the fracture at the wellbore
wall is equal to the well pressure (Ito et al., 1999), i.e., pp ¼ pr. Substituting
pp ¼ pr and Eq. (6.52) into Eq. (6.51) with assumption of no thermal effect
and a ¼ 1, the maximum horizontal stress can be obtained by:

sH ¼ 3sh þ ðk� 1Þpb � ðkþ 1Þpr (6.53)

In the extreme case with a more conductive fracture, the fluid pressure
may completely penetrate to the crack tip. This implies that the reopening
is dominated by total force formed by the fluid pressure on the fracture
surfaces, and reopening pressure would be equal to the minimum
horizontal stress (Rutqvist et al., 2000):

sh ¼ pr (6.54)

Detournay and Cheng (1988) considered the effect of flow from
the hydraulic fracture into the formation. A poroelastic solution of the
breakdown pressure (Eq. 6.55) was proposed to take into account this
effect for permeable rocks (Haimson and Fairhurst, 1967; Detournay and
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Cheng, 1988). This breakdown pressure can be used as the lower bound
breakdown pressure:

pbl ¼ 3sh � sH � 2hpp þ T0

2ð1� hÞ (6.55)

The maximum horizontal stress for permeable rocks can be obtained
from the above equation:

sH ¼ 3sh � 2ð1� hÞpb � 2hpp þ T0 (6.56)

where h ¼ a 1�2n
2ð1�nÞ.

Eqs. (6.56) and (6.53) can be used as the lower bound maximum
horizontal stress, while the upper bound maximum horizontal stress can be
obtained from Eq. (6.51).

6.4.2 Maximum horizontal stress from drilling-induced
tensile fractures

6.4.2.1 In normal and strike-slip faulting stress regimes
If the mud pressure used for drilling is too high, then drilling-induced
tensile fractures are generated (Fig. 6.14). Fig. 6.14A presents an example
of drilling-induced tensile fractures in a six-pad electrical image log (EMI)
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Tensile
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(A) (B)

Figure 6.14 Electrical resistivity image logs. (A) the direction of the drilling-induced
tensile fracture orientation aligned with borehole axis in a vertical well.
(B) normalized formation micro imager (FMI) log showing en echelon drilling-induced
tensile fractures in an inclined borehole (Thorsen, 2011).
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in a vertical well. The azimuth in the image log along the wellbore starts
from North, to East, South, West, and goes back to North. The drilling-
induced fractures are thin and long fractures parallel to the borehole axis
and can be identified from resistivity image (darker color) in the image log,
as shown in Fig. 6.14A.

Assuming that the downhole mud pressure is equal to the formation
initiation pressure when drilling-induced tensile fractures occur, Eq. (6.48)
can be used to calculate the maximum horizontal stress for the vertical
hydraulic fracture in a vertical well, i.e.,

sH ¼ 3sh � pm � pp þ T0 (6.57)

where pm is the downhole mud pressure when drilling-induced tensile
fractures occur.

The other method is to assume that the tensile fractures are generated at
the wellbore wall when the minimum effective tangential stress (absolute
value, because tensile stress is a negative value) becomes less than the tensile
strength of the rock. Kirsch’s equation can be used to calculate the effective
tangential stress. The minimum effective tangential stresses at the wellbore
wall in a vertical well (s0q) can be obtained from Kirsch’s equation as
follows:

s0
q ¼ 3sh � sH � pm � app (6.58)

When vertical tensile fractures are generated in elastic, impermeable
rocks in a vertical wellbore, the following relation is satisfied: s0q þ T0 � 0.
When the rock starts to fail, Biot’s coefficient can be assumed as a ¼ 1.
Therefore, Eq. (6.58) can be rewritten as:

sH � 3sh � pm � pp þ T0 (6.59)

where T0 is the tensile strength of the rock to the horizontal tensile stress
(absolute value is used in the equation). Therefore, Eq. (6.59) is similar
to Eq. (6.57).

Plotting Eq. (6.59) in the stress polygon diagram and combining with
other methods (e.g., wellbore breakout), the maximum horizontal stress can
be constrained (refer to Section 6.4.4).

For an inclined borehole, the drilling-induced fractures are no longer
created along the borehole axial direction, but en echelon fractures
(Fig. 6.14B) are generated (e.g., Sun et al., 2017; Thorsen, 2011) because of
shear stress presence in the far field of the wellbore. Inversion methods of
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drilling-induced tensile fracture and wellbore breakout data (Aadnoy, 1990;
Peska and Zoback, 1995; Okabe et al., 1998; Huang et al., 2010; Thorsen,
2011) can be applied to obtain in situ stresses in inclined wellbores.

In the normal stress regime for a horizontal well drilled in one of the
horizontal stress directions, the tensile stress (absolute value) is the largest at
the top and bottom in the cross section of the borehole; hence, the tensile
fractures (vertical ones) initiate at the top and bottom of the horizontal well.

6.4.2.2 In the reverse faulting stress regime
6.4.2.2.1 For a vertical well
In the reverse faulting stress regime, the vertical stress is the minimum
in situ stress; therefore, horizontal hydraulic fracture stress will be generated
(Hubbert and Willis, 1957). The drilling-induced tensile fractures can also
be horizontal in a vertical well, as shown in Fig. 6.15. In the reverse faulting
stress regime, hydraulic fractures are opening or closing against the vertical
stress because the axial stress in the borehole axial direction induces these
tensile fractures. This suggests that the closure pressure in the vertical well in
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Figure 6.15 Drilling-induced horizontal tensile fractures interpreted on an image log
from the West Tuna 39 well of Australia. The fractures are electrically conductive,
transverse (the azimuth of sH: 138�N and 318�N), restricted to the tensile stress region
of the vertical wellbore (Nelson et al., 2005).
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hydraulic fracture tests (e.g., DFIT, LOT) may not be representative of the
minimum horizontal stress. This closure pressure is the vertical stress instead.
Hence, an alternative method is needed for estimating the minimum
horizontal stress.

Horizontal fractures observed to open and dilate in the near-wellbore
environment can be used to constrain in situ stresses. Using Kirsch’s
equation, the minimum effective axial stress (s0z) at the wellbore wall in a
vertical well can be written as (refer to Eq. (10.30) in Chapter 10):

s0
z ¼ sV � 2nðsH � shÞ � app (6.60)

Assuming that horizontal fractures are generated when s0z þ TV � 0
(generating horizontal fracture) and s0q þ T0 > 0 (opposite to Eq. 6.59,
i.e., not generating vertical fracture), as shown in Fig. 6.16. Therefore,
Eqs. (6.60) and (6.58) can be rewritten as follows, assuming a ¼ 1:

s0
z þ TV ¼ sV � 2nðsH � shÞ � pp þ TV � 0 (6.61)

s0
q þ T0 ¼ 3sh � sH � pm � pp þ T0 > 0 (6.62)

where TV is the rock tensile strength for the vertical tensile stress (absolute
values for TV and T0 are used in the equations), and it is the strength for
resistance to generate a horizontal tensile fracture and open it vertically.
If preexisting horizontal and low-angle fabrics or weaknesses (e.g., beddings
and interfaces) are presence, then TV is negligible. T0 is the rock tensile
strength for the horizontal tensile stress.

Figure 6.16 Plot of effective tangential and axial (vertical) stresses along the wellbore
circumference in a vertical well in the reserve faulting stress regime (for sV < sh). It
shows the condition for generating horizontal drilling-induced tensile fractures at
s0z þ TV � 0, which occurs at 0�, 180�, and 360�. The plot is drawn from Eqs. (6.58) and
(6.60) for n ¼ 0.2, a ¼ 1, sV ¼ 78 MPa, pm ¼ 62 MPa, and pp ¼ 60 MPa.
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From Eqs. (6.61) to (6.62), the maximum horizontal stress can be
constrained in the following equations, and this condition represents the
case where only drilling- or injection-induced horizontal tensile fractures
are generated, i.e.,

Generating horizontal fractures : sH � sV þ 2nsh � pp þ TV

2n
(6.63)

Not generating vertical fractures : sH < 3sh � pm � pp þ T0 (6.64)

When Eqs. (6.63) and (6.64) are satisfied, only drilling- or injection-
induced horizontal fractures are generated. Fig. 6.17 presents how to use
stress polygon to constrain the ranges of the minimum and maximum
horizontal stresses from Eqs. (6.63) to (6.64). The stress polygon needs to be
drawn based on the lower bound minimum horizontal stress from
Eq. (5.15) and upper bound maximum horizontal stress from Eq. (5.16)
in Chapter 5. A case example is examined in Fig. 6.17 for Poisson’s ratio
n ¼ 0.2 (or m ¼ 0.75 from Eq. 5.18), Biot coefficient a ¼ 1, vertical
stress sV ¼ 78 MPa, mud pressure pm ¼ 62 MPa, and pore pressure
pp ¼ 60 MPa. The simplified equations of Eqs. (6.61) and (6.62) (i.e., s0z þ
TV ¼ 0 and s0q þ T0 ¼ 0) are applied to analyze the range of the mini-
mum and maximum horizontal stresses. From these equations two lines are
plotted in the stress polygon (dashed lines in Fig. 6.17). The area between
these two lines (shaded area) in the reverse faulting stress regime (RF) is the
allowable horizontal stress region when the drilling- or injection-induced
horizontal tensile fractures are generated. Additionally, the maximum
horizontal stress should not be greater than the upper bound of the stress
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Figure 6.17 Allowable area of the minimum and maximum horizontal stresses con-
strained from stress polygon and drilling- or injection-induced horizontal fractures.
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polygon, i.e., sH � SUBH . Therefore, the ranges of horizontal stresses can be
obtained from Fig. 6.17, i.e., sh ¼ 82e87 MPa and sH ¼ 129e132 MPa.

6.4.2.2.2 For a horizontal well
For a horizontal well, drilling- or injection-induced horizontal fractures in
the reverse faulting stress regime are much easier to be generated because
the minimum effective tangential stress is very small. The minimum
effective tangential stress in a horizontal well drilled in the minimum
horizontal direction can be expressed in the following:

s0
q ¼ 3sV � sH � pm � app (6.65)

When the horizontal fractures (the fractures parallel to the axial direc-
tion of the horizontal well) are generated, the following relation is satisfied,
i.e., s0q þ TV � 0. Notice that in this case s0q is the stress to generate
horizontal fractures at the side of the horizontal wellbore, as shown in
Fig. 6.18. Therefore, Eq. (6.65) can be rewritten in the following form
when the horizontal fractures are generated assuming a ¼ 1:

s0
q þ TV ¼ 3sV � sH � pm � pp þ TV � 0 (6.66)

Fig. 6.19 plots the effective tangential stress along the wellbore
circumference in a horizontal well located in the strike-slip and reverse
faulting stress regimes. In this figure the in situ stresses, mud pressure, pore
pressure, and other parameters are the same to those in Fig. 6.16.
Comparing Fig. 6.19 to Fig. 6.16, the horizontal well is much easier to

Figure 6.18 Effective tangential stresses and DITFs at the sides of the cross section of
a horizontal well drilled in the minimum horizontal stress direction (for sV < sH).
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generate horizontal fractures because a much larger tensile stress (absolute
value) is created at the wellbore wall (this can be found by comparing Eq.
(6.61) to Eq. (6.66)). It may imply that for hydraulic fracturing operations in
a vertical well, the vertical fractures may be initiated first; these vertical
fractures will rotate and eventually develop into horizontal fractures after
penetrating through the near-wellbore zone into the undisturbed formation
because sV is the minimum in situ stress.

Because the maximum horizontal stress is the largest in situ stress in the
reverse faulting stress regime, the tensile fractures (horizontal ones) will
initiate at the side of the horizontal well (as shown in Figs. 6.18 and 6.19).
However, when the horizontal wellbore is not aligned with a principal
horizontal stress direction, the shear stress at the wellbore wall is not zero.
The borehole wall subjected to the maximum tension is at an angle (g) to
the borehole axis, and en echelon fractures are generated, as shown in
Fig. 6.14B. At the wellbore wall the effective principal tensile stress is equal
to the minimum effective principal stress and can be obtained by the
following equations:

s0
tmax ¼

s0
z þ s0

q

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
s0
z � s0

q

2

�2

þ sqz

s
(6.67)

g ¼ 1
2
tan�1

�
2sqz

s0
z � s0

q

�
(6.68)

Figure 6.19 Effective tangential stress and total radial stress (mud pressure) along the
wellbore circumference in a horizontal well drilled in the minimum horizontal stress
direction and located in the reserve faulting stress regime.
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where s0t max is the effective principal tensile stress at the wellbore wall; s0z
and s0q are the effective axial and tangential stresses at the wellbore wall,
respectively; sqz is the shear stress at the wellbore wall (refer to Kirsch’s
equation in Chapter 10); g is the angle between borehole axis and the ten-
sile fractures.

6.4.3 Maximum horizontal stress from wellbore breakouts
When stress concentration around a wellbore exceeds rock compressive
strength, breakouts are induced around the wellbore. Barton et al. (1988)
presented the following equation to determine the maximum horizontal
stress utilizing observations of breakout width in a vertical well:

sH ¼ UCS þ pp þ pm � shð1þ 2 cos 2 qÞ
1� 2 cos 2 q

(6.69)

where UCS is the uniaxial compressive strength of the rock; (180�-2q) is
the wellbore breakout angle.

In the above equation, Barton et al. (1988) assumed the wellbore
breakout occurs when the maximum tangential compressive stress is equal
to the uniaxial compressive strength. This assumption may be over-
simplified. Failure criteria should be applied to analyze wellbore shear
failure (breakout) and calculate the maximum horizontal stress.

Using the MohreCoulomb failure criterion, the following equation can
be obtained for calculating the maximum horizontal stress in a vertical well
(refer to Chapter 10, Section 10.5 for derivations):

sH ¼ UCS � aðq� 1Þpp þ ðqþ 1Þpm � ð1� 2 cos 2 bbÞsh

1þ 2 cos 2 bb
(6.70)

where 2bb is the wellbore breakout angle (degrees); 2bb ¼ 180��2q; q ¼
(1þ sin4)/(1� sin4); 4 is the angle of internal friction of the rock.

If the wellbore is in uniaxial loading condition, then q ¼ 0, and Eq.
(6.70) is simplified to Eq. (6.69). For borehole breakouts in inclined
boreholes, in situ stresses can be obtained from inversion of borehole
breakout data (e.g., Zajac and Stock, 1997).

6.4.4 Maximum horizontal stress from breakouts and
drilling-induced fractures

When both borehole breakouts and drilling-induced tensile fractures
(DITFs) occur in a vertical well, a stress polygon combined with wellbore
failure data can be used to determine the minimum and maximum
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horizontal stresses. For determining horizontal stresses, a stress polygon is
built first as illustrated in Fig. 6.20, which is similar to Fig. 6.17. Lines of
breakouts and DITFs are then plotted in the stress polygon diagram in
Fig. 6.20. The “breakout line” is drawn based on Eq. (6.70) if breakouts
occur at a given mud weight (here pm ¼ 62 MPa), and the UCS of the rock
is known. The “DITF line” consists of two segments: vertical and hori-
zontal DITF lines. Vertical DITFs are the vertical tensile fractures generated
in elastic, impermeable rocks in normal and strike-slip faulting stress
regimes, i.e., Eq. (6.59) should be satisfied, or s0q þ T0 � 0. However, in
the reverse faulting stress regime, horizontal DITFs may be initiated, hence
Eq. (6.61) needs to be satisfied, or s0z þ TV � 0. Combing these two cases,
a composite DITF line can be drawn, as shown in Fig. 6.20. From the stress
polygon plot the allowable horizontal stress area can then be determined,
which is the area within the intersection of “breakout lines” and “DITF
lines”.

6.4.5 Maximum horizontal stress from excess horizontal
strains

Similar to the method for estimating the minimum horizontal stress in Eq.
(6.29), the maximum horizontal stress in isotropic rocks can be obtained
from the following equation, if the horizontal strains are available:

sH ¼ n

1� n
ðsV � appÞ þ app þ E

1� n2
ðεH þ nεhÞ (6.71)
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In transversely isotropic formations, the maximum horizontal stress
can be expressed in the following form (refer to Chapter 1, Section 1.5.2
for derivations):

sH ¼ EhnV

EV ð1� nhÞ ðsV � aVppÞ þ ahpp þ Eh

1� n2h
ðεH þ nhεhÞ (6.72)

where subscripts h and V represent the rock properties in the horizontal and
vertical directions, respectively.

The major barrier for applying these equations is the difficulty in
accurately determining the horizontal strains. Similar to Section 6.3, the
horizontal strains can be back-calculated from stress measurements using the
following relation:

smax
tect ¼ Eh

1� n2h
ðεH þ nhεhÞ (6.73)

The maximum horizontal stress may also be estimated from the
following empirical equation:

sH ¼ n

1� n
ðsV � appÞ þ app þ csV (6.74)

where c is a calibration constant.

6.4.6 Maximum horizontal stress from equilibrium of in situ
stresses and pore pressure

To keep the stressestrain equilibrium, the three in situ stresses in elastic
formations should satisfy Hooke’s law. According to Hooke’s law, the
maximum effective horizontal stress (s0H) can be written as the following
form:

s0
H ¼ s0

h � Eεh
n

� s0
V (6.75)

where εh is the strain in the minimum horizontal stress direction.
Replacing the effective stresses by total stresses, the in situ stresses have

the following relation:

sH ¼ ðsh � appÞ � Eεh
n

� sV þ 2app (6.76)

Eq. (6.76) shows that if the minimum horizontal stress and horizontal
strain are available, the maximum horizontal stress can be calculated.
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Normally rock formations extend very long in horizontal directions;
therefore, the strain in the minimum horizontal direction is much smaller
than the strains in the vertical stress direction. Particularly, when the
interested formations are constrained by stiffer formations, the stress state is
similar to the condition of uniaxial strain loading. In this extreme case, εh is
equal to zero if there is no tectonic strain in the minimum horizontal stress
direction; therefore, the maximum horizontal stress can be expressed as
(Li and Purdy, 2010):

sH ¼ ðsh � appÞ
n

� sV þ 2app (6.77)

Eq. (6.77) is applied to estimate the maximum horizontal stress in an oil
fielddField 1 of the Visund field in the northern part of the North Sea.
The vertical stress, minimum horizontal stress, pore pressure, and mud
weight are available from Wiprut (2001). Applying Eq. (6.77) and assuming
a ¼ 1 and n ¼ 0.25, the maximum horizontal stresses at different depths are
calculated, as shown in Fig. 6.21, which are consistent with Wiprut’s results.

Eq. (6.76) can be plotted to the stress polygon diagram to constrain
in situ stresses. A stress polygon in Fig. 6.22 is drawn for Poisson’s ratio of
0.25 (or m ¼ 0.58 from Eq. 5.18) based on the lower and upper bound
horizontal stresses Eqs. (5.15) and (5.16). The following parameters are used

Figure 6.21 Calculated maximum horizontal stress (SH) from Eq. (6.77) compared to
the results of Wiprut (2001) in Well 1S of Field 1, the Visund Field, northern North Sea.
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in the stress polygon: sV ¼ 81.5 MPa, pp ¼ 62.3 MPa, n ¼ 0.25, E ¼ 30
GPa, and a ¼ 1. Eq. (6.76) is plotted in the stress polygon for three cases of
εh ¼ 0, εh ¼ 100, εh ¼ 200 microstrains, the dashed lines in Fig. 6.22. It can
be seen that in situ stress state changes to the reverse faulting stress regime as
the tectonic strain, εh, increases. Combining this plot to wellbore breakouts
and other data, the maximum stress can be obtained.

6.4.7 Maximum horizontal stress estimate
If no direct measurements are available for determining the magnitude
of the maximum horizontal stress, the following relation can provide a
rule-of-thumb estimation:

sH ¼ sh þ mðsV � shÞ (6.78)

where m is a constant. In the normal faulting stress regime, m can generally
be taken as 0.5 for a rule-of-thumb estimate.

The maximum horizontal stress estimated from Eq. (6.78) needs
calibrations to obtain a reasonable value. This can be done by, for example,
using the estimated maximum horizontal stress to calculate wellbore shear
and tensile failures in offset wells and then comparing the calculated results
to the observed breakouts and drilling-induced tensile fractures.

6.5 Maximum horizontal stress orientation

The orientation of the maximum horizontal stress is a crucially important
parameter for designing hydraulic fracturing and optimizing drilling direction.
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For a vertical or near vertical borehole, the maximum horizontal stress
orientation is aligned with the direction of drilling-induced tensile fractures
and is perpendicular to the direction of borehole breakouts. Oriented caliper
and image logs can be used to identify the directions of wellbore breakouts and
drilling-induced tensile failures. In hydraulic fracturing operations, the
direction of the hydraulic fracture propagation (except natural fractures) is
parallel to the maximum horizontal stress direction, and microseismic
measurements can identify it (Dohmen et al., 2017).

6.5.1 From borehole breakouts
Borehole breakouts are stress-induced enlargements of a wellbore. When a
borehole is drilled, the formations removed from the borehole are no
longer supporting the surrounding rocks. As a result, the stresses become
concentrated around the wellbore. Borehole breakout occurs when the
critical stress (obtained from a failure criterion; e.g., the Mohr-Coulomb
criterion) around the borehole exceed rock strength. Breakouts are
mostly caused by shear failures, including maybe compressive or tensile
spalling failures of the wellbore (Zhang, 2002; Zhang et al., 2003). Shear
failures in a wellbore are primarily caused by the development of inter-
secting conjugate shear planes, causing pieces of the borehole wall to spall
off, as shown in Fig. 6.23. Around a vertical borehole, stress concentration
(e.g., the tangential stress) is the greatest in the direction of the minimum
horizontal stress (Sh in Fig. 6.23). Hence, the long axes of borehole
breakouts are oriented approximately parallel to the minimum horizontal
stress orientation (Sh), as shown in Fig. 6.23.

Figure 6.23 Results of a hollow cylinder lab test simulating borehole breakouts
(performed by the CSIRO Division of Geomechanics). Intersection of conjugate shear
failure planes results in enlargement of the cross-sectional shape of the wellbore
(Reinecker et al., 2003).
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Borehole image log can also be used to identify wellbore breakouts.
Fig. 6.24 displays a section of ultrasonic borehole imager (UBI) log data
processing for the GPK1 vertical well. It shows the wellbore breakouts (two
symmetric bands at N95 � 7�E in the image log), azimuth of wellbore
breakouts, and schematic wellbore cross sections. The azimuth of wellbore
breakouts in the vertical well is the direction of the minimum horizontal
stress. For inclined boreholes, Eq. (6.68) can be applied to calculate the
principal stress direction or g (the angle between the borehole axis and the
principal stress direction).

Figure 6.24 Results of UBI data processing for GPK1 well. (A) Unwrapped maps of the
relative topography DR/Rc: (B) Unwrapped maps of the normalized amplitude.
(C) Breakout azimuth qBK. (D) wellbore cross-section views (Bérard and Cornet, 2003).
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6.5.2 From drilling-induced tensile fractures
Drilling-induced tensile fractures (DITFs) can be identified by borehole
image log. Fig. 6.25 shows a section of electrical image log in the left and a
schematic wellbore cross section in the right with tensile fractures and
breakouts annotated. The DITFs and breakouts in the image log have low
resistivity for water-based mud (darker color). In the image log the
breakouts are wider and darker than the DITFs, and the directions of the
breakouts and DITFs are different in 90 degrees. For a vertical or nearly
vertical borehole, the orientation of the maximum horizontal stress is
parallel to the direction of DITFs. For inclined boreholes the angle (g)
between borehole axis and DITFs can be obtained using Eq. (6.68), when
en echelon DITFs in image logs are available (e.g., Fig. 6.14B). From the
image logs the maximum stress magnitudes can also be obtained for the
inclined boreholes (Thorsen, 2011).

Figure 6.25 Electrical image log (left) showing drilling-induced fractures and break-
outs in a vertical well with a schematic wellbore cross section (right) displaying the
directions of the DITFs and breakouts.
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CHAPTER 7

Abnormal pore pressure
mechanisms
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Abstract

Abnormal pore pressures, mostly overpressures, exist in many sedimentary formations.
The overpressures deteriorate drilling safety and may cause borehole influxes, kicks,
and even blowouts. To reduce these risks, origins and mechanisms of abnormal pore
pressures are analyzed, including compaction disequilibrium, hydrocarbon generation,
smectite diagenesis, formation uplift, and unloading. If formation overpressures were
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generated by compaction disequilibrium, it is often recognized by higher-than-ex-
pected porosities at a given depth and the porosities deviated from the normal
porosity trend. Hydrocarbon generation is a process of the creation of mobile fluids
from an original solid immobile kerogen, which greatly increases fluid volume or
porosity and causes a great increase in pore pressure. Case studies show that hard
overpressures created from hydrocarbon generation are consistent with the increase
in vitrinite reflectance. In addition, a composite normal compaction trendline for pore
pressure prediction is proposed to honor smectite and illite transformation and pore
pressure generation. Abnormal pore pressures in several petroleum basins and shale
oil and gas plays are examined to illustrate the mechanisms of abnormal pressure
generations.

Keywords: Abnormal pore pressure; Compaction disequilibrium; Hydrocarbon

generation; Overpressure; Pore pressure gradient; Smectiteeillite transformation; Uplift

and unloading.

7.1 Normal and abnormal pore pressures

Pore pressure is the fluid pressure in pore spaces of the porous formation. It
varies from hydrostatic pressure (normal pore pressure) to severe over-
pressure, which can be more than two times of the hydrostatic pressure in a
subsurface formation. Overpressures exist in many geologic basins in the
world. If the abnormal pore pressure is not accurately predicted before
drilling or while drilling, drilling risks and incidents will increase greatly.
For example, in deepwater of the Gulf of Mexico, incidents associated with
pore pressure and wellbore instability accounted for 5.6% of drilling time in
non-subsalt wells and 12.6% of drilling time in the subsalt wells (York et al.,
2009). The abnormally high pore pressures have caused serious drilling
incidents, such as the kicks and well blowouts (Skalle and Podio, 1998;
Holand and Skalle, 2001). Therefore, pore pressure prediction is critically
important for drilling planning and operations in the oil and gas industry.
Abnormally high pressures also induced geologic hazards and disasters, such
as weakness in faults (e.g., Bird, 1995; Tobin and Saffer, 2009) and mud
volcanoes (Davies et al., 2007; Tingay et al., 2009).

7.1.1 Hydrostatic pressure and normal pore pressure
Normal pore pressure is the hydrostatic pressure caused by the column of
pore fluid from the surface to the interested depth. For the formations with
normal fluid pressure, the pore pressure gradient follows the hydrostatic
pressure gradient. The magnitude of hydrostatic pressure is proportional to
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the depth below the surface and to the density of the fluid in the pores.
Thus, hydrostatic pressure can be calculated using the following equation:

pn ¼ rf gh (7.1)

where pn is the hydrostatic pressure; g is the acceleration due to gravity; rf is
the fluid density; and h is the vertical height of the fluid column (or depth),
as shown in Fig. 7.1 (Zhang, 2013).

Practically the following equation can be used to calculate the hydro-
static pressure in the metric unit:

pn ¼ 0:00981rf h (7.2)

where pn is in MPa; rf is in g/cm3; and h is in meters.
In the English unit, the hydrostatic pressure can be expressed as follows:

pn ¼ 0:4335rf h (7.3)

where pn is in psi; rf is in g/cm3; and h is in ft.

7.1.2 Salinity effect on hydrostatic pressure
Hydrostatic pore pressure depends on water density (Fig. 7.2), while the
density of water is a function of water salinity, temperature, and content of
dissolved gases (Chillingar et al., 2002). There is a general variation in
hydrostatic pressure gradient (rfg) at different locations owing to different
water densities. For instance, the average hydrostatic pressure gradient is
usually taken as 0.465 psi/ft (1.074 kg/cm3) in the Gulf of Mexico, and this
corresponds to water with a salinity of 80,000 parts per million (ppm) of
sodium chloride at 77�F (25�C) (Dickinson, 1953). Formation water varies

Piezometric surface

ghff ρ=

h

Ground surface

Confined aquifer
nnp

Figure 7.1 Schematic cross-section showing the hydrostatic pressure caused by water
column in a subsurface formation (aquifer).
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greatly in salinity; therefore, formation pore pressure also changes with
salinity, as shown in Table 7.1.

Generally, the density of water in sedimentary basins varies from 1.0 to
1.08 g/cm3 (for the saturated saltwater, rw ¼ 1.2 g/cm3), for example:

Gulf Coast (Mississippi delta): rw ¼ 1.07 g/cm3;
Rocky Mountains and the North Sea: rw ¼ 1.02 g/cm3;
Nigeria delta: rw ¼ 1.08 g/cm3.

7.1.3 Overpressure and underpressure
When pore pressure is lower or higher than the hydrostatic pressure, it is
abnormal pore pressure. Pore pressure that is greater than the hydrostatic
pressure is termed overpressure or excess pressure (Fig. 7.3). Likewise, pore
pressure that is less than the hydrostatic pressure is termed underpressure, or
subnormal pressure. Underpressure and overpressure together are
composed of the classification of abnormal pressures. The terms of
abnormal pressure and overpressure are sometimes used interchangeably

Figure 7.2 Normal pore pressure profiles for pore fluids of fresh water and brine
compared to overburden stress in the subsurface.
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Table 7.1 Water salinity, density, and pressure gradient variations (at 20�C, standard conditions).

Water type
Salinity: Cl�

(mg/L)
Salinity: NaCl
(mg/L)

Water density
(g/cm3)

Pressure
gradient (kPa/m)

Pressure
gradient (psi/ft)

Equivalent mud
weight (ppg)

Fresh water 0e1500 0e2500 1.00 9.81 0.433 8.335
Sea water 18,000 30,000 1.02 10.0 0.442 8.50
Sea water 33,000 e 1.035 10.18 0.448 8.63
Formation water 10,000 16,500 1.01 9.91 0.437 8.41
Formation water 36,000 60,000 1.04 10.2 0.450 8.67
Formation water 48,000 80,000 1.05 10.3 0.455 8.75
Formation water 60,000 100,000 1.07 10.5 0.463 8.92
Saturated saltwater 192,667 317,900 1.20 11.77 0.520 10.0

Modified from Mouchet, J.C., Mitchell, A., 1989. Abnormal Pressures while Drilling. Editions TECHNIP, Paris.
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because underpressures uncommonly occur in the sedimentary formations
(excluding those caused by depletion from oil and gas production).

7.1.4 Pore pressure and pore pressure gradient
The hydrostatic pressure and formation pore pressure in a typical oil and gas
well are plotted in Fig. 7.4. The pore pressure profile with depth in this well
is similar to many geologically young sedimentary basins where over-
pressure is encountered at depth. At relatively shallow depths (less than
2000 m), pore pressure is hydrostatic, indicating that a continuous, inter-
connected column of pore fluid extends from the surface to that depth. At a
depth of more than 2000 m the overpressure starts, and pore pressure in-
creases with depth rapidly, implying that the deeper formations are hy-
draulically isolated from the shallower ones. By 3800 m, pore pressure
reaches a value close to the overburden stress, a condition referred to as hard
overpressure. The effective stress in pore pressure prediction community is
conventionally defined to be the subtraction of pore pressure from over-
burden stress, as shown in Fig. 7.4. The increase of overpressure causes
reduction in the effective stress.

Figure 7.3 Underpressure, overpressure, hydrostatic pressure (normal pressure), and
overburden stress in the subsurface.
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Pore pressure gradient is more practically used in drilling engineering
because it is more convenient to be used for determining mud weight (mud
density), as shown in Fig. 7.5. Pore pressure gradient at a given depth is the
pore pressure divided by the true vertical depth. The mud weight should be
appropriately selected based on pore pressure gradient, wellbore stability,
and fracture gradient before setting and cementing a casing. The drilling
fluid (mud) is applied in the form of mud pressure to support the wellbore
walls for preventing influx and wellbore collapse during drilling. To avoid
fluid influx and wellbore instability in an open hole section, a heavier mud
pressure than the pore pressure is needed. However, when mud weight is
higher than the fracture gradient of the drilling section, it may break the
formation, causing mud losses or even lost circulation. To prevent a
wellbore from unintentional hydraulic fracturing by the high mud weight,
as needed where there is overpressure, a casing needs to be set to protect the
overlying formations from fracturing, as illustrated in Fig. 7.5.

Pressure gradients and mud weight are expressed in the metric unit, SG
or g/cm3 (i.e., specific gravity) in Fig. 7.5. However, pressure gradients and
mud weight are often reported in the English or the US unit system in the
oil and gas industry. The pressure gradient conversions between the US
and metric units can be found in Table 7.2. In the drilling industry, the
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Figure 7.4 Hydrostatic pressure, pore pressure, overburden stress, and effective stress
in a borehole. TVD is the true vertical depth.
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pressure gradient in the subsurface formation is normally converted to an
equivalent mud weight (EMW) at surface for display and interpretation. In
the US unit system, the unit of the pressure gradient is lbs/gallon, or ppg,
which is a commonly used unit for pressure gradients and mud weight in
the drilling industry in some countries, such as the United States.
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Figure 7.5 Pore pressure gradient, fracture gradient, overburden stress gradient
(lithostatic gradient), mud weight, and casing shoes with depth. In this figure pore
pressure and overburden gradients are converted from the pore pressure and over-
burden stress plotted in Fig. 7.4 (Zhang, 2011).

Table 7.2 Conversions of pore pressure gradients in the metric and the US unit
systems.

Conversions Conversions

1 g/cm3 ¼ 9.81 MPa/km 1 ppg ¼ 0.051948 psi/ft
1 g/cm3 ¼ 0.00981 MPa/m 1 ppg ¼ 0.12 g/cm3

1 g/cm3 ¼ 1 SG 1 ppg ¼ 0.12 SG
1 MPa/km ¼ 0.102 SG ¼ 0.102 g/cm3 1 ppg ¼ 1.177 MPa/km
1 MPa/km ¼ 0.0442 psi/ft 1 ppg ¼ 1.177 kPa/m
1 g/cm3 ¼ 8.345 ppg 1 psi/ft ¼ 19.25 ppg
1 g/cm3 ¼ 0.4335 psi/ft 1 psi/ft ¼ 2.31 g/cm3

1 SG ¼ 8.345 ppg 1 psi/ft ¼ 22.62 MPa/km
1 SG ¼ 0.4335 psi/ft 1 psi/ft ¼ 2.31 SG
1 SG ¼ 62.428 pcf (lb/ft3) 1 ppg ¼ 7.4805 pcf
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Converting a pressure into the EMW at a given depth can use the
following equation:

EMW ðppgÞ ¼ pressure ðpsiÞ
0:051948� TVD ðftÞ (7.4)

where TVD is the true vertical depth in ft.

7.2 Origins of abnormal pore pressures

Overpressures can be generated by many mechanisms, such as compaction
disequilibrium (undercompaction); hydrocarbon generation and gas
cracking; aquathermal expansion; tectonic compression (lateral stress);
mineral transformations (e.g., illitization); and osmosis, hydraulic head, and
hydrocarbon buoyancy (Swarbrick and Osborne, 1998). The following
mechanisms will be examined in the following sections:
• Compaction disequilibrium;
• Hydrocarbon generation;
• Formation uplift and unloading;
• Smectite diagenesis.

7.2.1 Overpressures by compaction disequilibrium
In many cases, compaction disequilibrium or undercompaction has been
determined to be the primary cause of overpressure, particularly in
geologically young rocks (such as formations in the Tertiary, i.e. Neogene
and Paleogene periods) and fast subsided basins (sedimentation
rate > 500 ft/m.y. or 152 m/m.y.). Examples of areas where compaction
disequilibrium is cited as the primary reason of abnormal pressure include
the US Gulf Coast, Alaska Cook Inlet; Beaufort Sea; Mackenzie Delta;
North Sea; Adriatic Sea; Niger Delta; Mahakam Delta; Nile Delta; Malay
Basin; Eastern Venezuelan Basin (Trinidad); and Potwar Plateau of Pakistan
(Law and Spencer, 1998; Burrus, 1998; Heppard et al., 1998; Powley,
1990; Nelson and Bird, 2005). In these areas, the abnormally pressured
rocks are mainly located in the Tertiary and late Mesozoic sedimentary
formations, the depositional setting is dominantly deltaic, and the lithology
is dominantly shale.

When sediments compact normally, formation porosity is reduced at the
same time as pore fluid is expelled. During burial, formation overburden
stress increase is the prime cause of fluid expulsion. If the sedimentation rate
is low, normal compaction occurs, i.e., equilibrium between increasing
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overburden and ability to expel fluids is maintained (Mouchet and Mitchell,
1989). The normal compaction generates hydrostatic pore pressure in the
formation, as shown in the shallow section of Fig. 7.6. When the sediments
subside rapidly and the formation has extremely low permeability, fluids
can only be partially expelled, and the remained fluid in the pores must
support all or part of the weight of overburden sediments. Consequently,
the pores are less compacted, which results in a higher porosity than the
normally compacted formation. This generates abnormally high pore
pressure, causing porosity to decrease less rapidly than it should be with
depth, and formations are undercompacted, i.e., in the state of under-
compaction or compaction disequilibrium. It mainly occurs in mudstones
(shales) because of their low permeability. The compaction disequilibrium
is often recognized by higher-than-expected porosities at a given depth and
the porosities deviated from the normal porosity trend (e.g., the deep
section of Fig. 7.6.).

Fig. 7.6 illustrates how to identify undercompaction and overpressure
from porosity profile. In a normally compacted formation, porosity should
decrease gradually as depth increases. When this porosityedepth relation is
reversed, the undercompaction occurs and overpressure generates. The
starting point of the porosity reversal is the top of undercompaction or top

Figure 7.6 Schematic porosity (A) and corresponding pore pressure (B) in a sedi-
mentary basin. The dashed porosity profile represents normally compacted formation.
In the undercompaction section, porosity (f) is larger than that in the normal
compaction trend (fn), and the porosity reversal occurs, corresponding to
overpressure.
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of overpressure. In the formation with undercompaction, porosity and pore
pressure are higher than those in the normally compacted formation.

To predict abnormal pore pressure generated by compaction disequi-
librium, one needs to obtain the porosity under normal compaction
condition. It is commonly accepted that porosity decreases exponentially as
depth increases in normally compacted formations (e.g., Athy, 1930):

fn ¼ f0e
�cZ (7.5)

where fn is the porosity in normally compacted formation; f0 is the
porosity of the mudline; Z is the true vertical depth below the mudline;
c is the compaction constant in 1/m or 1/ft.

This relation has been widely applied because in many shales and some
sandstones, normal porosity profiles generally show a concave downward
curvature (Fig. 2.5), as described in Eq. (7.5). A similar relationship
(Eq. 2.17) exists between porosity and effective stress (e.g., Dutta, 2002;
Flemings et al., 2002; Zhang, 2011). Using porosity, effective stress, and
pore pressure relationship, the pore pressure can be obtained from porosity
data based on compaction equilibrium theory (Zhang, 2011; Zhang and
Wieseneck, 2011). Fig. 7.7 presents an example on how to use compaction
disequilibrium to calculate pore pressure. Firstly, bulk density or sonic log in
offset wells are analyzed to obtain the porosity in normally compacted
shales, including to pick shale formations from the gamma ray log and
calculate porosity from bulk density log in the picked shales (e.g., Eq. 2.6).
By doing so, the porosity points of shales at different depths can be obtained
(the black points as shown in Fig. 7.7). The normal compaction trendline
(NCT) can be obtained (fn ¼ 0.46e�0.001118Z, Z is in meters) from
Eq. (7.5) based on the shallow porosity data. Fig. 7.7 plots the porosity
variations with depth compared to the NCT in both linear and logarithmic
scales. It shows that the shale is in normal compaction condition when
depth is less than 3200 m. From 3200 to 3600 m, the formations are slightly
undercompacted with a higher porosity than the normal compaction trend.
This implies that the pore pressure gradient starts to increase. The porosity
at depth of >3600 m is significantly higher than the normal compaction
trend, and the pore pressure is highly overpressured (Fig. 7.7) (refer to
Chapter 8 for more details in pore pressure calculations).

7.2.2 Overpressures from hydrocarbon generation
Generation of liquid and gaseous hydrocarbons from kerogen maturation is
kinetically controlled and dependent on a combination of time and
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Figure 7.7 Density-derived shale porosity versus depth in both linear (left) and logarithmic (middle) scales compared to the normal
compaction trendline, and pore pressure profile (right) calculated from the porosity.
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temperature. Hydrocarbon generation is the creation of mobile fluids
(mainly oil and hydrocarbon gases) from an original solid immobile
kerogen, causing fluid volume or porosity increase if the fluids cannot be
expelled. The coincidence of overpressure and hydrocarbon generation was
given early prominence by the study of the Bakken shale in the Williston
Basin, Montana and North Dakota, USA (Meissner, 1978a,b). The
abnormal pressure was attributed by Meissner (1978a) to two processes: (1)
increased volume of hydrocarbons and residue relative to unaltered organic
material, and (2) inhibited structural collapse of the rock framework as
overburden-supporting solid organic matter was converted to hydrocarbon
pore fluid. He estimated the fluid volume increased at about 25%, with
even greater increases in volume when maturation proceeded from oil to
wet gas, and later to dry gas (Fig. 7.8). Spencer (1987) extended the link
between overpressure and volume increase during oil generation to most of
the deeper parts of the Rocky Mountain basins. Sweeney et al. (1995)
modeled volume increases from organic maturation during oil generation,
leading to 25% of the total overpressure found in the La Luna Formation
source rocks in the Maracaibo Basin, Venezuela. The distribution of
hydrocarbon generation with depth indicates that considerable hydrocar-
bon expulsion and migration occurred in the US Gulf Coast wells at below
10,000 ft, where vitrinite reflectance values ranged from Ro ¼ 0.65 to
0.9% through the hydrocarbon generation interval. Results in four wells
indicate a close relationship between the intervals of high overpressures
(pressure gradient ranging from 0.76 to 0.86 psi/ft) and the petroleum
generation and expulsion windows; however, the porosity versus depth plot
in each well does not show an obvious change (Hunt et al., 1998).

The conversion of kerogen to methane from source rocks is the most
aggressive overpressure mechanism. The rising temperature that accom-
panies increasing burial depth converts oil in a reservoir into thermal gas. A
consideration of hydrogen balance shows that approximately one volume of

Wet gas & 
condensate 

Oil
Volume 
increase

Dry gas

Figure 7.8 Estimation of volume change when Type II kerogen in the Bakken shale of
the Williston Basin matures to produce oil, then wet gas and condensate, and finally
dry gas. (Redrawn from Meissner, 1978b.)
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oil thermally cracks to 534.3 volumes of gas at standard temperature and
pressure during deep burial (Barker, 1990). This extremely high volume
will develop very high overpressures, if the reservoir is an effectively iso-
lated system. Fig. 7.9 displays the calculated pore pressure generated from
oil cracking into gas. It demonstrates clearly the potential for generating
very high overpressures, most of which are in the geologically unreasonable
range of greater than the overburden stress.

Calculations by Barker (1990) show that if the reservoir system remains
open (i.e., at hydrostatic pressure) and is initially filled with oil that is
subsequently cracked to gas, then roughly 75% of the gas will be lost or the
reservoir volume must effectively increase in size, for example, by moving
the gasewater contact downward. If the reservoir is sealed and totally filled
with oil, cracking of as little as 1% of the oil is enough to raise pressures to
1 psi/ft (22.6 MPa/km). When these pressures exceed the fracture gradient,
the induced fracturing will break the seals, causing gas loss and pressure
decrease. The induced overpressures from hydrocarbon generation also
create microfractures in the source rock. Laboratory measurements of
ultrasonic velocity and anisotropy in kerogen-rich black shales of varying
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Figure 7.9 Pore pressure build-up with depth and deposition time showing the pore
pressure generation trend developed in an isolated system when oil cracks to gas
(Carcione and Helle, 2002).
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maturity in the Bakken formation, North Dakota, suggest that extensive,
bedding-parallel microcracks exist in situ in most mature source rocks
(Vernik, 1994). Core samples of the Bossier and Haynesville shales show
that bedding-parallel fractures exist in most cores, and some cores are highly
fractured with poke-chipping fractures and other microfractures. This could
be caused by the fracturing from induced overpressures by hydrocarbon
generation.

Gas generation in low permeable rocks causes high overpressure in
many onshore gas plays in the United States. For example, in the Greater
Green River Basin in Wyoming, Colorado, and Utah, the overpressures are
mainly caused by gas generation and occurrence in low-permeability upper
Cretaceous and lower Tertiary rocks (Law, 1984; Law and Dickinson,
1985). Fig. 7.10 shows the pressure gradient in the Wagon Wheel well in
the Green River Basin, Wyoming. The pore pressures constructed by C.
W. Spencer (Law, 1984, 2002) were based on mud weight data from mud
logs, well logs, and drill stem tests (DST). The total gas-bearing interval has
been divided into three pressure-related intervals that are defined on the
basis of specific geologic conditions.

The uppermost interval, referred to as the inactive zone, extends from a
depth of 8035 ft to about 10,500 ft where there is an abrupt increase in the
pressure gradient. The inactive zone corresponds to an interval in which
significantly large volumes of gas have previously been thermally generated.

Figure 7.10 Pore pressure and temperature (left) and vitrinite reflectance (right) in the
Wagon Wheel well, the Green River Basin, Wyoming. (From Charpentier et al., 1987;
Law, 2002)

Abnormal pore pressure mechanisms 247



However, because a cooling event occurred 2e4 million years ago, the
thermal generation of gas has either ceased or diminished to low rates such
that it is lost from the reservoirs faster than it accumulates (Charpentier
et al., 1987).

Below the inactive zone is the active zone that is further subdivided into
two intervals. Within the active zone thermogenic gas is thought to be
actively generated. The upper part of the active zone extends from a depth
of about 10,500 ft to about 14,700 ft where another abrupt increase in the
pressure gradient occurs. The pressure gradient in the upper part of the
active zone appears to be due to a thermal effect elaborated on by the lower
part of the active zone that extends from a depth of about 14,700 ft to
17,700 ft where the base of the Rock Springs Formation occurs. The
pressure gradient in the lower part of the active zone is coincident with the
top of a coal-bearing zone. The elevated pressure gradient through this
interval has been interpreted to the increased gas generation of the coal
zone (Charpentier et al., 1987).

With subsequent burial and exposure to higher temperatures, the
accumulated oil undergoes thermal cracking to gas, accompanied by a
significant increase of fluid volume and pressures (Barker, 1990). The level
of thermal maturity at which oil is transformed to gas is commonly thought
to be about 1.35% vitrinite reflectance (Ro) for a liquid-prone (Type I/II
organic matter) source rock (Tissot and Welte, 1984; Hunt, 1996). For a
gas-prone source rock (Type III organic matter), when Ro > 0.6%, gas
generation and overpressuring start, such as in the Greater Green River
Basin (Law, 2002), as shown in Fig. 7.10, where the increase of Ro is closely
related to the overpressures.

Oudin and Picard (1982) found that there is a good correlation between
the top of hard overpressure and the increase in vitrinite reflectance in the
Handil Field in Indonesia while Bates (1996) obtained a similar correlation
in the Nilam Field. According to Lambert et al. (2003), gas generation starts
at a vitrinite reflectance of 0.6%. In the fields of the Sisi-Nubi, Tunu,
Peciko, Handil, and Nilam in the Lower Kutai Basin, Indonesia, the top of
the transition zone from normal pressure into hard overpressure coincides
with the vitrinite reflectance threshold value of 0.6% for gas generation
(Ramdhan, 2010). Vitrinite reflectance data and measured pore pressures
show coincidence in gas generation and overpressures, as shown in
Fig. 7.11.
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7.2.3 Overpressures by uplift and unloading
Formation uplift and erosion cause overpressures, for example the Sabine
uplift in the Haynesville shale gas formation is one of reasons for over-
pressure generation (Zhang and Wieseneck, 2011). Evidence is also found
in other petroleum basins, for example, in the Cassia field, Trinidad
(Heppard et al., 2008), where the uplift made the top of the abnormal
pressure become shallower.

Assume that a formation is perfectly sealed at burial depth D0, retaining
a normal pressure of Pf0. If it is uplift to the depthD1, then the pore pressure
will keep the original value after uplift (the fluid expansion and other factors
are not considered here), i.e., Pf 1 ¼ Pf 0 (for a perfect seal), as shown in
Fig. 7.12. If the formation keeps the original pressure after uplift, it will
have a pressure elevation or overpressure compared to the current hydro-
static pore pressure at the new burial depth. The pore pressure elevation
due to uplift is

Dpf 1 ¼ rf gDe (7.6)

where, De is the height of the uplift or erosion.
Taking into account the factors of hydrocarbon compositions, thermal

history, initial pressure, and sealing conditions, Xia et al. (2013) analyzed
the fluid pressure variation of unconventional reservoirs during uplift. Their

Figure 7.11 Pressureedepth plot and vitrinite reflectance data for wells H-9-B1, Handil
Field, and NLM-109X, Nilam Field (Ramdhan, 2010). The top of the overpressure occurs
at Ro ¼ 0.6%.
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calculation considered both fluid dynamics (Darcy flow and diffusion) and
thermodynamics (pressureevolumeetemperature relationships), and their
results showed that uplift with an ideal sealing condition may enhance
overpressures of gas reservoirs and most volatile oil reservoirs with gas to oil
ratio (GOR) > 1000 scf/bbl and decrease overpressures of black oil reser-
voirs with GOR < 500 scf/bbl.

Owing to formation uplift or unloading, the relationship of the effective
stress and sonic or seismic velocity does not follow the loading curve, and
unloading happens, as demonstrated by laboratory-measured compaction
data in Fig. 7.13. The unloading defines the rebound curves in the original
compaction/loading curve (Bowers, 2001). The unloading occurs along a
flatter effective stress path than the initial compaction curve in the velocity
and density curves, as shown in Fig. 7.13. In the unloading case, a higher
pore pressure exists for the same velocity value than the one without
unloading because it has a smaller effective stress in the unloading case.
Fig. 7.13 also indicates that the sediment density typically changes very little
in the unloading condition.

Zhang and Wieseneck (2011) studied the relationship of pore pressure
(calculated from the fluid kicks), vertical effective stress, and corresponding
sonic velocities and densities in the Bossier and Haynesville shale gas for-
mations (Fig. 7.14). Unloading may exist in Fig. 7.14 compared to Bowers’
loading curve. Even in the unloading case a power relation can be used to
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Figure 7.13 Typical unloading responses from velocityeeffective stress, densityeeffective stress, and velocityedensity plots (Tosaya, 1982;
Bowers, 2001).
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Figure 7.14 Velocityevertical effective stress (VES), densityevertical effective stress, and velocityedensity plots in several wells showing
unloading behavior may exist in the Bossier and Haynesville shale gas formations (Zhang and Wieseneck, 2011).
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describe sonic velocity and effective stress relation, as shown in the
following equation (Zhang and Wieseneck, 2011):

Vp ¼ 1467s0:2577
e (7.7)

where Vp is the compressional velocity, in ft/s; and se is the effective stress,
in psi.

7.3 Overpressures and smectiteeillite transformation

Several common mineral transformations in sediments involve the release
of bound water. The most common of these involves the dehydration of
smectite, a multilayered, mixed-layered clay commonly found in
mudrocks. Smectite represents a family of montmorillonite, beidellite,
saponite, and nontronite, and it is one of the frequently observed clay
mineral in nature. Smectite transforms to a new mineral, illite, involving the
release of water at certain temperatures; during this process, the bound
water in smectite is expelled into pore space, causing the increase of pore
volume and pore pressure because the bound water expands about
1.04e1.1 times as it turns into pore water. Experimental results (Hunnur,
2006) show that during smectite to illite transformation, an increase in pore
pressure of up to 3% was observed between day 3 and day 7 from the start
of the experiment. Other dehydration reactions include gypsum to anhy-
drite in evaporitic sediments and coalification.

7.3.1 Overpressure mechanism of smectite to illite
transformation

Evaluation of interlayer water loss (dehydration) by smectites under
diagenetic conditions indicates that smectites in compacting shales, where
the vertical effective stress is greater than zero, will expel one of the two
remaining water layers at temperatures of 67e81�C, a temperature range
coincident with the onset of smectite to illite transformation
(Colten-Bradley, 1987). The last water layer will be lost at 172e192�C.
The loss of water generated by dehydration from the minerals into pore
space causes fluid volume increase in low permeable shale due to smectite
to illite transformation, which will increase pore pressure, if the water
cannot be expelled to other formations.

The overall volume change accompanying the complex smectiteeillite
reaction is not fully understood. Calculations indicate a total increase in
volume of 4% occurring in three pulses of water release (Swarbrick and
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Osborne, 1998). The first two are likely to take place within the top 1 km
of burial, with only the last pulse at depths where significant amounts of
overpressure are measured. However, the volume of water released is only
about 1.4% and will not create significant overpressure unless the rock is
completely sealed. Colton-Bradley (1987) suggested that overpressure
would inhibit the dehydration reaction because the dehydration tempera-
tures are elevated with increasing pore fluid pressure. The smectite dehy-
dration reaction is therefore thought to be a secondary rather than a major
cause of overpressure but may be additive to overpressure created by
compaction disequilibrium.

In several shale-dominated basins a gradual and systematic change from
smectite to illite downwards in the stratigraphic section is observed, broadly
coincident with the transition to high amounts of overpressure (Bruce,
1984). The transition occurs over a temperature range of 70e150�C and
appears to be independent of sediment age and burial depth. By contrast, in
the highly overpressured Caspian Sea basin, there is no change in smectite
to illite ratio to a depth of 6 km and temperature of 96�C (Bredehoeft et al.,
1988). Hence the origin of overpressure by smectite diagenesis is not
conclusive. However, the coincidence of overpressure at the same strati-
graphic levels as smectite to illite transformation may be related to the
ensuing changes in the rock fabric, trapping excess fluids generated by
another mechanism, e.g., compaction disequilibrium. Another conse-
quence of the mineral transformation from smectite to illite may develop a
hydraulic seal by the growth of coalescing illite packets and reduce
permeability. This would help to retain fluids and hence contribute to the
preservation of overpressure (Freed and Peacor, 1989).

7.3.2 Smectite and illite transition identified by rock
properties

In some area, an obvious transition from smectite to illite (SeI) occurred in
shallow depths (e.g., around 1000e2000 m). This transition not only
changes rock properties (e.g., sonic velocity, bulk density, elastic modulus)
but also affects pore pressure prediction. From the cross-plot of bulk density
and sonic transit time, the smectiteeillite transition with depths can be
observed in the offset wells. Alberty (2005) found that bulk density and
sonic transit time have different empirical relations for smectite and illite in
the Gulf of Mexico:

Smectite : rs ¼ 2:918� 0:00517Dt (7.8)
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Illite : ri ¼ 3:044� 0:00505Dt (7.9)

where rs and ri are the bulk densities in smectite and illite (g/cm3), respec-
tively; Dt is the sonic transit time (ms/ft).

Therefore, the following relation can be used to identify smectite and
illite transition:

Drs ¼ rb � ða� bDtÞ (7.10)

where Drs is the difference between the bulk density measured from den-
sity log and the bulk density in the smectite (g/cm3); a ¼ 2.981,
b ¼ 0.00511 from Eq. (7.8).

When Drs � 0, the shale should be smectite-dominated. Otherwise,
when Drs > 0, the shale should be illite-dominated. Therefore, the SeI
transition can also be identified from the bulk density curve where an
obvious increase in density appears. The cross-plot of bulk density and sonic
transit time in different depths in a well (Fig. 7.15) demonstrates that at a
certain depth there is a rapid increase in density at the same velocity (or
transit time, DT in the plot), e.g., at the transit time of 110 ms/ft, the
density increases from around 2.3 to 2.6 g/cm3. This density increase is a
typical behavior caused by smectiteeillite transformation. The smectite and
illite trend lines (Eqs. 7.8 and 7.9) are also plotted into the cross-plots in
Fig. 7.15 for comparisons.
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Figure 7.15 Cross-plot of bulk density and sonic transit time from wireline log in a well
with smectite and illite trendlines. At a shallow depth of < 4700 ft, the points follow
the smectite trend and when depth > 6000 ft, data points follow the illite trend (Reilly
and Zhang, 2015).
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Fig. 7.16 shows a cross-plot of bulk density and sonic transit time for the
measured sand pore pressure points in 14 wells. The transit time DT and
density data were picked in the adjacent bounding shales of each measured
pore pressure data point in the north Malay basin. Compared to the
velocityedensity data in the Gulf of Mexico reported by Alberty (2005)
and Lahann and Swarbrick (2011), the Malaysian data are consistent to the
smectiteeillite diagenesis in the Gulf of Mexico. The plot in Fig. 7.16
shows that overpressures are mainly located in the illite trend. This indicates
that pore pressure generation might be associated with smectite to illite
transformation (Reilly and Zhang, 2015). Some normal pressure points are
also in the illite trend, but these points are in deep formations and from the
wells located in the basin flank with majority of sands interbedded with thin
shales. The reason to generate normal pressure might be due to that these
thin shales could not retain high pore pressures, even pressures were
generated.

7.3.3 Unloading caused by smectite and illite
transformation

There are two different unloadings (Katahara, 2006): elastic unloading and
unloading caused by the SeI transformation. The latter can be used to
explain the generation of pore pressure induced by the SeI transformation
in shales. The cross-plot of shale bulk density and vertical effective stress
(vertical stress subtract measured pore pressure, or VES) shows two different
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Figure 7.16 Sonic DT and bulk density relationship for 14 wells where the pore
pressures were measured in wet sand and the shale properties were obtained from
well logs in the bounding shales. The smectite and illite trends are also plotted for
comparisons (Reilly and Zhang, 2015).
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behaviors of the shale diagenesis: illitization loading and unloading
(Fig. 7.17). From smectite shales to illite shales with normal pressure and
slight overpressure, the shales experience illitization as the loading (VES)
increases, i.e., bulk density increases as the loading increases. This mainly
appears at a shallow depth. Fig. 7.17 also indicates that a great shift occurs in
the overpressure data (most red squares) in the latter stages of illitization, in
which the overpressure data do not follow the stressedensity loading path.
This stage can be considered as the illitization with unloading, a similar
behavior reported in Lahann et al. (2001). From Fig. 7.17 the illitization
unloading curve corresponds to overpressures; however, the illitization
loading curve coincides to normal pressures. This implies that only the
illitization with unloading generates overpressures. The following correla-
tions can be used to describe the loading and unloading curves:

Illitization with loading: rl ¼ 0:909s0:1248e
Illitization with unloading: ru ¼ 1:71s0:055e

where rl and ru are the bulk densities in loading and unloading cases,
respectively; se is the vertical effective stress.

7.3.4 Smectite and illite normal compaction trend and
overpressure

For the basins with smectite-dominated shales, the transformation from
smectite to illite may increase pore pressure. For pore pressure prediction,
the normal compaction trends in smectite and illite should be different, and
a composite NCT is needed. Transition from smectite to illite is primarily
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driven by temperature; and therefore, the composite normal compaction
trend will be dependent on the temperature gradient. Alberty and McLean
(2003) pointed out that in reality, it should have a compaction trend
honoring the smectite and illite characterizations, to follow the smectite
trend down to the onset of the diagenetic conversion and then cross over to
the illite trend within the diagenetic window and then follow the illite
trend thereafter.

Zhang and Yin (2017a) proposed a multisegmental NCT, which has
different compaction parameters (cs and ci), as shown in Fig. 7.18, i.e.,

For smectites : Dts ¼ Dtm þ ðDtml � DtmÞe�csZ (7.11)

For illites : Dti ¼ Dtm þ ðDtml � DtmÞe�ciZ (7.12)

For a linear S� I transition : Dtt ¼ ðZ � Z1ÞDti þ ðZ2 � ZÞDts
ðZ2 � Z1Þ (7.13)

where Dts, Dti, Dtm, Dtml are the transit time in smectite, illite, matrix and
mudline, respectively; cs and ci are the compaction parameters for smectite
and illite, respectively; Z1 is the depth of the smectite; Z2 is the depth of the
illite; Z1 and Z2 can be determined from mineral test results in offset wells
or estimated from the regional temperature profile, which is associated with
the SeI transformations.

This composite NCT can be used to predict the overpressure that is
solely caused by smectite to illite transformation. It can also be used for the
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Figure 7.18 The NCTs in the transit time versus depth for a shale composed of
smectite and illite. Left: composite NCT; middle: composite NCT and transit time; right:
overpressure caused by smectite to illite transformation and undercompaction.
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case that smectite to illite transformation is only as an addition to the
overpressure, and primary abnormal pressure is caused by under-
compaction, as shown in Fig. 7.18. Because rock properties change greatly
from smectite to illite, it should use two different NCTs (or a composite
one); otherwise, if only illite NCT is used, the shallow pore pressure will be
overestimated, particularly if this NCT is calibrated by the measured pore
pressures in the deep formations.

7.4 Pore pressure seals and compartments

Pressure seal and compartment are two important concepts in pore pressure
prediction. A seal is formed by impermeable or extremely low permeability
lithology such as evaporite, salt, or shale. Pressure compartment has
impermeable outer seals and an internal volume (e.g., sandstone). Each
compartment exhibits effective internal hydraulic communication and has a
similar pressure gradient. Effective pressure seals are of critical importance to
maintain pore pressures in a pressure compartment. The pressure seals may
be formed by faults, salt and mud diapirs, and vertical or lateral facies
changes. The overall rate of pressure change across seals in shale has been
observed to be as great as 15 psi/ft (0.34 MPa/m) (Powley, 1990). Fig. 7.19
shows the pressure difference of more than 15 MPa across a seal. Fig. 7.20
displays that the difference of pore pressure gradients is 0.8 ppg (w0.1 SG)

Figure 7.19 Measured fluid pressures in two sandstone formations showing that there
are obvious pressure compartments, implying a seal between the two sandstones
exists.
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in two sandstones across a thick seal. Seal integrity is critical to maintain
pore pressures in a compartment or a hydrocarbon reservoir, particularly the
integrity of the top seal in the crest. If pore pressure gradient in a reservoir at
the crest is higher than the fracture gradient of the seal, then the seal would
be broken, causing the oil or gas to bleed off.

7.5 Abnormal formation pressures in some petroleum
basins

7.5.1 Global distribution
Abnormal pressures occur in a wide range of geographic and geologic
conditions. Based on the compilation of the occurrence of abnormal
pressures (Law and Spencer, 1998), there are approximately 150 geographic
locations around the world known to be abnormally pressured. Hunt
(1990) indicated that abnormal pressures were identified in about 180
basins. Nearly all the abnormally pressured regions are overpressured. All

Figure 7.20 Gamma ray and pore pressure gradients measured from the modular
formation dynamic tester (MDT, in ppg) showing two pressure compartments and a
thick seal in a well.
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the causes of abnormal pressures in the literature are referred to the
following reasons (Law and Spencer, 1998): compaction disequilibrium,
aquathermal expansion, hydrocarbon generation, mineral transformations,
tectonics, and osmosis. The most common cause of abnormally high
pressure is compaction disequilibrium; the age of the abnormally pressured
rocks is primarily Tertiary. In pre-Tertiary rocks, the main causes of
abnormal pressure include hydrocarbon generation, aquathermal
expansion, mineral transformations, and tectonic deformation; however,
hydrocarbon generation was cited as the most common cause. As these
deltaic sediments are buried deeper and experience higher temperatures,
hydrocarbon generation may supplant compaction disequilibrium as the
main cause of abnormally high pressure. In deltaic rock sequences where
the hydrocarbon source rock occurs stratigraphically below the compaction
disequilibrium-affected sediments, the generation of hydrocarbons from
these source rocks may result in the development of overpressure, which
could be physically transferred upward into the region of compaction
disequilibrium. This causes further increase of the overpressure generated by
compaction disequilibrium (Law and Spencer, 1998). In the following
sections, typical pore pressure profiles are analyzed in several petroleum
basins.

7.5.2 Abnormal pressure in the Macondo well of the Gulf of
Mexico

The Macondo well, MC 252-1 (BP) is an oil exploration well, located 133
miles SE of New Orleans in the Mississippi Canyon block 252, deepwater
Gulf of Mexico, USA. The mudline of the well was 5067 ft including the
air gap of 75 ft. On April 20, 2010, the Deepwater Horizon blowout of the
Macondo well occurred.

The Macondo pore pressure profile (Fig. 7.21) shows that the first
abnormal pore pressure indicator at 7500 ft TVD SS (below the sea level)
confirms the shallow onset of overpressure, and this is very common in
deepwater Gulf of Mexico (e.g., Flemings et al., 2002). From 7500 to
17,640 ft, pore pressure gradually increases and approximately parallels to
the overburden stress, with the maximum pore pressure gradient of
13.9 ppg. Thereafter, pore pressure decreases abruptly by 1200 psi over
370 ft as the main sandstone reservoir (M56) is approached (Pinkston,
2018). The M56, a Miocene-aged sandstone, is part of a larger hydraulically
connected aquifer and has a large pore pressure regression presented at the
Macondo (Pinkston, 2018). Case study in some Green Canyon wells show
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a similar behavior, i.e., the reservoir pressure regression occurred compared
to adjacent shales and isolated sands owing to lateral drainage in the
reservoir (Zhang et al., 2008).

The leak-off test (LOT) and formation integrity test (FIT) data points
(related to fracture gradient) from BP’s report (BP, 2010) are also plotted in
Fig. 7.21. It shows that the drilling window between pore pressure and
fracture gradient is very narrow in some sections although the maximum
fracture gradient is greater than 16 ppg (the value of FIT tested at 17,082 ft
TVD ss).

7.5.3 Abnormal pressures in the Scotian Shelf, Canada
The Scotian Basin is located beneath the outer part of the Scotian Shelf,
offshore Nova Scotia, eastern Canada. The gas-bearing sandstones in the
Cretaceous and upper Jurassic formations are the major target in the basin.
Overpressures are encountered throughout the Scotian Shelf south of the

Figure 7.21 Pore pressure profile in the Macondo well (redrawn from Pinkston, 2018)
with downhole mud weight (APD) and LOT, FIT. pn and pp are the normal pressure and
pore pressure.
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hinge zone (Yassir and Bell, 1994). Most of the research on overpressures in
the Scotian Shelf has concentrated on the Venture field, where the
overpressures begin at approximately 4500 m, as shown in Fig. 7.22. Pore
pressure increases in steps, reaching a value close to the lithostatic stress (SV
in the figure) in deep formations. Overpressures occur in high-porosity
sands interbedded with shales. The shales act as seals to overpressured
fluids (Wade, 1991; Drummond, 1992). Disequilibrium compaction for
abnormal pressure generation is ruled out because of the low sedimentation
rates in the region. Gas generation is a key cause of overpressuring because
the overpressured zone is related to a sharp increase in vitrinite reflectance
tested in some wells. Additionally, Wade (1991) noted that the top of
overpressure corresponds with the 130�C isotherm (related to hydrocarbon
maturation).

Fig. 7.22 also shows that there is a consistent relationship between
overpressures and in situ stresses in the basin. The minimum horizontal
stress increases dramatically starting from the top of overpressure atw4500 m.
This implies that contemporary stresses in these sediments are causally
related to overpressuring. The maximum horizontal stress is greater than the

Figure 7.22 Measured pore pressures (pp) from drill stem test (DST) and repeat for-
mation tester (RFT) in four wells in the Venture field, Canada (plotted based on the
data presented by Ervine and Bell, 1987). The hydrostatic pressure (pn), measured leak-
off pressure (LOP), the minimum horizontal stress (Sh), and calculated maximum
horizontal stress (SH) are also plotted.
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vertical stress; therefore, in situ stress state in this region belongs to the
strike-slip faulting stress regime.

Fig. 7.23 shows that deeper than the top of overpressure at 4500 m,
several shale seals and sandstone pressure compartments are recognized in
the Venture field. These seals make the rapid transitions to high over-
pressures possible and are key factors to retain overpressures.

7.5.4 Abnormal pressures in the Central Graben, the North
Sea

The Central Graben of the North Sea is one of the world’s most prolific
oil-producing provinces. It contains major reserves of oil, gas, and
condensate presented in reservoirs ranging in age from the Devonian to
Early Eocene. These include super giant fields such as the Ekofisk. The
Upper Jurassic sandstones in the Central Graben vary from being normally
pressured, 0.01 MPa/m (0.44 psi/ft) near the graben margins, to pressure
gradients exceeding 0.02 MPa/m (0.88 psi/ft) in the center of the graben.
The Paleocene sandstones consist of sheet sandstones forming a normally
pressured regional aquifer, and the Chalk Group, where overlain by these

Figure 7.23 Seals and pressure compartments retaining overpressures in the Venture
field, Canada. (Based on Wheeler, 2011.)
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sandstones, is similarly normally pressured. Fig. 7.24 displays a pressuree
depth profile for a well drilled in the center of the Central Graben
(Holm, 1998). It has normal pore pressure in the chalk of the Late
Cretaceous, but the hard overpressure occurs in the Jurassic rocks below
the chalk.

Compaction disequilibrium and hydrocarbon generation are important
processes in the development of overpressures within rocks of the Chalk
Group and pre-Cretaceous of the Central Graben, with hydrocarbon
generation considered as the dominant cause of overpressure in rocks below
depths of 4500 m (Holm, 1998). In a study of the Norwegian Central
Graben, Leonard (1993) subdivided the observed pressure regime into three
vertically stacked compartments, the Tertiary, the Chalk Group, and the
pre-Cretaceous. The lowermost compartment is highly overpressured in

Figure 7.24 Pressureedepth profile for a well drilled in the center of the Central
Graben (Holm, 1998). Notice that the chalk in the Late Cretaceous has a lower pore
pressure, slightly higher than the hydrostatic pressure. The hard overpressure occurs
below the chalk.
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the range 38e52 MPa, which might be caused by thermal cracking from oil
to gas.

Gaarensstroom et al. (1993) studied the generation of overpressure and
sealing mechanisms in the Central Graben of the United Kingdom and
proposed that overpressure was initiated by rapid sedimentation and burial
of low permeability claystones. This early pressure generation was then
followed by an increase in the magnitude of the overpressure due to
hydrocarbon generation. Finally, as the pore pressure continued to increase,
the fracture gradient was exceeded with subsequent loss of fluid and
pressure.

7.5.5 Abnormal pressures in the Cooper Basin, Australia
The Nappamerri Trough contains a thick Permian section of sandstones,
coals, siltstones, and shales, and extensive drilling has proved up many
commercial gas fields. The Roseneath Shale, Epsilon Formation, and
Murteree Shale (REM) were initially the main focus of shale gas assessment
in the Nappamerri Trough of the Cooper Basin in Australia. The thick
shale units of the Roseneath and Murteree are considered to be regional
seals. The Nappamerri Trough contains a thick Permian section of sand-
stones, coals, siltstones, and shales deposited in a cold climate fluviolacus-
trine setting (Trembath et al., 2012).

The prospective REM section has a high vitrinite reflectance of 2%e4%
with the level of thermal maturity depending on location within the
Trough. With the high level of maturity, the Permian sequence is expected
to be within the dry gas window. DSTs and mud weights in offset wells
indicate that the Epsilon and Patchawarra Formations are highly over-
pressured and that the overpressure is confined to the Nappamerri Trough.
The regional pressure gradient is 0.43 psi/ft (hydrostatic pressure gradient),
while the pressure gradient in the Nappamerri Trough, based on DST data
over the Epsilon and Patchawarra Formations, is about 0.72 psi/ft
(Fig. 7.25). The top of overpressure starts at 2800 m and the maximum
overpressure compared to the hydrostatic pressure can reach 3000 psi. This
overpressure might be caused by gas generation.

7.5.6 Abnormal pressures in China
Abnormal pore pressures exist in many geologic basins in China. For
example, overpressures have developed over large parts of the Yinggehai,
Qiongdongnan, Sichuan, and Bohai Bay basins. Overpressures in the
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Junggar basin are widely spread in the central and southern parts. Over-
pressures in the Tarim basin occur mainly in the Kuche depression (Hao
et al., 2007). Most shale gas and tight gas formations in the Sichuan basin are
overpressured, such as the Longmaxi shale gas formation in the Fushun-
Yongchuan block. Abnormally low pressures are widely spread in the
Ordos basin where basin-centered gas systems had been found.

Triassic-aged Xujiahe sandstones are tight gas formations located in the
western Sichuan basin, pore pressures in these tight sandstones and source
rocks are highly overpressured (Fig. 7.26). For example, pore pressure in gas
formation Xu 2 (T3X

2) is 1.5e1.7 times greater than the hydrostatic
pressure; pore pressures in the Xu 3 (T3X

3) and the Xu 4 (T3X
4) have even

higher magnitudes, around 1.85e2.1 times greater than the hydrostatic
pressure. This region belongs to active tectonic stress regime because of the
strong compression in the Longmenshan fault belt, which might be one of
the reasons for abnormal pressure generation. In situ stresses measured from
borehole hydraulic fracturing tests (e.g., mini-frac) indicate that the
maximum horizontal stress is greater than the vertical stress
(sV ¼ 0.024e0.025Z). At the shallow depth, both horizontal stresses are

Figure 7.25 Cooper Basin pressureedepth trends with the Central Nappamerri Trough
deviating from the regional trend indicating overpressure (left) and schematic repre-
sentation of the potential thickness of gas saturated interval in Encounter-1 and
Holdfast-1 (right) (Trembath et al., 2012, with permission from the APPEA Journal).
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greater than the vertical stress (Fig. 7.26). In the deeper formation
(>900 m), the measured horizontal stresses and depth have the following
approximate relations:

sh ¼ 0:0224Z (7.14)

sH ¼ 0:0335Z (7.15)

where sh and sH are the minimum and maximum horizontal stresses in
MPa; Z is the depth in meters.

7.5.7 Abnormal pressures in the Malay Basin
The Malay Basin is a Tertiary transtensional rift basin located offshore east
of Peninsular Malaysia, between the Gulf of Thailand and Borneo in SE
Asia. Northern part of the Malay Basin is elongated NW to SE and has been
a prolific area for hydrocarbon exploration in Malaysia. In the deep

Figure 7.26 The measured pore pressure (pp), minimum horizontal stress (Sh),
maximum horizontal stress (SH), and vertical stress (SV) in the western Sichuan basin,
China. The deep data (Z > 3000 m) were obtained from the Xujiahe sandstone res-
ervoirs, and the shallow data (Z < 2000 m) were obtained from the WFSD-1 (Fig. 6.10)
in the Longmenshan fault belt.
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formations, particularly in the center of the basin, the pore pressure and
temperature are markedly high, and these pose a direct threat to safe dril-
ling. It was reported that in the past 80% of the exploration and appraisal
wells in the Malay Basin were terminated because of overpressure (Shariff
and Leslie, 1995).

Singh and Ford (1982) suggested that the abnormal pressure in the
Malay Basin is a complex origin attributed to a combination of rapid burial
of certain stratigraphic units, uplift of initially normally pressured strata,
faulting, and hydrocarbon column effects. Shariff and Leslie (1995) found
that the margins of the Malay Basin are normally pressured, and the central
portion of the Malay Basin is overpressured. Madon (2004, 2007) consid-
ered that compaction disequilibrium was the primary causal mechanism for
overpressures in the basin center, when the sedimentation burial rates were
very high (>1000 m/m.y.). Hoesni (2004) proposed that the overpressure
in the Malay Basin was mainly caused by compaction disequilibrium with
potential contribution from clay diagenesis or chemical compaction pro-
cesses. He also pointed out that the occurrence of chemical compaction was
evident from a distinctive profile (rapidly increasing density with almost
constant velocity) observed on the velocityedensity cross-plots, and the
onset of chemical compaction was observed between 105 and 120�C.
Duffy et al. (2011) found that chemical compaction existed in the South
Malay Basin, and their XRD analysis on mudstone cuttings showed evi-
dence of different mineralogy with depth, with reduction of expandable
clays occurring below 2200 m. Tingay et al. (2013) concluded that
overpressure was generated by kerogen to gas maturation in the northern
Malay Basin. Satti et al. (2015) considered that the overpressure in the
southwestern Malay Basin was mainly caused by unloading. Reilly and
Zhang (2015) pointed out that pore pressure generations in the northern
Malay Basin were related to multiple factors, and the clay diagenesis could
be one of the causes of overpressures.

Measured pore pressure data in dozens of wells in the northern Malay
Basin show that wells drilled in different areas in the basin have very
different pore pressure regimes (Fig. 7.27). Wells drilled in the basin flank
have normal pressures or slight overpressures even in very deep formations
(>10,000 ft). However, wells drilled in the basin center are highly over-
pressured, probably due to more shaly and much thicker shales for building
more pressures. Many overpressured wells also have a pressure regression
following a significant pressure increase. That is, the normal pressure and
hard overpressure coexist in deep formations. In this case, the normally
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pressured formation has a very low fracture gradient. If this normally
pressured formation and its adjacent overpressured formation are drilled in
the same casing interval, it will have a very narrow drilling window.
Additionally, gas-phase pressures in thin sands are very different from wet
sands, which results in a narrow drilling window due to water and gas phase
pressure dichotomy. This brings challenges for drilling because of potential
gas kicks (Reilly and Zhang, 2015).

Cross-plots of sonic transit time and bulk density versus vertical effective
stress show that normally pressured data points are located on the loading
curve (Fig. 7.28). However, most of overpressured data points are on
unloading curve. This unloading could be caused by elastic unloading and/
or illitization unloading. Therefore, this unloading behavior needs to be
considered for pore pressure prediction.

7.5.8 Abnormal formation pressures in major US shale
plays

7.5.8.1 Pore Pressure Gradient in Major US Shale Plays
Most shale oil and gas plays in the US have abnormal pore pressures, and
high overpressures are very common (see Table 7.3). For example, in the
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Figure 7.27 Measured pore pressures, hydrostatic and overburden stress in the
Northern Malay Basin (Reilly and Zhang, 2015).
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Figure 7.28 Cross-plots of vertical effective stress (VES in the figure) versus sonic transit time (left) and bulk density (right) in dozens of
wells showing loading and unloading behaviors (Reilly and Zhang, 2015).
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Table 7.3 Pore pressure gradients and mechanical properties in major US shale plays.

Plays Barnett Haynesville Fayetteville Marcellus Wolfcamp Bakken Eagle ford

Depth (ft) 5000e8500 9600e13,500 1000e7000 2000e8500 5500e11,000 3100e11,000 2500e15,000
Pore pressure
gradient (psi/ft)

0.49e0.54 0.75e0.94 0.44 0.40e0.67 0.46e0.62 0.5e0.82 0.4e0.8

Young’s
modulus (Mpsi)

5e7 1.45e8 1e1.45
outcrop
samples

4.4e29 4e11.9 2.67e9.8 2e8.4

Poisson’s ratio 0.15e0.21 0.1e0.26 0.1e0.26 0.15e0.35 0.15e0.4 0.25e0.33 0.15e0.35

Plays Utica Woodford Monterey Niobrara Mancos Antrim
New
Albany

Depth (ft) 4000e14,000 6000e16,000 4000e15,000 5500e8500 5000e8000 500e2000 500e4500
Pore pressure
gradient (psi/ft)

0.56e0.8 0.6e0.65 0.44e0.8 0.41e0.67 0.45e0.9 0.35e0.38 0.43

Young’s modulus
(Mpsi)

1e7 0.28e2.2 1.3e2.7 6.1e9 3.4e4.2 0.6e2.2 1.6e3.8

Poisson’s ratio 0.22e0.35 0.15e0.25 0.1 0.18e0.27 0.08e0.25 0.2 0.16e0.2

From various sources: Major references are Sandrea and Sandrea (2014), Burnaman et al. (2009), Wang and Zeng, 2011
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Haynesville and Bossier shale gas plays in Louisiana and Texas, the pore
pressure gradient is very high and ranges from 0.75 to 0.94 psi/ft
(1.73e2.17 g/cm3); the upside of the high pressure gradient has been
abnormally high well IPs (9.5 MMscf/d), almost five times those of the
benchmark Barnett (Sandrea and Sandrea, 2014). However, some shale gas
plays have normal pore pressures or even underpressures, such as the
Fayetteville, New Albany, and Antrim.

7.5.8.2 Bakken and Three Forks plays
The Bakken shale oil play is mainly located in the Williston Basin in North
Dakota and Montana of USA and Saskatchewan of Canada. The Missis-
sippian- and Devonian-aged Bakken formations consist of the Upper,
Middle, and Lower Bakken members. The Middle Bakken reservoir is a
calcitic and dolomitic siltstone lying between the Upper and Lower Bakken
shales, which are the source rocks for the play (Dohmen et al., 2013). The
Three Forks, beneath the Bakken formation, is also an oil-bearing forma-
tion. Pore pressures in the Bakken and Three Forks indicate an inverted
continuous system with pressure leaking off at top, apart from the Parshall
pressure cell (Fig. 7.29). The most likely regional normal pressure gradient is
0.47 psi/ft because of high salinity in the formations. The top of over-
pressure occurs at about 9000 ft; thereafter, the pore pressure is highly
overpressured in the Bakken and Three Forks formations, as shown in
Fig. 7.29. Comparisons indicate a higher overpressure in the Three Forks at
the same depth level than that in the Middle Bakken.

Meissner (1978a) pointed out that abnormal pressures associated with
mature Bakken source rocks are basically caused by:
1. the inhibited structural collapse of the rock framework as overburden-

supporting solid organic material (estimated to be at least 25 volume
percent of the rock) converted to nonoverburden-supporting hydrocar-
bon pore fluid (e.g., oil and/or gas); and

2. the increased volume occupied by metamorphosed organic residue plus
generated hydrocarbon fluids above those occupied by the unaltered
organic material.
Therefore, anomalous pressures in the Bakken formations are believed

to be maintained by the combination of large hydrocarbon volumes
generated at high rates and the relative isolation of the Bakken by extremely
tight rocks in the underlying Three Forks and overlying Lodgepole For-
mations (Meissner, 1978b). Theloy (2014) also found that the intense oil
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generation in both Upper and Lower Bakken shales correlates to formation
overpressures.

7.5.8.3 Haynesville and Bossier shale plays
The Bossier and Haynesville shales are tight shale gas reservoirs with very
low matrix permeability (0.00007e0.0007 mD). The lithology comprises
the Tertiary-, Cretaceous-, and Jurassic-aged stratigraphic units character-
ized primarily by claystones (shales) and sandstones. There are also lime-
stone formations, such as the Knowles limestone in the Cotton Valley
Group and the Smackover limestone at bottom of the Haynesville shale
(Fig. 7.30). Regional correlation sections across northern Louisiana reveal a
prominent mid-Cretaceous unconformity, suggesting a later uplift event
affecting the area. It appears that the present-day Sabine High represents a
Tertiary uplift event. The maximum missing section due to the Tertiary
uplift is estimated in orders of several thousand feet. Timing of the uplift
and erosion appears to be the Oligocene Epoch (Zhang and Wieseneck,
2011).

Figure 7.29 Pore pressure profile in ND and MT, USA based on analyzing 92 bot-
tomhole pressure and DFIT data points, a number of hydrostatic points at eastern
margin, six Sanish-Parshall points in the Middle Bakken and additional data of the
Three Forks (Theloy, 2014).

274 Applied Petroleum Geomechanics



Several pressure gradients were identified from the kick data, as shown
in Fig. 7.30. That is, a normal pressure gradient from the surface to the top
of the Rodessa limestone; thereafter, pore pressure becomes slightly over-
pressured to the top of the Hosston (Travis peak) shale. The pore pressure
gradient then increases gradually from the Hosston shale to the Knowles
limestone. At the upper Bossier shale, the pore pressure gradient increases
significantly and has a transition zone to hard overpressure in the lower
Bossier. From the lower Bossier to the Haynesville shales, the hard over-
pressure exists. Based on this lithology-dependent pore pressure gradient
profile, pore pressure can be predicted when one knows the prognosed
formation tops in the predrill well. The measured fracture gradient data
from the DFIT and LOT are consistent to the fracture gradient computed
from the minimum stress method (Zhang and Yin, 2017b).
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Abstract

This chapter systematically introduces pore pressure prediction methods. Pore pres-
sure prediction in hydraulically connected formations is studied with consideration of
the centroid effect. Pore pressure elevation by hydrocarbon columns or faults is
investigated to examine shallow gas flow. The commonly used methods for pore
pressure prediction from well logs are reviewed. Resistivity, sonic, porosity, and
d-exponent methods are modified using depth-dependent normal compaction trends
for easy applications. Methods and procedures of real-time pore pressure detection
and monitoring are presented. Abnormal pore pressure indicators in the real-time
drilling are summarized, which can be used for identifying underbalanced drilling
conditions to reduce drilling risks. Case studies in deepwater wells and shale oil and
gas reservoirs illustrate how to conduct pore pressure prediction in sedimentary
formations.

Keywords: Normal compaction trend; Pore pressure indicators; Pore pressure

prediction; Real-time detection; Resistivity; Porosity; Velocity and transit time; Well logs.

8.1 Introduction

Numerous hydrocarbon reservoirs are situated in abnormally high pore
pressure or overpressure formations. Drilling through these formations poses
serious challenges and potential risks to operations, if the overpressures are
not accurately predicted before drilling or while drilling. Abnormal pore
pressures can greatly increase drilling nonproductive time and cause serious
drilling incidents (e.g., fluid influx, pressure kick, well blowout). The ability
to safely drill through abnormal pressure zones requires a multidisciplinary
approach in understanding overpressure mechanisms, accurately predicting
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pore pressure before drilling, and correctly detecting and interpreting
abnormal pressures in the real time. Predrill pore pressure prediction can be
conducted by using seismic interval velocity in the planned well location as
well as using well logging and drilling data in the analog wells. In the cases of
new prospects and deepwater subsalt wells, high uncertainties and serious
challenges exist in the predrill prediction; therefore, real-time pore pressure
detection and analysis are highly needed to reduce drilling risks.

Pore pressure analyses mainly include three aspects: predrill pore pres-
sure prediction, pore pressure prediction while drilling (real time), and
postwell pore pressure analysis (e.g., Li et al., 2012). Predrill pore pressure
can be predicted using seismic interval velocity data in the planned well
location, as well as using geological, well logging, and drilling data in the
offset wells, as shown in Fig. 8.1. If a large uncertainty exists in the predrill
prediction, real-time pore pressure detection and updates while drilling are
recommended to reduce uncertainty. Real-time pore pressure detection
generally relies on the following measurements and data: logging-while-
drilling (LWD), measurement-while-drilling (MWD), measured pore
pressure and drilling parameters, and mud logging (Fig. 8.1).

It should be noted that the seismic interval velocity and well log-based
pore pressure predictions are based on the shale (mudrock) properties, and
the pore pressures obtained from these methods are the pressures in shales.

Figure 8.1 Schematic workflow for pore pressure analyses.
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For a sandstone or other permeable formation, pore pressure can be ob-
tained based on hydraulic theory by assuming that the permeable formation
is hydraulically connected.

8.2 Pore pressure prediction from hydraulics

8.2.1 Pore pressure in a hydraulically connected formation
In a sandstone, limestone, or other permeable formation, the pore pressure
can be obtained by assuming the formation being hydraulically connected
and fully saturated, and theory of hydraulics can be applied. For an inclined
aquifer or a hydrocarbon-bearing formation, if a deeper overpressured
section is connected to the shallower sections by a permeable pathway, the
pressures in such a hydraulically connected formation can be calculated
based on the difference of the heights of fluid columns, i.e.,

p2 ¼ p1 þ rf gðZ2 � Z1Þ (8.1)

where p1 is the formation fluid pressure at depth of Z1; p2 is the formation
fluid pressure at depth of Z2; rf is the in situ fluid density; g is the acceler-
ation of gravity.

Therefore, for a permeable formation if formation pressure at a certain
depth is available, then the pressures at other depths can be obtained from
Eq. (8.1). The calculation and principle are relatively simple. However, to
perform this calculation, the connectivity and extension area of the for-
mation need to be understood firstly. In other words, each individual fluid
compartment and seal need to be distinguished, which can be determined
from regional geology, well logging data and drilling data (Powley, 1990).
Fig. 8.2 shows an example of calculating formation pressure in an oil-
bearing sandstone using the hydraulic communication model (Eq. 8.1).
When the formation pressure and fluid density in Well 1 are known, the
pressures in other wells can be calculated using Eq. (8.1). If the formation is
hydraulically connected and saturated with the same fluid, the formation
pressures in the four wells should follow a single fluid gradient. Fig. 8.2
demonstrates that Eq. (8.1) gives an excellent prediction. Therefore, when
geological structure, fluid pressure, and density in a well are known, the fluid
pressures in other wells located in this hydraulically connected formation can
be fairly predicted. It should be noted that the permeability magnitude and
its variation may affect hydraulic connectivity of a formation. For extremely
low permeable formations (e.g., shales), the applicability of Eq. (8.1) may be
limited.
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Pore pressure gradient is different in a formation when it is saturated
with different fluids. In each fluid column, the pore pressure can be
calculated using Eq. (8.1) with the density of the fluid saturated in this
column. Fig. 8.3 displays a hydraulically connected formation filled with
gas, oil, and water (brine). If fluid pressure at a depth is known; fluid
densities and depths of watereoil contact (WOC) and oilegas contact
(OGC) are also known, then the pressures at other depths can be obtained
by using Eq. (8.1). For instance, the gas pressure at depth A (the crest) can
be obtained from the following equation:

pA ¼ pB � rggðZB � ZAÞ (8.2)

where rg is the in situ gas density; pB is the pore pressure at depth B; pA is
the pore pressure at depth A.

At depth B (oilegas contact), the oil pressure can be obtained from the
following equation:

pB ¼ pC � rogðZC � ZBÞ (8.3)

where ro is the in situ oil density; pC is the pore pressure at depth C.
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Figure 8.2 Schematic cross section (A) showing four wells in a hydraulically connected
oil-bearing sandstone compartment and fluid pressures in different wells (B).
Measured fluid pressures (dots) in these wells match the calculated pore pressures
(line) with an oil gradient of 0.9 g/cm3 (Zhang, 2011).
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If the formation is only saturated with water, then the pressure at depth
A is:

pwA ¼ pC � rwgðZC � ZAÞ (8.4)

Comparing the pressure (pA) in the crest to the water pressure (pwA) at
the same depth, the pore pressure increment induced by oil and gas col-
umns in the crest (depth A in Fig. 8.3) can be expressed in the following
form (i.e., Dpog ¼ pA � pwA):

Dpog ¼ ðrw � roÞgho þ
�
rw � rg

�
ghg (8.5)

where Dpog is the pore pressure increment induced by oil and gas columns;
rw is the in situ water (brine) density; hg is the height of gas column; ho is the
height of oil column.

It should be noted that gas density is highly dependent on pressure.
Therefore, the in situ gas density should be used for the calculations.
Normally, the gas column height is not very large; hence, in the afore-
mentioned equations gas density is assumed to be a constant value.

The pore pressure elevation (Dpog in Eq. 8.5) is caused by hydrocarbon
buoyancy effect due to density contrasts between the hydrocarbon and
water. The pressure elevation due to the difference in densities gradually
decreases from the maximum value at the top of the reservoir to zero at the
water and hydrocarbon contact.

Figure 8.3 A schematic reservoir saturated with gas, oil and water (left), pore pressure
(middle), and pore pressure gradient (right) elevated by oil and gas columns and
density contrast between water, oil, and gas in a reservoir. This density contrast causes
pore pressure increase at depth A compared to the one caused only by water gradient
(Zhang, 2011).
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8.2.2 Shallow gas flow and pore pressure elevation by gas
columns

When a sandstone, or other permeable formation (called “sand” in the
context) at a shallower depth A is connected to a deeper gas formation at
depth B by a permeable (leaking) fault (as shown in Fig. 8.4), the fault
increases the gas column in the shallower sand. Therefore, the pore pressure
at depth A induced by gas column can be calculated from Eq. (8.2).
Expressed in the English system, it has:

pA ¼ pB � rgðZB � ZAÞ (8.6)

where pA and pB are the pore pressures at depths A and B, in psi; rg is the
in situ gas density, in psi/ft; and depths are in ft.

Fig. 8.5 illustrates that gas pressure at a shallower depth (2700 ft) is
elevated by a deeper gas sand formation (at 3300 ft) through a permeable
fault. The pore pressure at the shallow depth increases from 8.8 ppg (normal
pore pressure) to 11.9 ppg (overpressure).

Fig. 8.6 displays an example of pore pressure elevations by gas columns
in two shallow gas formations. The shallower gas formation at 2750 ft has a
higher gas pressure induced by a larger gas column, whereas the deeper one
(at 3200 ft) with a smaller gas column has a lower gas pressure. Before
drilling, identifying potential shallow gas (or shallow water) formations and
accurately predicting their pore pressures can avoid shallow gas (or shallow
water) flow.

Figure 8.4 Schematic cross section showing two wells in a hydraulically connected
gas-bearing sand. The pore pressure in the proposed well is elevated by the deep gas
formation through a permeable fault.
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8.2.3 Centroid effect
Pore pressure in a tilted sand encased in an overpressured shale, is different
from its adjacent shale because the shale has a much lower permeability.
The centroid concept arose from the observation that the shale pressure and
sand pressure must follow different local gradients (Bruce and Bowers, 2002).

Figure 8.5 Gas pressure (left) and pressure gradient (right) elevated by a deeper gas
formation through a permeable fault (see Fig. 8.4).

Figure 8.6 Shallow gas pore pressure gradients induced by two different gas columns.
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For a sand, its pore pressure follows a hydrostatic, oil or gas gradient
depending on the fluid type it contains. The sand acts as a conduit to transfer
pressures updip, as described in the previous sections. However, the shale
does not. It is assumed that the shale pore pressure is caused by disequilibrium
compaction and normally follows the overburden (lithostatic) stress gradient.
At depth, shale pore pressure exceeds sand pore pressure. At shallow depth,
however, sand pore pressure exceeds shale pore pressure. The centroid is the
depth at which sand and shale pore pressures are equal (e.g., Dickinson,
1953; Traugott, 1997; Bowers, 2001; Flemings et al., 2002; Shaker, 2002).
The centroid concept is an empirical method for predicting pore pressure at
the crest of a tilted sand (Fig. 8.7A). This concept states that the pore pressure
in the sand and its adjacent shale are only equal at one depth (Fig. 8.7B),
i.e., the centroid depth, approximately at the mid height of the reservoir.
Away from this point, the pore pressure in the shale is assumed to vary with
depth along a lithostatic-pressure parallel gradient, which has a gentle slope
(Fig. 8.7B). In shale-dominated sequences pore pressure is most likely
subparallel to lithostatic-pressure gradient as the overburden is mainly sup-
ported by pore fluids rather than the grain structure in the undercompaction
condition. However, in an aquifer (sand) the pore pressure variation with
depth follows a hydrostatic parallel gradient, which has a steeper slope as
shown in Fig. 8.7C. If the sand is a hydrocarbon-bearing reservoir, the sand
pressure should be parallel to the hydrocarbon fluid gradient.

Fig. 8.8 illustrates how to apply the centroid concept to predict
sand pressures in an aquifer when the wells are drilled above and below

Figure 8.7 Centroid concept: (A) a tilted sand body surrounding by shales; (B) different
pore pressures in the sand and shale; (C) the composite pore pressure in both sand
and shale where a well penetrates the centroid.
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the centroid depth. If a well is drilled in the updip of the centroid (Well 1 in
Fig. 8.8A), the penetrated sand has a higher pore pressure than the shale
(Fig. 8.8B). However, if a well is drilled in the downdip of the centroid
(Well 2 in Fig. 8.8A), the penetrated sand has a lower pore pressure than the
shale (Fig. 8.8C). The sand pressures can be calculated from Eq. (8.1) using
the centroid as the reference depth. The shale pore pressure can be obtained
from well log data or estimated from Eq. (8.1), but in the equation rf should
be replaced by overburden formation density.

Sharp pressure transitions exist at the sandeshale interface, predicted by
the centroid concept in Figs. 8.7 and 8.8. However, dynamic fluid models
show that there is a smooth pressure transition at the sandeshale interface.
Therefore, using the centroid concept to predict sand fluid pressure may
result in an overestimation of the crest pressure compared to the fluid flow
model (Yardley and Swarbrick, 2000).

For applying centroid theory, the centroid depth (the equal-pressure-
depth) needs to be determined. The rule of thumb of estimate assumes the
centroid to be the mean elevation of the sand. Czerniak (2011) proposed a
permeability weighting method of 3-D centroid modeling workflow,
which allows for complex structuring and lateral changes in formation
pressures. It was based on that the flow into and flow out of the sand body
at the centroid were equal. Using a similar concept, a one-dimensional flow
model was proposed (Gao and Flemings, 2017) to capture complicated
two- and three-dimensional flow presented in a dipping permeable reser-
voir encased in overpressured mudrocks. In their model, the variation of
mudrock permeability with effective stress and the effect of reservoir
geometry were also incorporated.

Figure 8.8 (A) Two wells drilled in a tilted sand; (B) pore pressure for the well pene-
trating the tilted sand above the centroid; and (C) pore pressure below the centroid.
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8.2.4 Vertical and lateral transfer and drainage
Vertical transfer of overpressured fluid from lower sequences is mainly
through faults or fractures, as shown in Figs. 8.4 and 8.5. This essentially
inflates the pressures in shallow sand sequences but with no influence on the
porosity. However, most pressure change in a permeable formation is
caused by lateral transfer and drainage (Fig. 8.9), and the pressures in the
permeable formation can be calculated by Eqs. (8.2)e(8.4). Fig. 8.10
presents a comparison of two cases with vertical transfer and lateral drainage.

Figure 8.9 Schematic plot of pore pressures in two wells without sand pressure
drainage (left) and with pressure drainage (right).
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Figure 8.10 (A) Two wells drilled through tilted sands (the shallower sand with lateral
drainage and the deeper one with vertical transfer); (B) sand and shale pore pressures
for the wells penetrating in the updip and (C) in the downdip.
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If the fluid bleeds off in the sandstone because of lateral drainage, its pore
pressure could be close to hydrostatic pressure (Figs. 8.9 and 8.10). Case
studies in the Green Canyon wells of the Gulf of Mexico show this
behavior, i.e., owing to lateral drainage, the reservoir pressure can be very
low and pressure regression occurred compared to adjacent shales and
isolated sand pressures (Zhang et al., 2008; Hauser et al., 2013).

8.3 Principle of pore pressure prediction for shales

Hottmann and Johnson (1965) were probably the first ones to make pore
pressure prediction from shale properties derived from well log data
(acoustic travel time or velocity and resistivity). They found that porosity
decreases as a function of depth from analyzing acoustic travel time (transit
time) in the Miocene and Oligocene shales in the Upper Texas and
Southern Louisiana Gulf Coast. This trend represents the “normal
compaction trend” as a function of burial depth, and fluid pressure
exhibited within this normal trend is the hydrostatic pressure. If intervals of
abnormal compaction are penetrated, the resulting data points diverge from
the normal compaction trend, which represents an abnormal pore pressure.

Analyzing the data presented by Hottmann and Johnson (1965),
Gardner et al. (1974) proposed an equation that can be written in the
following form to predict pore pressure:

pf ¼ sV � ðaV � bÞðA1 � B1 ln DtÞ3
Z2

(8.7)

where pf is the formation fluid pressure (psi); sV is the overburden stress
expressed in psi; aV is the normal overburden stress gradient (psi/ft); b is
the normal fluid pressure gradient (psi/ft); Z is the depth (ft); Dt is the sonic
transit time (ms/ft); A1 and B1 are the constants, A1 ¼ 82776 and
B1 ¼ 15695.

Later on, many empirical equations for pore pressure prediction were
proposed based on resistivity, sonic transit time (interval velocity), and other
well logging data. The fundamental theory for pore pressure prediction is
Terzaghi’s or Biot’s effective stress law (Terzaghi et al., 1996; Biot, 1941).
Based on it, pore pressure in the vertical direction in one-dimensional
condition can be expressed as the following:

pp ¼ ðsV � seÞ=a (8.8)
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where pp is the pore pressure; se is the vertical effective stress; a is the Biot
effective stress coefficient. It is conventionally assumed a ¼ 1 in geopres-
sure community.

Pore pressure can be calculated from Eq. (8.8) when one knows
overburden and effective stresses. Overburden stress can be easily obtained
from bulk density logs and empirical equations (refer to Section 6.1), while
effective stress can be correlated to seismic velocity and well log data, such
as resistivity, sonic transit time, seismic or sonic interval velocity, bulk
density, and drilling parameters (e.g., d-exponent).

Although in situ stresses include three mutually orthogonal principal
stresses, i.e., vertical, maximum horizontal, and minimum horizontal stresses
(sV, sH, sh), it is commonly assumed that the formation compaction is
mainly caused by the vertical (overburden) stress and formation under-
compaction is primarily related to the vertical stress (e.g., Chapman, 1983;
Osborne and Swarbrick, 1997). Therefore, the pore pressure caused by
compaction and undercompaction can be calculated from Eq. (8.8).
However, in a strong tectonic stress regime, horizontal stresses may play an
important role in abnormal pore pressure generation. In this case, the mean
stress should be used for pore pressure calculation, i.e.,

pp ¼ ðsm � seÞ=a (8.9)

where sm is the mean stress and sm ¼ 1
3 ðsV þ sH þ shÞ.

In the following sections (Sections 8.4e8.6), commonly used methods
of pore pressure prediction for shales are introduced, in which Eq. (8.8) is
applied. For a strong tectonic stress regime, the mean stress can be used,
i.e., replacing sV by sm.

8.4 Pore pressure prediction from porosity

8.4.1 Depth-dependent porosity method
As introduced in Chapter 7, undercompaction or compaction disequilib-
rium is the primary cause of formation overpressures, which occur mainly
in rapidly subsided basins and in rocks with low permeability. The in-
dicators of undercompaction are higher pore pressure and larger formation
porosity than those in the normal compaction condition. Efforts have been
made to use porosity data for predicting pore pressure in shales or mud-
stones. For instance, Heppard et al. (1998) used an empirical porosity
equation similar to Eaton’s sonic method to predict pore pressure using
shale porosity data. Holbrook et al. (2005) presented a porosity-dependent
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effective stress method for pore pressure prediction. Flemings et al. (2002)
and Schneider et al. (2009) also applied porosityestress relationships to
predict overpressures in mudstones.

Porosity change is an indicator of effective stress and pore pressure,
particularly for the overpressures generated from undercompaction (as
shown in Fig. 7.6) and hydrocarbon cracking. Therefore, pore pressure can
be estimated from formation porosity. Zhang (2011) derived a theoretical
equation for pore pressure prediction from porosity based on normal
compaction trend of porosity. The pore pressure gradient can be calculated
from the following equation (refer to Appendix 8.1 for details):

Ppg ¼
�
OBG � ðOBG � PngÞ ln f0 � ln f

cZ

�
(8.10)

where Ppg and Png are the pore pressure and normal pore pressure gradients,
respectively (normally Png ¼ 0.45 psi/ft or 1.03 g/cm3, dependent on water
salinity); OBG is the overburden gradient; f is the porosity in shale at depth
of Z, which can be obtained from sonic or density log; f0 is the porosity of
the mudline (the surface or sea floor); Z is the depth below the mudline; c is
the compaction constant and can be obtained from the normal compaction
porosity (fn) trendline (i.e., from the following equation), as shown in
Fig. 7.6.

fn ¼ f0e
�cZ (8.11)

From Eq. (8.10) the pore pressure, overburden stress, and porosity have
the following relation:

pp ¼
�
sV � ðsV � pnÞ ln f0 � ln f

cZ

�
(8.12)

where pp is the pore pressure; sV is the overburden stress; pn is the normal
pore pressure.

The primary difference between Eq. (8.12) and other existing pore
pressureeporosity equations is that the pressures obtained from Eq. (8.12)
are dependent on depth. In other words, the normal compaction trendline
of porosity is a function of depth.

8.4.2 Case application of the porosity method
A case study is examined to illustrate the porosity method presented in
Eq. (8.10). It is a deepwater field located in the Green Canyon of the Gulf
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of Mexico, USA. The water depth is about 5000 ft, and the formations are
mainly shales with some sandstones. The target reservoir is located in the
Miocene sandstones. Several offset wells are analyzed to examine pore
pressures in this field. An important step in performing pore pressure
analysis is to select the clean shales in well log data because pore prediction
theory is based on the undercompaction mechanism of shale. Before
applying the porosity model, one needs to obtain the shale porosity from
density log or sonic log. Clay minerals have a crystalline structure that can
contain more radioactive elements than sandstones. Therefore, gamma ray
data in well logs can be used to differentiate shale intervals from those of
other lithologies. Drawing shale base lines in gamma ray data is the first step
to identify and separate shale from other rocks, as shown in Fig. 8.11. The
high gamma ray values (>75e110 API) are assumed to be shales, whereas
points where gamma ray values are less than the shale base lines are not used
for analysis. Shale points defined on the gamma ray log are then transferred to
the corresponding well log data used for pore pressure analysis (KSI, 2001).

In Fig. 8.11, porosity is calculated from the shale transit time from
Wyllie’s equation (Eq. 2.7) using Dtf ¼ 200 ms/ft and Dtm ¼ 70 ms/ft. Using

Figure 8.11 Log data and the calculated porosity from sonic transit time by Wyllie’s
equation in a deepwater well of the Gulf of Mexico. The gamma ray (GR) and shale
base lines (SHBL) are shown in the left track; the sonic transit time (DT), shale points of
the transit time (SHPT DT), and filtered shale transit time in shale (SHPT DT f21) are
plotted in the middle track; and the calculated porosity from the filtered shale transit
time is shown in the right track.
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this porosity data, the normal compaction trend in porosity is analyzed
based on Eq. (8.11) with the parameters of f0 ¼ 0.8 and c ¼ 0.00024, as
shown in Fig. 8.12A. Then, pore pressure gradient is calculated from the
porosity model (Eq. 8.10) with parameters (f0 and c) obtained from Fig.
8.12A (assuming Png ¼ 8.7 ppg). The calculated pore pressure gradient is
compared to the measured pore pressure from the repeat formation tests
(RFT) and mud weight, as shown in Fig. 8.12B. The porosity method gives
a good result in terms of matching measured pore pressures.

Fig. 8.13 presents another example for pore pressure analysis using
porosity data in the Bossier and Haynesville shale gas plays. In the figure,
the porosity is obtained from density log and calibrated to the core data, and
Eq. (8.11) is used for the normal compaction porosity trend line with the
parameters of f0 ¼ 0.5 and c ¼ 0.00036. The calculated pore pressure in-
creases from the Sligo to Hosston formations because of a higher porosity
than the normal trend. In the Bossier or Haynesville shale, the porosity is
significantly higher than the normal porosity trend and hard overpressure
exists. Pore pressures obtained from the porosity method and sonic method
have a similar result and match the kick data.
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Figure 8.12 Pore pressure analysis from the porosity method. (A) presents porosity of
shales obtained from Fig. 8.11 and normal compaction trendline of porosity calculated
from Eq. (8.11). (B) plots overburden stress gradient (OBG), mud weight used while
drilling (MW), measured pore pressure (RFT), and pore pressure profile calculated from
the porosity by Eq. (8.10).
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8.5 Pore pressure prediction from resistivity

8.5.1 Eaton’s resistivity method
Shale resistivity can be used to calculate pore pressure. The general rule is
that a low resistivity corresponds with a high pore pressure. In young
sedimentary basins where undercompaction is the major cause of over-
pressure (e.g., the Gulf of Mexico and the North Sea), the well log-based
resistivity method can fairly predict pore pressure. Eaton (1972, 1975)
presented the following equation to predict pore pressure gradient in shales
using resistivity log:

Ppg ¼ OBG � ðOBG � PngÞ
�
R
Rn

�n

(8.13)

where R is the shale resistivity obtained from well log; Rn is the shale
resistivity at the normal (hydrostatic) pressure; n is an exponent varied
from 0.6 to 1.5, and normally n ¼ 1.2.

Eaton’s resistivity method is particularly applicable in pore pressure pre-
diction for geologically young sedimentary basins (e.g., Lang et al., 2011), if
the normal shale resistivity is properly determined. For applying Eaton’s
method, Rn is an important parameter needed to be obtained; therefore, the
normal compaction trendline needs to be accurately determined.

Linear plot Log plot Pressure gradients

SLigo

Bossier

Haynesville

Linear plot Log plot Pressure gradients

SLigo
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Haynesville

Figure 8.13 Pore pressure estimations from porosity and sonic log with comparison to
kick data. The porosity data are shown in the left and middle tracks. The right track
presents the pore pressure profiles calculated from the porosity method by Eq. (8.10)
(red curve) and from the sonic log compared to mud weight and kicks (dots) (Zhang
and Wieseneck, 2011).
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8.5.2 Modified Eaton’s resistivity method
In Eaton’s original equation, it is difficult to determine the normal shale
resistivity or the shale resistivity in the condition of hydrostatic pore pres-
sure (i.e. resistivity normal compaction trend). One approach is to assume
that the normal shale resistivity is a constant. However, the normal re-
sistivity (Rn) is not a constant in most cases, but a function of the burial
depth, as shown in Fig. 8.14. Thus the normal compaction trendline needs
to be determined for pore pressure prediction.

Based on the relationship of measured resistivity and burial depth in the
formations with normal pressures, the following equation of the normal
compaction trend of resistivity was proposed (Zhang, 2011):

ln Rn ¼ ln R0 þ bZ

or

Rn ¼ R0ebZ (8.14)

where Rn is the shale resistivity in the normal compaction condition; R0 is
the shale resistivity of the mudline; Z is the depth below the mudline; b is
the slope of logarithmic resistivity in the normal compaction trendline
(Fig. 8.14).

R

R0

Shale resistivity (log scale)

Top undercompaction

Undercompaction

Hydrostatic pressure

Shale pore pressure 

σV

Rn

pppn
σe

Top overpressure

Overpressure

Normal compaction

(A) (B)

Figure 8.14 Schematic plot showing resistivity and pore pressure relationship in an
undercompacted basin. The dash line in (A) represents the resistivity in normally
compacted formation (normal resistivity, Rn). In the undercompacted section the
resistivity (R) reversal occurs, corresponding to an overpressured formation in (B). In
the undercompacted (overpressured) section, resistivity (R) is lower than the normal
compaction trend (Rn).
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Substituting Eq. (8.14) into Eq. (8.13), the depth-dependent Eaton’s
resistivity equation can be expressed in the following form:

Ppg ¼ OBG � ðOBG � PngÞ
�

R
R0ebZ

�n

(8.15)

The same case study as shown in Figs. 8.11 and 8.12 is used to verify the
modified Eaton’s resistivity method. Fig. 8.15 shows the pore pressure
postwell analysis from the modified Eaton’s resistivity method (Eq. 8.15).
Before the pore pressure analysis, the normal resistivity compaction trend is
firstly analyzed based on Eq. (8.14), as shown in Fig. 8.15A. With cali-
bration of the measured pore pressure data, the normal compaction
trendline is obtained with the following parameters in this basin:
R0 ¼ 1.28 ohms, b ¼ 0.000034. Pore pressure calculated from the modified
Eaton’s method (Eq. 8.15 with n ¼ 1.2, Png ¼ 8.7 ppg) is compared to the
measured pore pressures and downhole mud weight. Fig. 8.15 indicates that
the formation is in normal compaction when depth is less than 4900 ft
below the sea floor. Deeper than this depth (from 4900 to 7600 ft), the
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Figure 8.15 Pore pressure calculated from the modified Eaton’s resistivity method
with depth-dependent compaction trend in a deepwater well in the Gulf of Mexico.
The left figure (A) plots the resistivity in shale and the normal resistivity trend calcu-
lated from Eq. (8.14), and the resistivity is plotted in logarithmic scale. The right figure
(B) shows the overburden stress gradient (OBG), mud weight used while drilling (MW),
measured pore pressure gradient (RFT), and pore pressure gradient (Pp Res) calculated
from resistivity using Eq. (8.15).
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formation is slightly undercompacted with a lower resistivity than the
normal compaction trend (Fig. 8.15A), implying that the pore pressure
increases, as shown in Fig. 8.15B. From 7600 to 13000 ft, the formation is
further undercompacted and more elevated pore pressures exist. Compared
to the measured pore pressure, the modified Eaton’s resistivity method gives
a fairly good result in pore pressure calculation (Fig. 8.15B).

It should be noted that the pore pressure and rock properties in the
formation near the wellbore are affected by drilling-induced stresses.
Therefore, the deep resistivity is needed for pore pressure calculation.

8.5.3 From Archie’s resistivity equation
Because formation resistivity is an indicator of porosity, it can be used for
pore pressure calculation. Archie’s resistivity equation for a fully water-
saturated rock can be written as the following:

Sn
w ¼ a

fm

Rw

Rt
¼ 1 (8.16)

where Rw and Rt are the formation water resistivity and measured forma-
tion resistivity, respectively; a, m, and n are constants needed to be deter-
mined for a particular field; for shales, normally a ¼ 1.

The porosity can be derived from Eq. (8.16) as the following form:

f ¼
�
aRw

Rt

�1
m

(8.17)

Similarly, the porosity at depth of the mudline can be obtained:

f0 ¼
�
aRw0

R0

�1
m

(8.18)

where Rw0 and R0 are the formation water resistivity and measured forma-
tion resistivity at the mudline, respectively.

Substituting the above two equations into porosity equation Eq. (8.12)
by assuming a ¼ 1, the following equation can be derived:

pp ¼
�
sV � ðsV � pnÞ ðln Rt � ln R0Þ þ ðln Rw0 � ln RwÞ

kZ

�
(8.19)

where k ¼ cm, a new constant need to be determined for a particular field;
R0 can be obtained from Eq. (8.14) or from the normal compaction
trendline.
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8.5.4 Resistivity corrections from temperature and salinity
Resistivity changes with temperatures. Because formation temperatures
vary with depths, formation resistivity should be corrected to a common
temperature before applying for pore pressure prediction. Formation re-
sistivity may be corrected by use of a chart found in most logging manuals
or by the following empirical equation (Arp, 1953):

For temperature unit of Fahrenheit:

R2 ¼ R1
T1 þ 6:77
T2 þ 6:77

(8.20)

where R1 is the measured formation resistivity at temperature T1 (�F); R2 is
the corrected formation resistivity; T1 is the measured formation temperature
(�F); T2 is the desired common temperature (normally T2 ¼ 70 or 100�F).

For the temperature unit in Centigrade or Celsius:

R2 ¼ R1
T1 þ 21:5
T2 þ 21:5

(8.21)

Formation salinity has impacts on the resistivity response, which also
affects accuracy of resistivity-based pore pressure prediction. For example,
resistivity may not be useful near salt bodies because of the potential for
highly varying salinity (Rw). Salinity profile with depth can be computed
from well log data (Revil et al., 1998). If large salinity variations exist with
depth, resistivity should be corrected for pore pressure prediction purpose.

8.6 Pore pressure prediction from velocity and transit
time

Shale velocity either from sonic log or seismic survey can be used to predict
pore pressure generated by compaction disequilibrium because the velocity
is a good indicator of porosity. The general rule is that a lower velocity
(higher transit time) corresponds to a higher pore pressure.

In the sonic log, interval transit time is a more popular form to represent
the velocity. The compressional transit time is the inverse of the
compressional velocity and can be expressed in the following form:

Vp ¼ 106

Dt
(8.22)

where Vp is the compressional interval velocity in ft/s; Dt is the compres-
sional transit time in ms/ft.
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8.6.1 Eaton’s method and its improvement
8.6.1.1 Eaton’s method
Eaton (1975) proposed the following empirical equation for pore pressure
gradient prediction from sonic compressional transit time:

Ppg ¼ OBG � ðOBG � PngÞ
�
Dtn
Dt

�n

(8.23)

where n is an exponent, and normally n ¼ 3; Dtn is the sonic compressional
transit time or slowness in shales at the normal pressure conditions; Dt is the
sonic transit time in shales obtained from sonic log, and it can also be
derived from seismic interval velocity.

This method is applicable in some petroleum basins, but it does not
consider unloading effects. This limits its application in geologically
complicated area, such as formations with uplifts. To apply this method, the
normal transit time (Dtn) needs to be determined.

8.6.1.2 Modified Eaton’s method
Eaton’s equation can be rewritten in terms of the effective stress and
velocity by converting the transit time to the velocity via Eq. (8.22):

s

sN
¼

�
V
VN

�n

(8.24)

where V is the measured compressional velocity; VN is the compressional
velocity under normal pore pressure; s is the effective stress; sN is the effec-
tive stress under normal pressure condition.

Katahara (2003) pointed out that Eaton’s method, Eq. (8.24), is
unphysical at low effective stress condition. From Eaton’s equation (Eq.
8.24), clearly s ¼ 0 only if V ¼ 0. In water-saturated sediments, at a low
effective stress the velocity V will approach a value close to the water
compressional velocity, rather than 0; therefore, Eaton’s method is incorrect
in this limit. One modification that gives the correct low-stress limit is to
subtract the zero-stress velocity, Vmud (mudline velocity) from both
numerator and denominator on the right-hand side of Eq. (8.24) (Katahara,
2003):

s

sN
¼

�
V � Vmud

VN � Vmud

�m

(8.25)

where m is an exponent.
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Zhang (2011) proposed a modified Eaton’s method for calculating pore
pressure gradient using depth-dependent normal compaction trendline, i.e.,

Ppg ¼ OBG � ðOBG � PngÞ
�
Dtm þ ðDtml � DtmÞe�cZ

Dt

�n

(8.26)

where Dtm is the compressional transit time in the shale matrix (normally
65 ms/ft); Dtml is the transit time of the mudline (normally 200 ms/ft); Z
is the depth below the mudline; c is the compaction constant.

The normal compaction trend (Dtn) in this modified Eaton’s method
decreases exponentially with depth in the following form, as illustrated in
Fig. 8.16, (refer to Appendix 8.2 for derivation):

Dtn ¼ Dtm þ ðDtml � DtmÞe�cZ (8.27)

where Dtn is the transit time of shales in the normal pressure (normal
compaction) condition.

This normal compaction trend allows the normal transit time to
approach the matrix transit time at a very large depth, which is physically
correct as Chapman (1983) pointed out. A similar normal compaction trend
for shale acoustic transit time with depth in the Carnarvon Basin was
established by fitting an exponential relationship to averaged acoustic transit
times from 17 normally pressured wells (van Ruth et al., 2004):

Dtn ¼ 225þ 391e�0:00103Z

Figure 8.16 Schematic diagram showing (A) sonic transit time (Dt) measured in shale,
the normal compaction trend of the transit time in the normal pressure condition (Dtn)
and (B) the pore pressure response to the transit time (Dt).
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For a petroleum basin in Brunei the following relationship was obtained
(Tingay et al., 2009):

Dtn ¼ 176:5þ 461:5e�0:0007Z

In the above two equations, Dtn is in ms/m and Z is in meters.
The same case study, as presented in Section 8.5.2 (Fig. 8.15), is used to

examine the modified Eaton’s sonic transit time method. Fig. 8.17 shows
pore pressure computed from the modified Eaton’s sonic method (Eq.
8.26). By calibrating the measured pore pressure data, the normal
compaction trend is determined from Eq. (8.27) with the following pa-
rameters: Dtm ¼ 70 ms/ft, Dtml ¼ 200 ms/ft, and c ¼ 0.000245. Compared
to the measured pore pressure data, the pore pressure calculated from Eq.
(8.26) gives a very good result (Fig. 8.17).

8.6.2 Bowers’ method
Bowers (1995) calculated the effective stresses from measured pore pressure
data of the shales and overburden stresses and analyzed the corresponded
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Figure 8.17 Pore pressure calculated by modified Eaton’s sonic method in a deepwater
well in the Gulf of Mexico. The left figure (A) plots sonic transit time in shale and normal
transit time calculated from Eq. (8.27). The right figure (B) shows the overburden
gradient (OBG), mud weight used while drilling (MW), measured pore pressure (RFT),
and pore pressure gradient (Pp DT) calculated from sonic transit time using Eq. (8.26).
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sonic interval velocities from well logging data in the Gulf of Mexico slope.
He proposed the sonic velocity and effective stress having a power
relationship:

Vp ¼ Vml þ AsB
e (8.28)

where Vp is the compressional velocity at a given depth; Vml is the compres-
sional velocity of the mudline (i.e., the sea floor or the ground surface, nor-
mally Vml ¼ 5000 ft/s, or 1520 m/s); A and B are the parameters calibrated
with offset velocity and effective stress data.

Rearranging Eq. (8.28) and considering se ¼ sV e pp, the pore pressure
can be obtained from the velocity data in the following equation:

pp ¼ sV �
�
Vp � Vml

A

�1
B

(8.29)

For the Gulf of Mexico wells, A ¼ 10�20 and B ¼ 0.7�0.75 in the
English units (with pp, sV in psi and Vp, Vml in ft/s). Eq. (8.29) can be
rewritten in terms of transit time simply by substituting 106/Dt for Vp and
106/Dtml for Vml:

pp ¼ sV �

0
B@106

�
1
Dt

� 1
Dtml

�
A

1
CA

1
B

(8.30)

where Dtml is the compressional transit time of the mudline in psi, normally
Dtml ¼ 200 ms/ft or 660 ms/m.

The effective stress and compressional velocity do not follow the
loading curve if formation uplift or unloading occurs, and a higher velocity
in the unloading curve than that in the loading curve appears at the same
effective stress (refer to Fig. 7.13). Bowers (1995) proposed the following
empirical relation to account for the effect of unloading:

Vp ¼ Vml þ A
h
smaxðse=smaxÞ1=U

iB
(8.31)

where se, Vp, Vml, A, and B are as before; U is the uplift parameter; and

smax ¼
�
Vmax � Vml

A

�1
B

where smax and Vmax are the estimates of the effective stress and velocity at
the onset unloading. In absence of major lithology changes, Vmax is usually
set equal to the velocity at the start of the velocity reversal.
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Rearranging Eq. (8.31) the pore pressure can be obtained for the
unloading case:

pulo ¼ sV �
�
Vp � Vml

A

�U
B

ðsmaxÞ1�U (8.32)

where pulo is the pore pressure in the unloading case.

8.6.3 Miller’s method
The Miller sonic method describes a relationship between velocity and
effective stress that can be used to relate sonic/seismic transit time to for-
mation pore pressure. In Miller’s sonic method an input parameter
“maximum velocity depth”, dmax, controls whether unloading has occurred
or not. If dmax is less than the depth (Z), then unloading has not occurred,
the pore pressure can be obtained from the following equation (Zhang
et al., 2008):

pp ¼ sV � 1
l
ln

�
Vm � Vml

Vm � Vp

�
(8.33)

where Vm is the sonic interval velocity in the matrix of the shale (asymptotic
travel time at infinite effective stress, Vm ¼ 14,000e16,000 ft/s); Vp is the
measured compressional velocity at a given depth; l is the empirical param-
eter defining the rate of increase in velocity with effective stress (normally
0.00025).

If dmax � Z, then unloading behavior is assumed, the pore pressure in
the unloading case can be calculated from the following equation:

pulo ¼ sV � 1
l
ln

�
am

�
1� Vp � Vulo

Vm � Vml

��
(8.34)

where am is the ratio of slopes of the virgin (loading) and unloading veloc-
ities in the effective stress curves sul (normally am ¼ 1.8) and am ¼ Vp/Vulo;
sul is the effective stress from unloading of the sediments; Vulo is the velocity
where unloading begins.

8.6.4 Tau model
A velocity-dependent pore pressure prediction method was proposed by
Shell through introducing a “Tau” variable into the effective stress equation
(Lopez et al., 2004; Gutierrez et al., 2006):

se ¼ Ass
Bs (8.35)

306 Applied Petroleum Geomechanics



where As and Bs are the fitting constants; s is the Tau variable and
s ¼ (C � Dt)/(Dt � D); Dt is the compressional transit time either from
sonic log or seismic velocity; C is a constant related to the mudline transit
time (normally C ¼ 200 ms/ft); and D is a constant related to the matrix
transit time (normally D ¼ 50 ms/ft).

Then, the pore pressure can be calculated from Eq. (8.35) using
se ¼ sV e pp, i.e.,

pp ¼ sV � As

�
C � Dt
Dt �D

�Bs

(8.36)

The best fitting parameters in the Gulf of Mexico are As ¼ 1989.6 and
Bs ¼ 0.904 (Gutierrez et al., 2006).

Tau model and Miller’s method are similar to Bowers’ method. The
advantage of Miller’s method and Tau model is that both the effects of the
matrix and mudline velocities are considered in pore pressure prediction.

8.6.5 Depth-dependent sonic method
Porosity can be approximately obtained by the empirical time average
equation presented by Wyllie et al. (1956). Substituting the porosity-transit
time equation Eq. (2.7) into Eqs. (8.10) and (8.12), the following equa-
tions can be derived for estimating pore pressure gradient (Ppg) and pore
pressure (pp) (Zhang, 2011):

Ppg ¼
�
OBG � ðOBG � PngÞ lnðDtml � DtmÞ � lnðDt � DtmÞ

cZ

�
(8.37)

pp ¼
�
sV � ðsV � pnÞ lnðDtml � DtmÞ � lnðDt � DtmÞ

cZ

�
(8.38)

In Eqs. (8.37) and (8.38), the normal compaction trendline of the transit
time is Eq. (8.27), and from it, the parameter c can be calculated. The
normal compaction trendline of Eqs. (8.37) and (8.38) is asymptotic to
matrix transit time and therefore better represents the compaction mech-
anism of the sediments. The other advantage of this method is that the
calculated pore pressures are dependent on depth and both effects of the
matrix and mudline transit time are considered.

The pore pressure in unloading case can be obtained from the following
equation (Zhang, 2013a):

pulo ¼
�
sV � ðsV � pnÞ

bZ

�
b� c
c

ln
Dtml � Dtm
Dtu0 � Dtm

þ ln
Dtml � Dtm
Dt � Dtm

��
(8.39)
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where b is the compaction constant in the unloading case; b ¼ c if no
unloading occurs, and b > c in unloading case; Dtu0 is the transit time at
the starting point of the unloading.

It can be derived from Eq. (8.38) that the sonic or seismic travel time
and effective stress have an exponential relation in both normal compaction
and undercompaction conditions (Zhang, 2013a):

Dt ¼ Dtm þ ðDtml � DtmÞe�cZðse=snÞ (8.40)

In normal compaction case (se ¼ sn), Eq. (8.40) becomes Eq. (8.27)
ethe normal compaction trend for normal pressure case.

The depth-dependent sonic method, Eq. (8.37) or Eq. (8.38), has been
applied in several petroleum basins, e.g., the Gulf of Mexico, the North
Sea, India (Dasgupta et al., 2016), China (Xu et al., 2018), and shale gas
formations. A case study in Fig. 8.18 displays the pore pressure analysis in a
postdrill deepwater well with water depth of 3560 ft (Zhang et al., 2008).
The subsalt formations are primarily Neogene shales and sandstones.

Figure 8.18 Pore pressure calculation from sonic transit time using Eq. (8.37) in subsalt
formations of deepwater Gulf of Mexico. In this figure, the gamma ray and shale
base lines are shown in the left track; the resistivity (Res) and filtered shale points of
resistivity (SHPT Res) are plotted in the second track; the sonic transit time (DT) and
filtered shale points of the transit time (SHPT DT) are shown in the third track; and the
calculated pore pressure gradients from the filtered shale transit time (Pp DT) and
resistivity (PP res e1.2) are shown in the right track with comparison to the measured
formation pressures (MDT) and mud weights (MWIN).
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Pore pressure gradient is calculated from Eq. (8.37) using Dtml ¼ 131 ms/ft,
Dtm ¼ 73 ms/ft, Png ¼ 8.75 ppg, and c ¼ 0.00009 ft�1. The pore pressure
gradient is also estimated using Eaton’s resistivity method (Eq. 8.15).
Compared to the measured pore pressure results (MDT), well influxes (fluid
gains), and pore pressure calculated from resistivity log, Eq. (8.37) gives an
excellent result in pore pressure calculation. It should be noted that the
mudline transit time needs to be adjusted to Dtml ¼ 131 ms/ft (instead of
w200 ms/ft in conventional cases) to make a better pore pressure estimation
in subsalt formations. Fig. 8.18 also demonstrates that the pore pressure
calculation from the depth-dependent sonic method can catch the pore
pressure regression, which is a common phenomenon in some areas of the
Gulf of Mexico.

8.6.6 Distinguishing gas effect on compressional transit
time

The shear and compressional waves respond differently to reservoir fluids
and pressures. These facts offer an opportunity to predict pore pressure and
fluid content using seismic or sonic velocities. The challenge for pore
pressure prediction is to distinguish between the presence of overpressure
and gas-saturated formation from the velocity response. A lower
compressional velocity or higher transit time may not only correspond to an
overpressured formation but may also be related to a gas-bearing formation
because the gas slows the compressional velocity down or increases the
compressional transit time. The shear transit time can be used to identify
whether a higher compressional transit time is caused by overpressures or by
gas effect (Chilingar et al., 2002). The gas in the formation has little effect
on shear transit time; however, an overpressured formation causes both
compressional and shear transit time to increase (Fig. 8.19). Therefore, shear
transit time or shear velocity can be used as an indicator of overpressure.
Using this behavior, overpressure can be identified, as shown in Fig. 8.20,
where a very high shear transit time (at depth of 27,900e28,000 ft) cor-
responds to a high pore pressure.

8.6.7 Smectite and illite impacts on pore pressure
prediction

For the basin with smectite to illite transformation, the normal compaction
trends for pore pressure calculation in smectite, illite, and transition zone
should be different, as discussed in Chapter 7. The composite normal
compaction trendline (NCT) can be constructed from Eqs. (7.11)e(7.13).
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Figure 8.19 Schematic plots showing differences of compressive transit time (DTco)
and shear transit time (DTsm) profiles for a gas-saturated zone (A) and an overpressure
zone (B).

Figure 8.20 Very high shear transit time corresponding to a high pore pressure. The
left track shows the gamma ray, the middle track plots compressional and shear transit
time, and right track displays the measured (MDT) and estimated pore pressure.
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Fig. 8.21 illustrates that multiple normal compaction trendlines can better
predict pore pressure for the shales with different rock properties with
depth. In the figure, the smectite NCT is obtained from Eq. (7.11) with the
following parameters: Dtml ¼ 200 ms/ft and Dtm ¼ 67 ms/ft, cs ¼ 0.00018.
The illite NCT is computed from Eq. (7.12) with the following parameters:
Dtml ¼ 200 ms/ft and Dtm ¼ 67 ms/ft, ci ¼ 0.00028. The NCT in the
transition zone is obtained from Eq. (7.13). Using the composite NCT (Dtn)
of the three segments, the pore pressure is computed from Eaton’s method
(Eq. 8.23 with Png ¼ 8.75 ppg and n ¼ 3), as shown in Fig. 8.21. The pore
pressure gradient is also computed using a single NCT (e.g., illite trend).
Fig. 8.21 indicates that the composite NCT gives a better result in pore
pressure calculation than the one obtained from the single NCT method,
particularly in the shallow section, where other methods may overestimate
pore pressures.

8.7 Predrill pore pressure prediction and calibration

Before conducting pore pressure prediction in a prospect well, it needs to
do pore pressure analysis in the offset or analog wells and build a pore
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Figure 8.21 Pore pressure computations from the sonic transit time using composite
NCT in a postwell analysis. The left figure presents the transit time of shales obtained
from sonic log and normal compaction trendlines in smectite, illite, and the composite
NCT (NCT SeI). The right track plots overburden stress gradient, mud weight used
while drilling, measured pore pressure from MDT, and pore pressure profiles calculated
from the transit time using single NCT (Pp DT illite) and composite NCT (Pp SeI).
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pressure prediction model, which should be calibrated by measured data
in offset wells.

8.7.1 Calibration from formation pressure tests
There are many formation test methods for permeable formations,
including real-time LWD tests or formation pressure tests while drilling
(e.g., StethoScope, Geotap) and formation fluid pressure tests after drilling
(e.g., MDT, RFT, DST; Schlumberger, 2006). For low-permeability rocks,
the DFIT can not only be used for evaluating hydraulic fracturing ability
but also for estimating formation pore pressure (e.g., Martin et al., 2012).
To apply the pressure test data in permeable formations to the shale model
of pore pressure prediction, it may need to consider the centroid effect
(refer to Section 8.2.3).

Fig. 8.22 displays a postwell pore pressure analysis calibrated by
measured formation pressures. This is a deepwater subsalt well, and the field
description can be found in Zhang et al. (2008). Pore pressure gradient is
calculated from the depth-dependent sonic method (Eq. 8.37) using
Dtml ¼ 120 ms/ft, Dtm ¼ 73 ms/ft, Png ¼ 8.75 ppg, and c ¼ 0.00009. The
measured formation pressures from the MDT and Geotap are used to
calibrate the parameters (Dtml, Dtn, c) in Eq. (8.37).

Figure 8.22 Pore pressure calculation from the sonic transit time (Eq. 8.37) in deep-
water subsalt formations of the Gulf of Mexico. The gamma ray and shale base lines
are shown in the left track; the sonic transit time (DT) and filtered shale points of the
transit time (SHPT DT) are plotted in the second track; and the calculated pore pres-
sure from the filtered shale transit time (Pp DT) is shown in the right track with
comparison to the measured formation pressures from the MDT and Geotap.
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8.7.2 Calibration from well influx, kick, and connection gas
In drilling operations, if the downhole mud weight is lower than the
formation pressure, particularly for the permeable formations, the fluid
influx or pressure kick will occur, causing mud pit gains. The pore pressure
gradient can be calculated from the kick pressure using the following
equation:

Pk ¼ Pmw þ psidp
0:051948D

(8.41)

where Pk is the formation pressure gradient when the influx or kick occurs
(ppg); psidp is the drill pipe shut-in pressure in psi, Pmw is the downhole mud
weight or equivalent circulating density (ECD) when the influx or kick
occurs (ppg); D is the depth of the influx or kick, in ft.

Fluid influxes or pressure kicks are important data points for calibrating
pore pressure prediction model. Fig. 8.18 shows an example to use the
MDTs and pit gains (fluid influxes) for calibrating pore pressure prediction
and Fig. 8.13 displays to use gas kicks to calibrate pore pressure model.

When a connection gas occurs, it normally indicates that the formation
pore pressure is higher than the downhole mud weight. This is particularly
useful for the shale formation to estimate pore pressure in real time drilling
because formation pressure tests normally cannot measure pore pressures in
the low permeable shale. Fig. 8.23 displays the calculated pore pressure
from the connection gas values using Eq. (8.49). It indicates that the
connection gas occurrence is strongly related to pore pressure increase.

8.7.3 Calibration from wellbore instability events
If pore pressure is higher, a heavier mud weight is required to keep
wellbore stability because the wellbore collapse pressure increases as the
pore pressure increases. Therefore, wellbore breakout can be used to detect
pore pressure increase. Fig. 8.24 displays the caliper log and formation
pressure measurements in a postwell analysis. The mud weight was reduced
at depth of 24,000 ft, and then wellbore breakout (hole size enlargement in
the caliper log) occurred in the deeper formation (a shale from 24,400 to
25,200 ft), indicating a higher mud weight needed to maintain wellbore
stability. It might imply that the shale had a higher pore pressure than the
measured formation pressure in the overlying sandstone. Therefore, well-
bore instability can be used as an indicator of a higher pore pressure than
expected.
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Figure 8.23 Connection gas (CG) and pore pressure relationship. The left track plots
the connection gas and total gas with depth; the right track displays the calculated
pore pressure from the connection gas. It also shows mud weight, CG values, inflow,
and other drilling events.

Figure 8.24 Pore pressure and wellbore breakout relationship. The left track shows
the gamma ray; the middle track plots the caliper log where the shaded area is the
wellbore breakout; the right track displays the measured and interpreted pore pres-
sure gradient, mud weight, and overburden stress gradient.



8.7.4 Predrill pore pressure prediction in the prospect well
8.7.4.1 From seismic interval velocity
Seismic interval velocity at the proposed well location can be used to
predict pore pressure. Fig. 8.25 shows an example of pore pressure pre-
diction from the seismic interval velocity. Before pore pressure prediction,
the seismic interval velocity should be calibrated and corrected with the
sonic velocity data in the offset wells. The seismic interval velocities are the
combination of different formations. However, for pore pressure prediction
only shale interval velocities are needed, and the current seismic processing
may not be able to extract the shale velocities. As a result, pore pressure
prediction from seismic velocities has large uncertainties. Therefore, the
pore pressures predicted from seismic velocities need to combine with other
prediction methods (e.g., the prediction from analog wells) to obtain a
composite pore pressure prediction.

8.7.4.2 From analog wells
For pore pressure prediction in a new prospect, pore pressures in the offset
or analog wells need to be analyzed first, then the following steps may need:

For the hydraulically connected sandstones, hydraulic communication
model can be used for pore pressure prediction (Eq. 8.1) based on the
measured pore pressures in analog wells.

Figure 8.25 Smoothed seismic interval velocity (transit time), normal compaction
trendline from Eq. (8.27) and pore pressure prediction from Eq. (8.26). The depth is in
meters and plotted from the sea floor.
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For shales, one of the following methods may be used for pore pressure
prediction in the prospect well:
(1) Depth-shift effective stresses from analog wells based on formation tops

to the prospect well and use this depth-shifted effective stresses and
the overburden stress in the new well to calculate pore pressures and
pressure gradients. This method assumes that at the same formation
top, the effective stress in the proposed well is equal to that in the
analog well.

(2) Depth-shift a composite sonic transit time from the analog wells based
on formation tops to the prospect well and apply this transit time for
pore pressure prediction using the parameters obtained from the analog
wells.
Fig. 8.26 displays a plot of pore pressure prediction obtained from an

integration of pore pressure predictions from the seismic interval velocities
and from the offset well data (as described in this section). In the prediction,
the pore pressures in the most likely case, in the low and high cases are
given to handle the uncertainties.
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Figure 8.26 An example of predrill pore pressure prediction for a new prospect. In the
figure the curves from left to right are the low case, most likely and high case pore
pressures, fracture gradient in shales, and overburden gradient.
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8.8 Real-time pore pressure detection

If predrill pore pressure prediction has a big uncertainty, real-time pore
pressure detection is needed to update predrill pore pressure prediction and
advise drilling operations in real-time to adjust the mud weight to reduce
drilling risks. Real-time pore pressure detection generally relies on the
following data for analyses and interpretations when the data are available,
i.e., LWD including PWD (pressure while drilling), MWD, measured pore
pressures, drilling parameters, and mud logging data (e.g., connection and
total gases).

It should be noted that some real-time measurements (e.g., drill gas
from the mud log and cuttings on the surface) have lag time. The LWD
sensors (such as resistivity and sonic tools) also have certain distances behind
the drill bit. These disadvantages make the real-time monitoring difficult to
detect the pore pressure at the bit (excluding the d-exponent, Dxc).
However, if a formation follows a certain compaction or undercompaction
trend, then, the pore pressure at the bit can be interpreted.

For real-time pore pressure detection, it needs to firstly build a predrill
or real-time pore pressure model based on all available data in offset wells,
and then incorporate real-time abnormal pressure indicators to calibrate the
model. The real-time pore pressure model mainly includes the LWD-based
(e.g., resistivity and sonic transit time) and MWD-based (e.g., Dxc)
methods. To apply these methods, normal compaction trends are the key
parameters. The normal compaction trendlines (NCTs) need to be cali-
brated by offset data, real-time measured pore pressures and other indicators
to finalize the trendlines. To reduce uncertainties, the pore pressure model
needs to be integrated with real-time measurements and indicators, such as
real-time pore pressure measurements, well influx and kick, mud logging
(total gas, trip gas, connection gas), PWD, MWD, ROP, ECD, equivalent
static mud density (ESD) measurements, and borehole instability events
(e.g., abnormal torque and drag, tight holes, abnormal cuttings and cavings,
hole enlargement and breakout, hole fill and pack-off).

8.8.1 Procedures of real-time pore pressure detections
For real-time pore pressure detection and monitoring, the following steps
can be performed (Zhang and Yin, 2017a):
1. To construct predrill petrophysical and pore pressure model as intro-

duced in the previous section and calibrate the predrill model to offset
wells if they are available. The model includes methods of resistivity,
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sonic, Dxc, etc. The model should include uncertainties and address
drilling challenges and potential issues.

2. To apply the model to a real-time well. It particularly needs to have a
calibrated NCT for each method.

3. To connect the model to stream real-time data (e.g., use ConnectML
WITS and ConnectML WITSML to connect LWD and MWD tools),
so that the real-time data can be automatically loaded to the model. The
model can then automatically compute pore pressures based on the
NCTs using real-time LWD and MWD data.

4. To compare the real-timeecalculated pore pressure to downhole mud
weight (ESD or ECD) for determining if the mud weight is sufficient,
particularly it needs to identify whether the ESD or ECD is less than
pore pressure gradient or greater than fracture gradient. Only comparing
the real-timeecalculated pore pressure gradient to the mud weight is
not enough to conclude an underbalanced drilling status. It also needs
to combine with other real-time indicators of abnormal pore pressures.

5. To adjust the model based on the following data if they are available:
real-time pore pressure measurements, well influxes, mud pit gains,
kicks, mud gas data, mud losses, drilling parameters, and borehole insta-
bility events (e.g., cavings, torque, hole fills, pack-offs).

6. To alert and inform the rig for action when the pore pressure is close to
or higher (underbalanced) than the downhole mud weight.

7. To liaise with technical expert group on all issues related to unplanned
drilling operations, ECD, and pore pressure.

8. To make postwell knowledge capture and transfer within the appro-
priate organizations and systems.
The real-time monitoring should ensure that:

1. Pore pressure is continuously monitored, and indicators of the abnormal
pressures are identified.

2. Real-time pore pressure methods, estimates, and updates are discussed
routinely with all involved monitoring parties to provide a consistent
interpretation to the rig operations.

3. Abnormal pore pressure events are identified as soon as possible.
4. These abnormal events, including any significant observations, changes,

or updates in pore pressure estimates, if they are occurring or imminent,
need to be communicated to the operations (e.g., operation geologist
and drilling engineer) quickly.

5. Appropriate actions of operations (e.g., raising mud weight when pore
pressure gradient is higher than downhole mud weight) are taken quickly.
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8.8.2 Real-time pore pressure detectiondresistivity and
sonic methods

For real-time pore pressure detection, the pore pressure calculation needs
to be adapted to fit the real-time needs. Resistivity logging data can be used
to calculate pore pressure in shales using Eaton’s method (Eq. 8.13).
Determining the NCT is critically important for the real-time pore pressure
detection. Eq. (8.14) can be used as the depth-dependent resistivity NCT,
in which parameters of R0 and b can be obtained from offset data. When
the calculated pore pressure matches the measured pore pressure, it indicates
that the NCT (i.e., the parameters R0 and b) is applicable for the real-time
pore pressure detection in this area. Certainly, this NCT also needs to be
adjusted based on the pore pressure indicators in the real-time drilling.
Therefore, before real-time pore pressure detection, a critical step is to
determine the NCT from the offset wells. It should be noted that the NCT
may have different sets of calibration parameters for different offset wells. In
this case, the calibration parameters in the closer well or wells should be
used and adjusted based on the pore pressure indicators shown in the real-
time drilling.

Sonic methods can also be used for real-time pore pressure detection.
Similar to the resistivity method, before applying the sonic method to the
real-time detection, the sonic NCT needs to be obtained (e.g., Eq. 8.27)
and calibrated by the offset well data. After calibrations, the NCT is ready
for real-time applications.

8.8.3 Real-time pore pressure detectiondcorrected d-
exponent method

It has been found that the rate of penetration (ROP) increases when
drilling into an undercompacted or an overpressured shale. That is, an
increased ROP may be indicative to an abnormal increase in pore pres-
sures. However, there are also many other factors affecting ROP, such as
lithology, differential pressure, weight of the bit, rotating speed, torque,
bit type, and change of bits. Therefore, the ROP is too random to be used
as a detection method for abnormal pore pressure (Mouchet and Mitchell,
1989). Instead, d-exponent can be used as one of real-time pore pressure
detection methods. Jorden and Shirley (1966) proposed the following
d-exponent equation:

Dx ¼ logðROP=60NÞ
logð12W=106DÞ (8.42)
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where Dx is the d-exponent; ROP is the rate of penetration (ft/hr); N is the
rotary speed (rpm); W is the weight on bit (lbs); D is the hole diameter
(inches).

The d-exponent is highly dependent on the differential pressure, i.e.,
the difference of mud pressure and pore pressure. If mud weight changes,
then d-exponent will change. Therefore, d-exponent needs to be corrected
to reflect the change of mud weight. Rehm and McClendon (1971)
suggested the following correction:

Dxc ¼ Dx
Png

PMW
(8.43)

where Dxc is the corrected d-exponent; PMW is the downhole mud weight,
and the ECD is recommended for PMW in pore pressure calculation; Png is
the hydrostatic pore pressure gradient.

Using the corrected d-exponent, the empirical equation (Eaton, 1975)
for pore pressure estimate can be written in the following form, which is
similar to the resistivity method:

Ppg ¼ OBG � ðOBG � PngÞ
�
Dxc

Dn

�n

(8.44)

where Dn is the shale d-exponent in the normal pressure condition; n is an
exponent, and normally n ¼ 1.2.

It should be noted that d-exponent method initially was used for the
rolling cutter bits. However, the PDC bits are widely used in the drilling
industry. Because the PDC-type bits cut rocks with a shear cutting action
instead of the chipping action that Jorden and Shirley (1966) assumed in
their chip-hold down model, the corrected d-exponent in the PDC bit will
differ from the tri-cone or bi-cone bit in the same formation. Therefore, a
careful calibration is needed before real-time applications of the corrected
d-exponent method.

Determining d-exponent NCT (i.e. Dn) is a key step for using this
method to compute pore pressure in the real time. The following depth-
dependent equation can be used as the NCT of the corrected d-exponent
(Zhang and Yin, 2017a):

Dn ¼ D0 þ dZ (8.45)

where D0 is the shale d-exponent of the mudline; d is a calibration param-
eter; Z is the depth below the mudline. However, if the hole size, weight of
bit, and other parameters change, the normal compaction trend may change.
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Another depth-dependent equation of the NCT can also be used for the
corrected d-exponent:

Dn ¼ D0e
deZ (8.46)

where de is a calibration constant.
The corrected d-exponent gives a good indication of the state of

compaction and pore pressure (Mouchet and Mitchell, 1989). To reduce
lithology effect in different lithologies, the corrected d-exponents only in
the shale formations should be used for the pore pressure detection.
Fig. 8.27 presents a postwell analysis in a shale gas well for applying the
corrected d-exponent method to compute pore pressures using the depth-
dependent NCT. After calibrations, the NCT can be used for real-time
pore pressure detection.

The primary advantage of this method is that the parameters needed
for pore pressure calculation are obtained or measured from the drill bit
(the BHA). Therefore, the pore pressure obtained from the corrected
d-exponent method reflects the pore pressure at the bottom of the hole
(near the bit). The other advantage is that it can be used in the case even if

Figure 8.27 Pore pressure obtained from the corrected d-exponent method with
depth-dependent compaction trendline for the postwell analysis in a shale gas well.
The left track plots the corrected d-exponent in the shale and the d-exponent NCT
calculated from Eq. (8.45) with D0 ¼ 1.5 and d ¼ 0.00015. The right track shows the
overburden gradient, mud weight, kicks, and pore pressure gradient calculated from
the corrected d-exponent (Eq. 8.44).
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there are no LWD data. However, this method is not applicable for the
controlled drilling (e.g., controlled ROP). Based on the limitation of the
d-exponent (highly dependent on ROP, lithology, bits, hole size), this
method should be associated with other methods for real-time pore pres-
sure detection.

8.8.4 Real-time pore pressure detectiondfrom connection
gas or total gas

If a gas flow from the formation into the wellbore occurs, the reservoir pore
pressure should be greater than the downhole mud pressure (pMW).
Assuming the gas flow rate and pressures following Darcy’s law, the
following relation exists:

q ¼ C
kA
m

pp � pMW

DL
(8.47)

where q is the gas flow rate; C is a constant; k is the permeability; A is the
cross-sectional area of the flow; m is the fluid viscosity; DL is the flow
distance.

Gas flow is not only dependent on differential pressure as described by
Darcy’s law but also on gas absorption and other factors. A simplified
approach (i.e., using Eq. (8.47) to describe gas flow from the formation into
the wellbore) can be used. Therefore, from the above equation, the pore
pressure can be calculated from the following equation:

pp ¼ mDL
CkA

qþ pMW (8.48)

Assuming that the connection gas is the gas flow, Eq. (8.48) can be
simplified as the following form:

pp ¼ aQc þ pMW (8.49)

where Qc is the connection gas; a is a calibration parameter.
If the total gas is very high, the connection gas may not be observed,

then total gas and background gas can be used to estimate pore pressure:

pp ¼ cðQt �QbÞ þ pMW (8.50)

where Qt and Qb are the total gas and background gas, respectively; c is a
calibration parameter.

When the calibration data are available, constant a or c can be obtained;
therefore, pore pressure can be estimated using the connection gas or total gas.
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Eqs. (8.49) and (8.50) describe the case where the downhole mud weight is
lower than the pore pressure, i.e., the borehole has gas influx from the
formation (e.g., connection gas). Therefore, these equations can be appli-
cable only if the downhole mud weight is lower than the pore pressure.
Fig. 8.28 presents a postwell analysis of pore pressure calculation from
connection gas in a gas-bearing formation using Eq. (8.49). It should also be
noted that the total gas and connection gas have lag time (e.g., 2e3 h,
depending on the depth). The lag time is the time that it takes for gas to
come out from the formation at the bottom hole and travel to the gas trap
(gas collector) on the drilling deck. This lag time needs to be corrected for
the pore pressure estimate.

8.8.5 Abnormal pore pressure indicators and detections in
real-time drilling

Well influxes, kicks, blowouts, and mud losses are potential risks for drilling
operations, particularly for the well with a narrow mud weight window.
Real-time pore pressure monitoring can update the predrill model to
reduce uncertainties in pore pressure prediction and reduce drilling risks.
Real-time pore pressure detection can be performed either on the rig site or

Figure 8.28 Pore pressure estimated from the connection gas using Eq. (8.49) in a
postdrill shale gas well. The left track shows total gas and connection gas; the right
track presents the calculated pore pressures compared to the kicks, mud weight (MW),
and overburden stress (OBG).
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remotely with an access of the real-time data. The real-time data for pore
pressure detection mainly include the LWD resistivity and sonic transit
time, mud gas log, and drilling parameters (for calculating Dxc). The pore
pressure measurement while drilling is important for calibrating real-time
pore pressure model. Other calibration data include mud logging data
and drilling monitoring data, hole fill monitoring, torque and drag, cuttings
and cavings, well flow, and mud losses. Abnormal changes in these data may
be related to an abnormal pore pressure, but they could also be caused by
other factors (e.g., changes of lithology, salinity, temperature, hole size, and
mud weight). Therefore, it is necessary to use all available data to analyze
and interpret the indicators of abnormal pore pressure.

8.8.5.1 Indicators from logging-while-drilling logs
The primary methods for real-time pore pressure calculation are the well
log-based methods (e.g., from the LWD resistivity and sonic transit time),
and the resistivity log is normally available in the real time. General rule for
the LWD-based prediction is that the decrease in resistivity or increase in
transit time (which is not caused by hydrocarbon presence) compared to the
NCT is indicative of pore pressure increase. The NCTs are very critical for
applying these methods and should be properly calibrated from offset wells
before drilling. A fine adjustment of the NCT may be needed based on
real-time pore pressure indicators. It should be noted that the LWD sensors
have certain distances behind the bit (e.g., 20e100 ft, depending on the
tools and the BHA). Normally, the resistivity tool is closer to the drill bit
than the sonic tool. Even using the resistivity data, the detected pore
pressure from the LWD logs is not the one at the bottom hole. Therefore,
the log-based methods should be combined to other methods (e.g., Dxc
method, in which the parameters are obtained from the bit measurements)
to determine the pore pressure at the bit.

Fig. 8.29 presents an example of real-time pore pressure monitoring
from the LWD resistivity in a deepwater well in the Gulf of Mexico, in
which the NCT is obtained from the offset wells by using Eq. (8.14) and
the pore pressure is calculated from Eq. (8.13) based on the NCT and real-
time shale resistivity. The predicted pore pressure result was used to guide
drilling engineers for real-time mud weight adjustments. Wellbore fluid
flow and trip gas below 32,000 ft in Fig. 8.28 were due to a lower
downhole MW (or ECD) than the formation pore pressure. The real-time
calculated pore pressure was close to or higher than the ECD (Fig. 8.29),
meaning the formation fluid flow into the wellbore would occur in
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the permeable formation. This is consistent to the abnormal pressure
indication (well flow and trip gas show) observed in the real time.

8.8.5.2 Direct indicators of pore pressuredwell influxes and mud
losses

Well flow, mud pit gain, and kicks are, normally, direct indicators of a
higher pore pressure than the applied mud weight. In these cases, increasing
mud weight is needed. It should be noted that a well will not have fluid
flow if formations are impermeable (e.g., shales). However, for imperme-
able formations, other indicators of underbalanced drilling status may be
noticeable, such as wellbore instability (e.g., tight hole, caving, pack-off).
These indicators need to be analyzed to determine whether it is in
underbalanced drilling status or not. If mud losses or lost circulation are
observed, it normally indicates that the applied mud weight is higher than
the fracture gradient (excluding mud losses into open fractures or vuggy
zones; more details can be found in Zhang and Yin, 2017b); therefore, it
may need to reduce the mud weight. When the hole ballooning occurs, it
normally implies that the mud weight is very close to the fracture gradient.

8.8.5.3 Indicators from mud gas
Mud gas is an important indicator of the abnormal pore pressure in drilling
operations, particularly in shale formations because there are no good
methods to measure pore pressures in shales. If a large volume of the

Figure 8.29 Real-time pore pressure detection from the LWD resistivity. The left track
shows the real-time gamma ray and shale lines; the middle track presents the
resistivity (black curve), picked shale resistivity (green curve) and NCT (red line); the
right track displays the real-time calculated pore pressure (green curve) and measured
data (ECD, well flow, and mud gas indicators).
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formation gas flows into the wellbore, the downhole mud weight is
reduced because of the nature of low density of gas. This is “gas cut mud,”
indicating that the actual density of the mud coming out of the hole is less
than the density of the mud being pumped into the hole. If the volume of
gas influxes is large, the gas cut mud can cause a marked reduction of the
downhole mud weight, and this could result in a gas kick or blowout.
Therefore, the gas cut mud might be an important indicator of the
abnormal pore pressure. Connection and total gas measurements in the
mud log have been used qualitatively for decades in drilling oil and gas wells
to identify overbalanced, underbalanced, or near underbalanced pressure
conditions. Fig. 8.30 plots the relationship of the ECD and the peak total
gas in a shale gas formation for an underbalanced drilling condition in the
Utica shale. The well was drilled horizontally when the borehole reached
to the shale gas formation at the vertical depth of 8500 ft. Fig. 8.30 shows
that when the ECD was at 12e12.7 ppg, the observed maximum total gas
reached 37%. When the ECD was increased and exceeded the pore pres-
sure gradient (14.6 ppg), the total gas reduced markedly to 17%. Therefore,
mud gas data from mud logs can be used as an indicator of the abnormal
pore pressure. General rule for the mud gas is that an increase in the mud
gas relative to the background gas is an indication of pore pressure
increasing. The drawback of this method is that mud gas data have a lag
time behind the bit. That is, they are only available after the gas is circulated
with the mud from the bottom hole (or the gas-bearing formation) to
the surface, and this can have several hours of delay depending on the hole
depth. Six principles were proposed to quantitatively interpret mud gases
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Figure 8.30 The total gas versus the downhole mud weight for drilling in a shale gas
formation in a horizontal well (the estimated pore pressure from the DFIT is 14.6 ppg).
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relative to formation pore pressure (Alberty and Fink, 2013). These
principles for total gas displays are restated in the following:
• normal background and no reported connection gases, then Pp <

Swab < ESD < ECD.
• normal background and sporadic connection gases, then Swab <

Pp < ESD < ECD.
• normal background and consistent connection gases, then Swab <

ESD < Pp < ECD.
• elevated background and either sporadic or consistent connection gases,

then Swab < ESD < ECD < Pp.
• greatly elevated background and difficult to recognize connection gases,

then Swab < ESD < ECD < < Pp.
• and if total gas drops in response to an ECD increase, then Pp > ECD.
where Swab is the downhole swab pressure gradient resulted from the drill
string movement; Pp is the pore pressure gradient; ESD is the equivalent
static mud density; ECD is the equivalent circulating mud density.

8.8.6 Abnormal pore pressure interpretation from wellbore
instability

8.8.6.1 Indicators from wellbore failures
When applied mud weight is inappropriate, wellbore instability events
occur while drilling, which can help to diagnose abnormal pressures and to
adjust mud weight in real-time drilling operations. Wellbore instability can
be classified into two categories: shear and tensile failures. When the
downhole mud weight is less than the shear failure gradient, the wellbore
experiences shear failures. The indicators of shear failures while drilling
include hole enlargement (borehole breakout), hole closure, tight hole
(over-pull), high torque, hole fill after trip, hole bridging, hole pack-off,
and hole collapse. Some of these indicators may not be caused by shear
failures but by other factors; e.g., a swelling shale when the water-based
mud is used because of the chemical reaction between the mud and the
shale formation. Therefore, it needs to identify the causes of the failures.

Here a vertical well is used as an example to illustrate the relationship of
wellbore instability and pore pressure. Based on the MohreCoulomb
failure criterion, the minimum mud weight to avoid borehole shear failure
can be obtained from the following equation (Zhang, 2013b):

pm ¼ 1� sin f

2
ð3sH � sh � UCSÞ þ pp sin f (8.51)
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where pm is the minimum mud pressure or collapse (shear failure) pressure,
4 is the angle of internal friction of the rock; UCS is the rock uniaxial
compressive strength; sH and sh are the maximum and minimum horizon-
tal stresses, respectively.

Eq. (8.51) shows that shear failure is directly related to pore pressure,
i.e., a higher pore pressure needs a heavier mud weight to keep the well-
bore from shear failures. Therefore, wellbore instability can be used as an
indicator of an overpressured formation.

Tensile failure, however, occurs when the mud pressure exceeds the
capacity of the near-wellbore rock to bear tensile stress. If the downhole mud
weight is higher than the fracture gradient, the formation will be fractured
to create hydraulic fractures (drilling-induced tensile fractures). Real-time
indicators of drilling-induced tensile failures include borehole ballooning,
mud losses, and lost circulation. Reducing mud weight, adding lost
circulation materials, or applying wellbore strengthening technique (refer to
Chapter 9) are the possible cures for the drilling-induced tensile failures.

8.8.6.2 Indicators from abnormal cuttings
General rule is that the insufficient mud weight produces more and larger
cuttings. There are generally four types of cuttings (cavings): normal cut-
tings, cavings from preexisting fractures, cavings owing to underbalanced
drilling, and cavings owing to shear failures.
1. Normal cuttings. If the mud weight is appropriate, i.e., higher than pore

pressure and collapse pressure but lower than fracture gradient, the
wellbore is in a good condition. In this case, normal cuttings are gener-
ated with the PDC cutting marks when a PDC bit is used, as shown in
Fig. 8.31A.

Figure 8.31 Drilling cuttings. (A) normal PDC cuttings of shales; (B) blocky cuttings
from a formation with preexisting fractures.
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2. Cavings from preexisting fractures. In a formation with preexisting
fractures or in a faulted section, the rock may have a lower compressive
strength and lower fracture gradient. In this case, it may generate blocky
cavings in which the naturally fractured planes may be observed;
therefore, mud losses probably occur in the preexisting fractures.
Fig. 8.31B presents a picture of blocky cavings in a subsalt formation
where mud losses occurred.

3. Cavings owing to underbalanced drilling. If downhole mud weight is
less than formation pore pressure gradient, the wellbore experiences
splintering failure or spalling. In this case, large amounts of spiky and
concaved cavings are generated, as shown in Fig. 8.32, and wellbore
collapse and fluid kick (if a permeable formation is encountered) may
occur.

4. Cavings owing to shear failures. Shear failures cause angular or splintered
cavings in the wellbore. In this case, the rock failure of the wellbore wall
is similar to a triaxial compressive core test, where angular or splintered
rock pieces are formed, as shown in Fig. 8.33.

Figure 8.32 Schematic representation of wellbore spalling/chips for a higher pore
pressure than the mud pressure (underbalanced drilling condition) in a vertical
borehole. The upper figure illustrates the high pore pressure blowing rock chips into
the wellbore; the bottom picture shows spiky and concaved cuttings resulted from the
insufficient mud weight.
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8.8.7 Summary of real-time indicators for abnormal pore
pressures

Table 8.1 summarizes the indicators of abnormal pore pressures in the real-
time monitoring as described in the previous sections. These indicators can
be used to identify abnormal pore pressures and to calibrate and update the
real-time pore pressure models.

Appendix 8.1. Derivation of pore pressure prediction from
porosity

It is well known that the formation porosity and effective stress have the
following relationship:

f ¼ f0e
�ase (A1)

Therefore, the effective stress can be obtained from Eq. (A1):

se ¼ 1
a
ln
f0

f
(A2)

Figure 8.33 Angular or splintered cavings caused by shear failures: a case of lower
mud weight than the shear failure gradient. (A) Borehole breakout from shear failures
in a laboratory experiment (Addis et al., 1990); (B) triaxial compressive core test
creating angular rock pieces caused by shear failures; (C) angular/splintered cavings
induced by shear failures from a subsalt borehole.

Figure 8.34 Generalized normal compaction trends and the abnormal pressure
caused by undercompaction. From left to right: porosity, transit time, resistivity, d-
exponent, and pore pressure plots.
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The effective stress at the normal pressure condition can also be ob-
tained from Eq. (A1), when the porosity is the normal porosity, a condition
that formations are normally compacted, i.e.,

fn ¼ f0e
�asn (A3)

sn ¼ 1
a
ln
f0

fn
(A4)

Table 8.1 Real-time indicators of abnormal pore pressures.

Indicators General behaviors

Total gas Total gas should increase when an underbalanced drilling
occurs in a gas-bearing formation.

Background
gas

Background gas should increase with ROP. For a constant
ROP, background gas is expected to increase as the pore
pressure increases.

Connection
gas and
pump-off gas

Connection gas, swab gas, or pumps-off gas occurring may
indicate that the pore pressure is higher than the ESD.

Gas cut mud Gas cut mud is a sign of abnormal pore pressure that may
indicate an underbalanced drilling.

ROP ROP increase may indicate the pore pressure gradient
increase.

Dxc Gradual decrease in Dxc compared to its NCT may indicate
the pore pressure gradient increase (Fig. 8.34).

Resistivity Gradual decrease in resistivity compared to its NCT may
indicate the pore pressure gradient increase (Fig. 8.34).

DT Gradual increase in sonic transit time (DT) compared to its
NCT may indicate pore pressure gradient increasing
(Fig. 8.34).

PWD and
temperature

Sudden increase in PWD with increase in MWD temperature
may indicate an influx or kick.

Mud volume Mud pit volume increasing may indicate a kick.
Cuttings Increase in percentage of cuttings may indicate wellbore

instability or abnormal pore pressure. Splintery cavings may
indicate underbalanced drilling, and large amounts of splintery
and angular cavings indicate a wellbore collapse.

Hole fill Hole fills (i.e., cavings falling in) after connections indicate
wellbore instability and it may need to increase mud weight.

High torque,
over-pull,
tight hole,
pack-off

Hole pack-off, over-pull, tight hole, and increasing torque
and drag are likely to be caused by a higher collapse pressure
or higher pore pressure than the applied mud weight. It
needs to increase mud weight.
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Combining Eqs. (A2) and (A4), the following equation can be obtained:

se

sn
¼ lnf0 � ln f

lnf0 � ln fn
(A5)

Or,

se ¼ sn
ln f0 � ln f

ln f0 � ln fn
(A6)

The effective stress and pore pressure have the following relation:

pp ¼ ðsV � seÞ=a (A7)

Substituting Eq. (A6) into Eq. (A7) and noticing sn ¼ sV � apn, the
relation of pore pressure, overburden stress, and porosity can be obtained:

pp ¼
�
sV � ðsV � apnÞ ln f0 � ln f

ln f0 � ln fn

��
a (A8)

where fn is the porosity in the normal compaction condition.
The normal compaction porosity can be obtained from the following

equation (Athy, 1930):

fn ¼ f0e
�cZ (A9)

Substituting Eq. (A9) into Eq. (A8), the relation of pore pressure and
porosity can be obtained:

pp ¼
�
sV � ðsV � apnÞ ln f0 � ln f

cZ

��
a (A10)

where pp is the pore pressure; sV is the overburden stress; pn is the normal
pore pressure; f is porosity in shale, f0 is the porosity of the mudline (the
ground surface or sea floor for the offshore drilling); Z is the depth below
the mudline; a is Biot’s coefficient; and c is the compaction constant.

The pore pressure gradient can be easily obtained from Eq. (A10).

Ppg ¼
�
OBG � ðOBG � aPngÞ ln f0 � ln f

cZ

��
a (A11)

where Ppg is the pore pressure gradient; OBG is the overburden stress
gradient; Png is the normal pressure gradient.
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Appendix 8.2. Derivation of sonic normal compaction
equation

From the Wyllie equation, the porosity at the normal compaction con-
dition (fn) can be expressed in the following (refer to Eq. 2.7):

fn ¼
Dtn � Dtm
Dtf � Dtm

(B1)

And the porosity of the mudline (fml) can be written as follows:

fml ¼
Dtml � Dtm
Dtf � Dtm

(B2)

From Eq. (A9), it has the following relation between the normal
porosity and mudline porosity:

fn ¼ fmle
�cZ (B3)

Substituting Eqs. (B1) and (B2) into Eq. (B3), the transit time in the
normal compaction condition (Dtn) can be obtained, i.e.,

Dtn ¼ Dtm þ ðDtml � DtmÞe�cZ (B4)
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Abstract

Fracture gradient is a critical parameter for mud weight design in the drilling industry.
In this chapter, fracture gradient prediction methods are reviewed. Analyses of
field-measured leak-off test data in several petroleum basins show that fracture
gradient is dependent not only on the overburden stress and pore pressure but also
on depth. This phenomenon is considered in fracture gradient prediction. Leak-off test
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data in the salt formations are investigated, and fracture gradient prediction method in
the salt is studied. Case applications are examined to compare different fracture
gradient methods, and the reasons why the leak-off test value can be higher than the
overburden gradient are also explained. A depleted reservoir usually has a very low
fracture gradient, and wellbore strengthening techniques can be used to increase
formation fracture gradient and reduce mud losses during drilling operations. For
applying a wellbore strengthening technique, it requires to estimate the width of an
induced fracture at a target fracture length for a given wellbore pressure. 2-D and 3-D
semianalytical solutions are presented for calculating the fracture width, which
consider the effects of in situ stress anisotropy, the borehole inclinations, and
trajectories.

Keywords: Breakdown pressure; Fracture gradient in salt; Fracture gradient prediction;

Fracture width; Leak-off test; Mud losses; Wellbore strengthening.

9.1 Fracture gradient in drilling operations

9.1.1 Concept of fracture gradient
Fracture gradient is defined by the Schlumberger Oilfield Glossary as the
pressure gradient required to induce fractures in the rock at a given depth.
Based on this definition, it is the maximum mud weight that a well can
hold without mud losses and without uncontrolled tensile failures (fracture
growth) in drilling operations. If the downhole mud weight is higher than
the formation fracture gradient, then the wellbore will have tensile failures
(i.e., the formation will be fractured), causing losses of drilling mud or even
lost circulation (total losses of the mud). Therefore, fracture gradient
prediction is directly related to drilling safety. However, there is no
consensus on how to calculate fracture gradient in the oil and gas industry.
Some pore pressure specialists may use the minimum stress gradient as
fracture gradient, but others may use the maximum leak-off pressure (LOP)
gradient (it could be the formation breakdown pressure gradient) or the
fracture initiation pressure gradient as fracture gradient. In this chapter, the
maximum LOP gradient (the peak value in the LOT test) is used for fracture
gradient analysis. For fracture gradient prediction the effects of the mini-
mum stress, tensile strength, and the wellbore stress concentrations need to
be considered.

Pore pressure gradient and fracture gradient are two most important
parameters practically used for determining the mud weight window in
drilling engineering, as shown in Fig. 9.1. The mud weight should be
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appropriately selected based on pore pressure gradient, wellbore stability,
and fracture gradient before setting a casing. The drilling mud is applied in
the form of mud pressure to support borehole walls for preventing for-
mation fluid influx and wellbore collapse during drilling operations. To
avoid fluid influxes, pressure kicks, and wellbore instabilities in an openhole
section, a heavier downhole mud weight than the pore pressure gradient is
required. For offshore drilling, the US Bureau of Safety and Environmental
Enforcement (BSEE) requires that the safe drilling margins must meet
the following conditions: (1) static downhole mud weight must be greater
than estimated pore pressure; (2) static downhole mud weight must be a
minimum of one-half (0.5) pound per gallon (ppg) below the lesser of the
casing shoe pressure integrity test or the lowest estimated fracture gradient.
Otherwise, the hole is undrillable except when applying wellbore
strengthening technology, or a casing needs to be set to protect the
overlying formations from being fractured, as demonstrated in Fig. 9.1.
Fracture gradient can be measured from leak-off tests (LOTs) or estimated
from empirical equations, as stated in the following sections.
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Figure 9.1 Pore pressure gradient, fracture gradient, overburden stress gradient, static
downhole mud weight, and casing shoes versus depth. The “0.5 ppg” is required by
the BSEE for offshore drilling.
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9.1.2 Fracture gradient from leak-off tests
Typically, a formation pressure integrity test or the formation LOT is
performed in drilling operations to evaluate cement jobs, determine the
casing setting depth, test the resistance of tensile failures of a casing shoe,
and estimate the formation fracture gradient (Postler, 1997). Based on the
injection pressure, volume, and time, three pressure integrity tests can be
defined, i.e., formation integrity test (FIT), LOT, and extended leak-off test
(XLOT). The purpose of conducting a FIT is to test the formation fracture
pressure required for kick tolerance and safe drilling mud weight margin.
The maximum pressure in the FIT test is less than the fracture initiation
pressure. The LOT or FIT, a routine in the drilling industry, is typically
conducted after drilling a few feet below a new casing shoe to determine
the upper mud weight limit (i.e., fracture gradient) for the next hole
section.

In an XLOT test at a casing shoe, only the open hole below the casing
and any new formation (w10 ft) drilled before the test are exposed
(Edwards et al., 2002) to the injection fluid that is pumped at a constant
rate. The pressure increase in the hole is typically linear as long as there are
no leaks in the system, and the exposed formation is not highly permeable.
At some point, the rate of pressurization changes such that the pressuree
time curve departs from linearity, as shown in Fig. 9.2A. This departure
from linearity is referred to as the fracture initiation pressure (Pi). The
pressure is then typically seen to increase at a lower rate until a maximum
pressure is reached, i.e., the breakdown pressure (Pb). After this point,
the pressure falls rapidly. After the rock is broken down (hydraulic fracture
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Figure 9.2 Typical leak-off tests showing the relationships between fluid pumping
pressures and injection time or volumes during drilling operations. (A) XLOT; (B) LOT.
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created), at some point the pressure in the hole levels off and remains fairly
constant (Pprop) at the same flowrate, and the fracture is propagating. When
the pump is turned off, the pressure immediately drops to the instantaneous
shut-in pressure (Pisip). After the well is shut-in, the pressure begins to
decline as the fracture starts to close; the stress acting to close the fracture is
the closure pressure (Pc) or the minimum stress (smin). To obtain formation
tensile strength and more accurate closure pressure data, a second pressur-
ization cycle may then be performed. Because a fracture has been created by
the first cycle of XLOT, there is no tensile strength in the fracture
reopening (Zhang and Roegiers, 2010).

For a typical LOT test, once the peak pressure, or the breakdown
pressure, is reached, the pump is shut down to record the 10-second pressure
reading and then continue recording the shut-in pressure for more than
10 min, as shown in Fig. 9.2B. Fracture pressures can also be obtained from
other tests, e.g., mini-frac test and diagnostic fracture injection test (DFIT).

9.1.3 Fracture gradient and mud losses in drilling
operations

Understanding the mechanism of mud losses can help to better determine
fracture gradient. The possible reasons of mud losses in drilling operations
are presented in the following cases. For different cases, the methods for
mud loss control and fracture gradient design are different.

Case 1. Seepage mud loss: For permeable rocks (excluding those with
highly fractured preexisting fractures), once the mud pressure applied in the
borehole is greater than the formation pore pressure (pmud > pp), the mud
will invade and flow into the formation through pores due to the high
permeability. This is the seepage mud loss, which can easily happen in
permeable sandstones and limestones, particularly for the low pore pressure
or depleted reservoirs. Seepage mud loss is a slow mud volume escape or
loss into the formation through porous rocks or small holes. Therefore,
seepage loss in most cases is minimal (normally, the loss < 10 bbl/h for
oil-based mud and < 25 bbl/h for water-based mud). This will have little
effect for drilling operations. Because the seepage mud loss is mainly caused
by the connected pores or by formation permeability, lost circulation
material pills can be used to block the flow path.

Case 2. Small loss: If the mud pressure is greater than the fracture
initiation pressure, but less than the breakdown pressure (Pi � pmud < Pb) in
the intact shale, there will be only small volume of drilling fluid lost into
the well. It can be seen from the XLOT in Fig. 9.2 that it only needs
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0.3 bbls of fluid pumped into the well from the initiation pressure (Pi) to the
breakdown pressure (Pb). Therefore, mud loss may be minor in this case.

Case 3. Partial loss: If the mud pressure is slightly greater than the
fracture breakdown pressure (pmud � Pb) in the intact shale, this will be a
situation when some volume of drilling fluid is lost into the formation, but
some drilling mud volume still circulates back to the surface. In this case,
not only the mud volume has losses but the borehole may also have the
ballooning issue to deal with.

Case 4. Partial loss and total loss in natural fractures: Once the mud
pressure is greater than the minimum stress (pmud > smin) in the preexisting
uncemented fractures, the fractures will open and the mud will flow into
the natural fractures. The degree of mud loss depends on both fracture
properties (e.g., fracture aperture and spacing) and the difference of the
mud pressure and the minimum stress.

Case 5. Total loss or lost circulation: It occurs either in intact rocks with
pmud >> Pb or in the rocks having preexisting natural fractures and faults
with pmud > smin. This is the worst situation because there is no mud
returning to the surface, and the mud level will drop to any level down in
the hole. Losing a lot of drilling fluid into the well will directly affect
hydrostatic pressure at the bottom. If the mud cannot be kept full in the
hole, it might be the time when the hydrostatic pressure of the mud is less
than the reservoir pore pressure, and a kick may happen.

It should be noted that mud loss mechanisms described above are mainly
for clastic formations but may not be relevant to carbonate formations.
Some carbonate reservoirs contain different sizes of vugs or caves that are
interconnected by natural fractures. As a result, a large amount of mud
could be lost once the drilling mud weight is greater than the reservoir pore
pressure (pmud > pp). The same applies for those reservoirs with highly
fractured preexisting open fractures. Therefore, fracture gradient in this case
is not much higher than the reservoir pressure. This case is not considered in
this chapter.

For most cases, fracture gradient should be equal to or less than the
breakdown pressure gradient (i.e., FG � Pb) to avoid uncontrollable mud
losses.

9.2 Fracture gradient prediction methods

The measured data (e.g., LOT, DFIT) show that fracture gradients in shales
and sandstones are different. Normally, a shale has a higher fracture gradient

342 Applied Petroleum Geomechanics



than that in a sandstone, the reason may be due to that the shale has a higher
minimum stress than that in the sandstone. Therefore, fracture gradient
prediction methods for shale and sandstone are different.

The concept and calculation of fracture gradient probably first came
from the minimum injection pressure proposed by Hubbert and Willis
(1957). They assumed that the minimum injection pressure to hold open
and extend a fracture is equal to the minimum stress:

Pmin
inj ¼ s0

h þ pp ¼ sh (9.1)

where Pmin
inj is the minimum injection pressure; s0h is the effective minimum

stress; sh is the minimum stress; pp is the pore pressure.
Hubbert and Willis (1957) assumed that under conditions of incipient

normal faulting, the effective minimum stress is horizontal and has a
value of approximately one-third the effective overburden stress, i.e.,
s0h ¼ �

sV � pp
��

3. Therefore, they obtained the minimum injection
pressure or fracture pressure in the following form:

Pmin
inj ¼ 1

3
ðsV � ppÞ þ pp (9.2)

where sV is the vertical stress.
Later on, many empirical and theoretical equations for fracture gradient

prediction were proposed (e.g., Haimson and Fairhurst, 1967; Matthews
and Kelly, 1967; Eaton, 1969; Anderson et al., 1973; Althaus, 1977;
Pilkington, 1978; Daines, 1980; Breckels and van Eekelen, 1982; Constant
and Bourgoyne, 1988; Aadnoy and Larson, 1989; Wojtanowicz et al.,
2000; Barker and Meeks, 2003; Fredrich et al., 2007; Wessling et al., 2009;
Keaney et al., 2010; Zhang, 2011; Oriji and Ogbonna, 2012; Zhang and
Yin, 2017). In the following sections, some commonly-used methods are
reviewed.

9.2.1 Matthews and Kelly method
Matthews and Kelly (1967) introduced a variable of the “matrix stress
coefficient (k1),” equivalent to effective stress coefficient, for calculating
fracture gradient of sedimentary formations:

FG ¼ k0ðOBG � PpÞ þ Pp (9.3)

where FG is the fracture gradient; OBG is the overburden stress gradient; Pp
is the pore pressure gradient; k0 is the matrix stress or effective stress coeffi-
cient (it was k1 in their original equation), and k0 ¼ �

sh � pp
���

sV � pp
�
.
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In their paper, Matthews and Kelly (1967) obtained k0 from the fracture
initiation pressures. Consequently, this fracture gradient is higher than the
fracture extension gradient (the minimum stress gradient).

Zhang and Yin (2017) analyzed more than 200 publicly available LOT
datasets from exploration and production drilling wells in several offshore
petroleum basins (the Gulf of Mexico, the North Sea, South America, the
Gulf of Guinea and Asia). The LOT data are chosen only for those tests in
which each test passed the initiation pressure, then reached a peak pressure
value (i.e., excluding FIT tests) and performed in shale or shaly formations,
excluding those tests conducted in sandstones or other permeable forma-
tions. Most of the data are from LOT tests, and only some are from XLOT
tests; therefore, the peak pressure values of the tests (here called LOT
values) may not be the breakdown pressures, but greater than the initiation
pressures. These wells are located in young sediments, mostly in the
Neogene and Paleogene formations and in the normal faulting stress
regime. By assuming that the LOT is the measured fracture gradient, they
analyzed the LOT, OBG (overburden stress gradient), and Pp (pore pressure
gradient) relationship. Fig. 9.3 plots the net LOT pressure or effective LOT
pressure gradient (LOTePp) versus the effective overburden stress gradient
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(OBGePp) for all 229 LOT datasets in which the pore pressures and
overburden stresses are reliable. The effective stress coefficients
(k0 ¼ ðLOT � PpÞ=ðOBG � PpÞ) are also plotted in Fig. 9.3. It shows
that most measured data are located within k0 ¼ 0.5e1. The average value
of the effective stress coefficient from k0 ¼ 0.5 to 1 is k0 ¼ 0.75. Therefore,
k0 ¼ 0.75 can be used as the most likely value to calculate fracture gradient
by plugging k0 ¼ 0.75 into Matthews and Kelly’s equation (Eq. 9.3).

For sandstones, Eq. (9.3) can still be used for fracture gradient predic-
tion, but a smaller k0 should be used, e.g., k0 ¼ 0.5 and this value needs to
be calibrated using measured data or mud loss events in sandstones.

9.2.2 Depth-dependent k0 method
Fig. 9.3 shows that k0 is scattered and is not a constant. The scattered k0
may be caused by the fact that the LOT data were measured from different
basins. For a specific basin or oil field, the LOT data should not be so
scattered. To analyze what factor mostly affects variable k0, Zhang and Yin
(2017) calculated the k0 value in each measured LOT data point as pre-
sented in Fig. 9.3 based on k0 ¼ ðLOT � PpÞ=ðOBG � PpÞ and then
plotted the k0 values versus depths, as shown in Fig. 9.4. It demonstrates
that k0 is highly dependent on the depth, and the wells in the Green
Canyon of the Gulf Mexico have higher LOT values, but the wells in the
North Sea and the Gulf of Guinea have lower LOT values. Fig. 9.4
indicates that k0 has a higher value at a shallower depth and decreases as the
depth increases, i.e., k0 is depth-dependent. Therefore, fracture gradient is
also depth-dependent. The k0 value from the LOT data in Fig. 9.4 can be
expressed in the following equation:

k0 ¼ kþ a
�
eZ=b (9.4)

where Z is the depth below the mudline or below the sea floor (in ft); k0 is
the effective stress coefficient and is dependent on the depth:
• for the low case of fracture gradient: k ¼ 0.5, a ¼ 0.1, b ¼ 5100 (left line

in Fig. 9.4);
• for the high case of fracture gradient: k ¼ 0.9, a ¼ 0.4, b ¼ 12500 (right

line in Fig. 9.4);
• for the most likely case of fracture gradient: k ¼ 0.75, a ¼ 0.15,

b ¼ 7200 (middle line in Fig. 9.4).
Based on author’s field applications, the low case of k0 shown above

may be used for estimating the most likely fracture gradient in sandstones or
sandy formations.
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It should be noted that k0 varies markedly in different basins or fields;
therefore, the parameters of k, a, and b in Eq. (9.4) should be obtained from
each field for a better application, if the measured LOT data are available.

Based on this depth-dependent k0, an improved fracture gradient of the
Mathews and Kelly method (depth-dependent k0 method) can be written
in the following form:

FG ¼ �
kþ a

�
eZ=b

�ðOBG � PpÞ þ Pp (9.5)

where Z is in ft, as defined in Eq. (9.4); k, a, and b are variables, which can
be determined from the LOT data in offset wells. From the data shown in
Fig. 9.4, the following parameters can be used:
• for the most likely fracture gradient in shales: k ¼ 0.75, a ¼ 0.15,

b ¼ 7200;
• for sandstones, the low case of shale fracture gradient in Fig. 9.4 may be

used for the most likely sandstone fracture gradient (i.e., k ¼ 0.5,
a ¼ 0.1, b ¼ 5100), but it needs calibrations before applications.
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9.2.3 Eaton’s method or the minimum stress method
Eaton (1969) used Poisson’s ratio of the formations to calculate fracture
gradient based on the concept of the minimum injection pressure proposed
by Hubbert and Willis (1957):

FG ¼ n

1� n
ðOBG � PpÞ þ Pp (9.6)

where n is Poisson’s ratio, which can be obtained from the compressional
and shear velocities (Vp and Vs):

n ¼
1
2
ðVp=VsÞ2 � 1

ðVp=VsÞ2 � 1
(9.7)

Eaton’s method enables to account for the effect of different rocks
(e.g., shale, sandstone) on fracture gradient prediction because the lithology
effect is considered in Poisson’s ratios calculated from Eq. (9.7). Therefore,
if one uses Eq. (9.6) with Eq. (9.7) for fracture gradient prediction, it
will give a lithology-dependent fracture gradient; hence, there is no need
to distinguish shales, sandstones, and other lithologies. In fact, Eq. (9.6)
is the equation of the minimum value of the minimum stress derived from
a uniaxial strain condition (Zhang and Zhang, 2017). However, in the
industry applications the apparent Poisson’s ratios in different rocks
are used to calculate fracture gradients for simplifications, e.g., using
n ¼ 0.43 for shales (or n/(1 � n) ¼ 0.75) and n ¼ 0.3 for sandstones (or
n/(1 � n) ¼ 0.5). In this case, Eaton’s equation is equivalent to Matthews
and Kelly’s equation, if k0 ¼ n/(1 � n).

For some old formations, such as the Cretaceous-aged and older for-
mations, Eaton’s method (Eq. 9.6) with Poisson’s ratios calculated from
sonic logs (Eq. 9.7) is applicable, as shown in Fig. 9.5 (Zhang and
Wieseneck, 2011). The calculated fracture gradient from Eaton’s method in
Fig. 9.5 is compared to the measured fracture gradient results from the
DFIT and LOT data in several shale gas wells. In Fig. 9.5, the DFIT and
LOT measurements and pore pressures in offset wells are depth-shifted to a
target well based on the same formation tops in these offset wells and
plotted in the pressure form. The fracture pressure in Fig. 9.5 is calculated
from Eaton’s method (Eq. 9.6) using the measured pore pressures from the
influxes and kicks (including the Bossier and Haynesville shale gas forma-
tions) in the offset wells, and Poisson’s ratios are calculated from the sonic
log using Eq. (9.7). The calculated fracture pressures match the measured
DFIT and LOT data very well (Fig. 9.5).
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9.2.4 Daines’ method
Daines (1980) superposed a horizontal tectonic stress st to Eaton’s equation.
Expressing in the stress form, he called it as “minimum pressure within the
borehole to hold open and extend an existing fracture”, which can be
written in the following equation:

sf ¼ n

1� n
ðsV � ppÞ þ pp þ st (9.8)

where sf is the fracture pressure; st is the superposed horizontal tectonic
stress and a function of effective vertical (overburden) stress, i.e.,
st ¼ b(sV� pp) and b is a constant. Therefore, Daines’ equation can be
rewritten to the following form:

sf ¼
�
bþ n

1� n

�
ðsV � ppÞ þ pp (9.9)
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9.2.5 Fracture gradient from wellbore tensile failure
Wellbore tensile failure pressure is related to and may be used for fracture
gradient. When the mud pressure is higher enough, tensile stresses and
tensile failures on the wellbore are initiated. The fracture initiation pressure
can be calculated from Kirsch’s wellbore solution. In the case of non-
penetrating fluid (impermeable case) in a vertical borehole, Haimson and
Fairhurst (1967) derived the following equation (Eq. 9.10) when the tensile
failure occurs, and they named the pressure (pb) to be the formation
breakdown pressure:

pVb ¼ 3sh � sH � pp þ T0 (9.10)

where pVb is the breakdown pressure in a vertical borehole; sh and sH are
the minimum and maximum horizontal stresses, respectively; T0 is the
tensile strength of the rock.

In the case of penetrating fluid (permeable case), Detournay and Cheng
(1988) proposed the following equation to calculate the breakdown
pressure, which represents a lower bound breakdown pressure:

pbp ¼ 3sh � sH � 2hpp þ T0

2ð1� hÞ (9.11)

where h is a poroelastic coefficient ranging from 0 to 0.5 and h ¼ (1 � 2n)/
[2(1 � n)]; n is the drained Poisson’s ratio.

For example, in a case of n ¼ 0.3, then h ¼ 0.23, the breakdown
pressure is pbp ¼ 0.7(3sh�sH�0.58ppþT0). Comparing it to Eq. (9.10), the
breakdown pressure in the permeable case is smaller than that in the
impermeable case.

For inclined boreholes (including horizontal wells) and considering
temperature effect (sT), formation breakdown pressure can be approxi-
mately written in the following form:

pb ¼ 3smin � smax � pp þ sT þ T0 (9.12)

and

sT ¼ aTEðTmud � Tf Þ
1� n

where sT is the steady state thermal stress caused by the difference of the
mud temperature (Tmud) and formation temperature (Tf); aT is the coeffi-
cient of thermal expansion of the formation; smax and smin are the
maximum and minimum far-field stresses in the borehole cross section
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perpendicular to the hole axis, which can be approximately obtained from
the following equations (Zhang, 2013), if the shear stresses are neglected in
the inclined well:

s0
x ¼ ðsHcos2 aþ shsin2 aÞcos2 iþ sV sin2 i

s0
y ¼ sH sin2 aþ shcos2 a

smax ¼ max
�
s0
x; s0

y

�
smin ¼ min

�
s0
x; s0

y

�
(9.13)

where i is the borehole inclination, for a vertical well i ¼ 0� and for a
horizontal well i ¼ 90�; a is the angle of drilling direction with respect
to the maximum horizontal stress (sH) direction of the borehole; s0x and
s0y are the local in situ stresses in the cross section perpendicular to the
axis of the inclined borehole; sV is the vertical stress.

Eq. (9.12) indicates that wellbore inclination affects formation break-
down pressure, and field measurements confirm this conclusion. For
example, Rai et al. (2014) examined fracture gradients in nine wells drilled
in three different pad locations in an onshore oil field in Asia. The measured
LOPs (or formation breakdown pressures) at the 9 5/800 casing shoe show a
scatter of 1200 psi or 3 ppg mud weight equivalent. They believed that the
LOP differences were caused by the well inclinations and trajectories.

9.3 Drilling direction impacts on fracture gradient in
horizontal wells

If fracture initiation or breakdown pressure is used as fracture gradient, then
the fracture gradient is dependent on the well inclination and drilling
directions because the wellbore tensile failures in these cases are different.
For a horizontal well, the fracture initiation or breakdown pressure is highly
dependent on in situ stresses and drilling directions.
(1) In the normal or strike-slip faulting stress regime, for a horizontal well

drilled in the minimum horizontal stress direction the formation break-
down pressure has the following forms:

pHb ¼ 3sH � sV � pp þ T0; if sV > sHðnormal faulting stressÞ (9.14)

pHb ¼ 3sV � sH � pp þ T0; if sV < sHðstrike�slip faulting stressÞ (9.15)

where pb
H is the formation breakdown pressure in the horizontal well.
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Comparing it to the breakdown pressure in the vertical well (i.e.,
Eq. 9.10), Eq. (9.15) has a higher breakdown pressure. That is, in the
strike-slip faulting stress regime, a horizontal well drilled in the mini-
mum horizontal stress direction has a higher breakdown pressure or
higher fracture gradient.

From Eq. (9.14) it cannot be explicitly found whether the horizon-
tal well has a higher or lower breakdown pressure than that in a vertical
well, which depends on the magnitudes of three in situ stresses. The
difference of the breakdown pressures in the horizontal and vertical
wells is pHb � pVb ¼ 4sH � 3sh � sV . If two horizontal stresses are
very close, then, the difference pHb � pVb z � ðsV � sHÞ < 0. This
means that in the normal faulting stress regime, a horizontal well drilled
in the minimum horizontal stress direction has a lower breakdown
pressure or lower fracture gradient if two horizontal stresses are very
close.

(2) In the normal faulting stress regime, for a horizontal well drilled in the
maximum horizontal stress direction the breakdown pressure (or
fracture gradient) can be expressed in the following form:

pHb ¼ 3sh � sV � pp þ T0 (9.16)

Comparing it to the case in the vertical well (Eq. 9.10), the differ-
ence pHb � pVb ¼ �ðsV � sHÞ < 0; therefore, for the horizontal well
in this case Eq. (9.16) has a lower breakdown pressure (or fracture
gradient) than that in the vertical well, because of sV > sH.

(3) In the strike-slip faulting stress regime for a horizontal well drilled in
the maximum horizontal stress direction:

From Eqs. (9.10) and (9.16), pHb � pVb ¼ �ðsV � sHÞ > 0 because
sV < sH; therefore, the horizontal well has a higher breakdown
pressure (or fracture gradient) than that in the vertical well.

(4) In the reverse faulting stress regime, for a horizontal well drilled in the
minimum horizontal stress direction:

pHb ¼ 3sV � sH � pp þ T0 (9.17)

Comparing Eq. (9.17) to Eq. (9.10), the horizontal well has lower
breakdown pressure than that in the vertical well.

(5) In reverse faulting stress regime, for a horizontal well drilled in the
maximum horizontal stress direction:

pHb ¼ 3sV � sh � pp þ T0 (9.18)
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Comparing Eq. (9.18) to Eq. (9.10), the horizontal well can have a
lower or higher breakdown pressure than that in the vertical well
depending on the magnitudes of the three in situ stresses.

It should be noted that the far-field minimum stress does not change
with well azimuth and drilling direction. Therefore, if the minimum
stress is used as fracture gradient, it should be a constant for the
horizontal wells.

9.4 Temperature and depletion impacts on fracture
gradient

9.4.1 Temperature impact on fracture gradient
Besides wellbore inclination and drilling direction, another important factor
that impacts fracture gradient is the drilling mud temperature, which causes
wellbore temperature change and consequently affects fracture gradient.
Eq. (9.12) indicates that a lower mud temperature can reduce the formation
breakdown pressure, namely, decrease fracture gradient. Borehole drilling
and mud circulation cause the formation cooling and reheating. The for-
mation cooling by drilling mud may cause the near-wellbore fracture
gradient to be exceeded, inducing small fractures. Closure of these fractures
on reheating is responsible for transient fracture pressure build up and back
flow or wellbore ballooning (Maury and Idelovici, 1995). The rapid
decrease in temperature at the wellbore wall leads to tensile stresses that
cause cracks to initiate and propagate into the rock. The induced thermal
stresses in a typical rock associated with a temperature change of only
50�F (10�C) can be of the order of 1e10 MPa. Cooling thus gives rise to
tensile stress components and makes the formation to be more likely to
generate hydraulic fractures (Stephens and Voight, 1982). Evidence from
several ChevronTexaco deepwater wells suggests that reduction of fracture
gradients owing to cooling around a wellbore may be a major contributor
to lost circulation events, causing millions of dollars in additional well costs.
A field test of the magnitude of the effect of temperature on fracture
gradient was performed in a shallow sand and shale sequence in a South
Texas well. The field tests showed that an increase in mud temperature of
61�F caused an increase in fracture gradient of 1.5 ppg at the depth of
3081 ft (Gonzalez et al., 2004; Pepin et al., 2004).

Using the finite element method (FEM) coupled with thermal and
geomechanical effects, the temperature impacts are examined on wellbore
stresses and fracture gradients. The boundary conditions of temperatures at
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the wellbore wall (inner boundary) and the far-field (outer boundary) are
added in the heat transfer model of solids and coupled to the geomechanical
model. The in situ stresses, rock mechanical and thermal properties, and
wellbore boundary temperatures are listed in Table 9.1, a similar case study
reported in Zhang et al. (2016). Modeling results indicate that the wellbore
cooling due to cooler mud than the formation original temperature decreases
wellbore tangential stresses, hence reduces formation breakdown pressure.
Fig. 9.6 compares the thermal effects on the tangential stresses using a cooler
(50�F lower than the formation) mud to the one without considerations of
temperatures. It indicates that cooling 50�F makes the tangential stress to
decrease 9.26% in the maximum horizontal stress direction.

Table 9.1 In situ stresses and rock properties used in the FEM modeling

Parameter Magnitude

Minimum horizontal stress, sh (psi) 5953
Maximum horizontal stress, sH (psi) 7053
Downhole mud pressure, pw (psi) 6480
Young’s modulus of the rock, E (psi) 1.09 � 106

Poisson’s ratio of the rock, n 0.225
Density of the rock, r (g/cm3) 2.3
Hole diameter, d (in) 12
Heat capacity at constant pressure (J/kg$K) 1000
Thermal conductivity (W/m$K) 4.5
Coefficient of thermal expansion (1/K) 1.0 � 10�5

Temperature at wellbore wall (�F) 146
Temperature at wellbore far-field (�F) 196

3800
4300
4800
5300
5800
6300
6800
7300
7800
8300
8800

0 5 10 15 20 25 30

Ta
ng

en
al

 st
re

ss
 (p

si
)

Distance from the borehole wall (inch)

W/O thermal in SH direc on
W/O thermal in Sh direc on
Thermal 50° cooling in Sh direc on
Thermal 50° cooling in SH direc on

σH direc on

σh direc on

Cooling 

Cooling 
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The FEM model also shows that the breakdown pressure (the wellbore
pressure when tensile failure occurs) decreases 905 psi or 12.5%, when the
temperature difference between the formation and the drilling mud is 50�F
(cooling), as shown in Fig. 9.7. It implies that cooling the wellbore reduces
fracture gradient, and heating the wellbore through a heated mud can
increase fracture gradient.

9.4.2 Pore pressure and depletion impacts on fracture
gradient

Field measurements show that overpressures cause fracture gradient to
increase, as shown in Figs. 9.5 and 7.22. Therefore, a higher pore pressure
corresponds to a higher fracture gradient. However, pore pressure decrease
(e.g., depletion, pressure regression) causes fracture gradient to decrease;
consequently, this decreased fracture gradient may result in mud losses
while drilling. Low fracture gradients or low LOT values caused by
depletion have been found in many cases, e.g., in the Valhall field of the
North Sea (Zoback and Zinke, 2002) and in the Bakken field of North
Dakota (Dohman and Zhang et al., 2017). For the depleted reservoir,
fracture gradient prediction can be conducted by using the aforementioned
methods and replacing the pore pressure (pp) by the reservoir pressure after
depletion (pd) (e.g., Lang et al., 2011).
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9.5 Upper and lower bound fracture gradients

If neglecting temperature effect and assuming sH � T0 is approximately
equal to sh, Eq. (9.10) can be simplified to the following form for a vertical
well (Zhang, 2011):

PFPmax ¼ 2sh � pp (9.19)

where

sh ¼ n

1� n
ðsV � ppÞ þ pp (9.20)

Eq. (9.19) can be used to calculate the upper bound fracture pressure (or
gradient), and the value obtained from Eaton’s method (or the minimum
stress method, Eq. 9.20) can be used as the lower bound fracture pressure
(or gradient) (Zhang et al., 2008; Zhang, 2011). The average value of the
lower bound and upper bound fracture pressures may be used as the most
likely fracture pressure (Zhang, 2011)

pavg ¼ 3n
2ð1� nÞ ðsV � ppÞ þ pp (9.21)

where pavg is the average fracture pressure.
To illustrate the fracture gradient bounds, the measured LOT data in 14

wells in the Mississippi Canyon of the Gulf of Mexico are analyzed to
examine the relationship of the measured LOT (fracture gradient) and the
minimum stress (i.e., Smin in Fig. 9.8, calculated from Eq. (9.20)). Fig. 9.8
plots the lower and upper bound fracture gradients and the average fracture
gradient calculated from Eq. (9.21), where Poisson’s ratios are calculated
from sonic logs (i.e., Vp and Vs). Fig. 9.8 shows that almost all data points
are within the upper and lower bound fracture gradients and some data
points are located close to the line of LOT ¼ Smin. In this case study, several
mud losses occurred even when mud weight or fracture gradient was less
than the minimum stress, which might be caused by the preexisting natural
fractures.

9.6 Fracture gradient in salt and subsalt formations

For subsalt wells in the Gulf of Mexico and other petroleum basins, drilling
needs to penetrate thick salt formations to reach the hydrocarbon reservoirs.
Salt creep in the subsalt well is a challenge for borehole stability (Zhang
et al., 2008); therefore, a heavier mud weight (e.g., mud weight can be as
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high as 80%e90% of the overburden stress) needs to be used to control salt
creep. This heavy mud weight requires a high fracture gradient in the salt
formation to avoid salt being fractured.

LOT and FIT data in salt formations in 15 wells in the Gulf of Mexico
(10 in the Mississippi Canyon and 5 in the Green Canyon) are examined
and presented in Fig. 9.9. It shows that the LOT and FIT pressures in most
salt formations are higher than the overburden stress (sV) but less than
sV þ 1000 psi. Therefore, the following equation can be used to estimate
fracture gradient in salt formations:

ps ¼ sV þ C (9.22)

where ps is the fracture pressure in salt in psi; sV is the overburden stress in
psi; C is a variable and varies from 0 to 1000 psi based on the data shown in
Fig. 9.9, and for the most likely case, C ¼ 500 psi.

It should be noted that Eq. (9.22) is an empirical equation only for salt
formations. If rock inclusions and salt sutures exist in salt formations,
fracture gradient should be lower and dependent on the fracture gradient of
the involved rocks.
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A case study shown in Fig. 9.10 examines fracture gradients in salt,
presalt, and subsalt formations. The salt fracture gradient is estimated
from Eq. (9.22) with C ¼ 500 psi, which matches the measured FIT data
in the salt. In the subsalt formations, Eaton’s method shown in Fig. 9.10
underestimates fracture gradient based on measured data, but the
depth-dependent k0 method (Eq. 9.5) gives a better estimate on fracture
gradient. It should be mentioned that the pore pressure in pure salt should
be zero, and the dashed pore pressure line in Fig. 9.10 is an imaginary line.

9.7 Reasons of leak-off test being greater than
overburden stress gradient

It is often found that some LOT values in leak-off tests are greater than
their overburden stress gradients (i.e., LOT > OBG); for example, in the
Green Canyon area of the Gulf of Mexico and in some subsalt formations.
These may be caused by the following reasons: (a) the measured LOT value
is the formation breakdown pressure, and (b) the formation is in the tec-
tonic stress regime.

0

4000

8000

12000

16000

20000

0 4000 8000 12000 16000 20000

FI
T 

in
 s

al
t f

or
m

at
io

n 
(p

si
)

OBP+500psi
OBP+1000psi
OBP

Overburden stress (psi)
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figure) in salt formations plotted with the overburden stress (OBP) in 15 wells in the
Gulf of Mexico.
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9.7.1 Leak-off test value being the formation breakdown
pressure

The LOT value reported from the leak-off test may be the formation
breakdown pressure in which the rock has a high tensile strength. In this
case, the breakdown pressure in a vertical well may be calculated from
Eq. (9.10). An example is presented in Fig. 9.11 for illustration. At the depth
of 10,800 ft, if the minimum horizontal stress gradient sh ¼ 12.8 ppg, the
maximum horizontal stress gradient sH ¼ 13.4 ppg, pore pressure gradient
Pp ¼ 11 ppg, and tensile strength T0 ¼ 100 psi, then the breakdown
pressure can be calculated from Eq. (9.10), i.e., the breakdown pressure
gradient is 14.18 ppg. However, the overburden gradient at this depth is
OBG ¼ 13.9 ppg, as shown in Fig. 9.11. Therefore, the breakdown pres-
sure gradient is greater than the overburden gradient (i.e., LOT > OBG).
The measured LOT value in Fig. 9.11 at the depth of 10,800 ft is 14.1 ppg,
similar to the calculated formation breakdown pressure gradient.

Figure 9.10 Salt fracture gradient estimated from Eq. (9.22) compared to measured FIT
data in salt body in a subsalt well in the Gulf of Mexico. In the presalt and subsalt
formations, the depth-dependent k0 method (Eq. 9.5), Eaton’s method, and Mathews
and Kelly’s method of k0 ¼ 0.75 are applied to estimate fracture gradients in rock
formations.
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Fig. 9.11 plots the estimated and measured pore pressure gradient,
surface mud weight, overburden gradient, and measured LOT values. It
also plots the calculated fracture gradient bounds (high, most likely and low
cases) from the depth-dependent k0 method (Eq. 9.5). The figure also
shows that one of measured LOTs is greater than the overburden gradient,
and all LOT data are within the calculated fracture gradient range.

9.7.2 In tectonic stress regimes
When formations are in tectonic stress regimes or close to the base of salt,
two horizontal stresses can be equal to or even greater than the overburden
stress. For example, for the subsalt formations, not far from the base of
salt, where three principal stresses are nearly equal (sV z sH z sh), the
formation breakdown pressure can be calculated from Eq. (9.10) as follows:

LOT ¼ Pb z 2sV � pp þ T0 (9.23)

Figure 9.11 Measured LOT data plotted with depth versus the estimated high side,
most likely and low side fracture gradients from Eq. (9.5) in a deepwater Gulf of Mexico
well.
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Because pore pressure is less than overburden stress (pp < sV), from
Eq. (9.23) it can be obtained that Pb > sV, i.e., the breakdown pressure
gradient or LOT is greater than the overburden gradient (LOT > OBG).
There are many cases where the measured peak values in LOTs are greater
than their overburden stress values in subsalt formations, particularly
when the formations are close to the base of salt. Fig. 9.12 shows a case
that the measured LOT value is 16.4 ppg at 21,427 ft (342 ft below
the base of salt), where the overburden stress gradient is 16.3 ppg,
i.e., LOT > OBG.

Fig. 9.12 also plots the measured LOT values in the presalt and subsalt
formations. There is also a measured FIT value in the salt formation. The
high side and the most likely fracture gradients in shales calculated from
the depth-dependent k0 method (Eq. 9.5) are compared to Matthews and
Kelly’s method (with a constant k0 ¼ 0.75) in Fig. 9.12. It should be
noted that the sandstone fracture gradient is not plotted in the figure. The
most likely (C ¼ 500 psi) and high case (C ¼ 1000 psi) fracture gradients
in salt formation are calculated from Eq. (9.22) and plotted in the same
figure.
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9.8 Wellbore strengthening to increase fracture gradient

9.8.1 Wellbore strengthening
Lost circulation is a major challenge in well construction operations,
especially where drilling margins are narrow or in pressure-depleted res-
ervoirs. Drilling-induced tensile fractures often occur in a low-pressure
reservoir caused by pressure depletion or pore pressure regression, which
induces a lower fracture gradient than the surrounding shale formations.
This low fracture gradient presents significant drilling challenges. As a result,
additional casing may be needed to isolate the risky zone. A lower mud
weight may also be required to keep the wellbore pressure below the
fracture gradient, which can then lead to wellbore instability or well control
issues in higher pressure intervals within the same wellbore section (Zhang
et al., 2016). Therefore, wellbore strengthening is required for increasing
fracture gradient of the rock, widening the mud weight window, and
consequently enhancing the well integrity and mitigating mud losses.

Various experts have proposed a variety of techniques to increase
fracture gradient. Most of these techniques achieve an increase in fracture
resistance by actually inducing a tensile fracture using a heavier mud density
to increase tangential stresses and then arresting fracture growth by isolating
wellbore pressure at some point between the mouth and tip of the fracture.
Some techniques use fibers and other materials to cover the fracture mouth
within the wellbore and thereby hydraulically isolate the fracture. The
method proposed by Alberty and McLean (2004) uses large particles to plug
and bridge the mouth of the fracture and then small particles to seal around
the bridging particles to arrest fracture growth. Other methods use small
particles to either build an immobile mass at some point along the fracture
or to fill the fracture altogether from the tip to the mouth (Dupriest, 2005;
Van Oort et al., 2009; Morita et al., 1990; Wang et al., 2009). Some
methods also aim to isolate the very tip of the fracture with very small
particles (Van Oort et al., 2009; Contreras et al., 2014). Wellbore
strengthening techniques have been successfully used to increase formation
fracture gradient, reduce mud losses, and access resources that may have
been undrillable using conventional drilling methods.

The FEM modeling demonstrates that the stress cage methodology
increases fracture resistance within a wellbore by increasing the tangential
stresses around the wellbore wall in the vicinity of an induced fracture
(Zhang et al., 2016, Feng et al., 2015). The FEM modeling indicates that
after creating a bi-wing fracture in a wellbore the tangential stresses increase

Fracture gradient prediction and wellbore strengthening 361



markedly around the fracture and the wellbore (Fig. 9.13). When the
fracture is plugged, the wellbore is strengthened, which makes it difficult to
create new fractures around the wellbore. Lab experiments verified that
wellbore strengthening can greatly increase fracture gradient. For instance,
experiments in the Roubidoux sandstone cores show that the formation
breakdown pressures were increased by 39%e65%, and the fracture
initiation pressures were increased by 15%e36% when the oil-based mud
with the nanoparticles combined with graphite was used to seal the fractures
(Contreras et al., 2014). Although several methods for wellbore strength-
ening and enhancing fracture gradients have been proposed, the drilling
industry converges mainly on two methods, i.e., the stress cage method
(Alberty and McLean, 2004) and tip resistance by developing an immobile
mass (Dupriest, 2005). Dupriest (2005) pointed out that regardless of the
type of treatment used, integrity is increased by widening the fracture to
increase its closing stress (closure pressure). Wellbore strengthening method
of the stress cage has been applied to several hundred wells (e.g., Aston
et al., 2004, 2007), making those conventionally undrillable wells (because
of their very narrow drilling margins) to be drilled successfully. For a
successful wellbore strengthening application, the induced fracture width is
one of the most important parameters because the particle concentration
required for plugging the fracture is strongly dependent on the fracture
width as lab experiments verified (Guo et al., 2014). Therefore, the
geometry and width of the fracture are important inputs for wellbore
strengthening treatment to increase fracture gradient.

Figure 9.13 The increased tangential stress area induced by creating a bi-wing frac-
ture in a wellbore modeled by the FEM (Zhang and Yin, 2019).
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9.8.2 Analytical solutions of the fracture width
A number of analytical and semianalytical solutions have been proposed to
estimate the fracture width. The line crack solution proposed by Sneddon
(1946) and Sneddon and Elliott (1946) can be used to determine the width
of a 2-D plane strain fracture in an isotropic stress environment without the
presence of a borehole. Perkins and Kern (1961) and Geertsma and de
Klerk (1969) applied Sneddon’s solutions to the oil and gas industry for
hydraulic fracturing applications by representing the borehole as a crack
with an internal pressure and isotropic horizontal stresses.

Sneddon and Elliott (1946) proposed a solution for fracture width as a
function of internal constant pressure (p0) with no confining stress and no
borehole (the equivalent of a wellbore diameter of zero) in their Eq. 17
restated here in Eq. (9.24).

w xð Þ ¼ 4ð1� n2Þ
E

po
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � x2

p
(9.24)

where w(x) is the fracture width; E is Young’s modulus; n is Poisson’s ratio;
po is the internal pressure; L is the fracture half-length; x is the distance from
the center of the fracture.

In planning wellbore strengthening applications the induced fractures
are generally short; therefore, consideration of the borehole presence be-
comes critical in describing the behavior of the width and length of an
induced fracture, especially near the mouth of the fracture. Alberty and
McLean (2004) proposed the use of both numerical and analytical solutions
for estimating the width of the mouth of an induced fracture for planning
wellbore strengthening applications. Their analytical solution modified Eq.
(9.24) to account for the presence of a wellbore and a minimum horizontal
stress in the following form (as shown in Fig. 9.14):

w xð Þ ¼ 4ð1� n2Þ
E

ðpw � shÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL þ RÞ2 � x2

q
(9.25)

where sh is the minimum horizontal stress; pw is the mud pressure in the
wellbore; R is the wellbore radius; L is the fracture length in one side of
the wellbore.

This solution works well as long as the in situ stresses are isotropic.
As the difference between the minimum and maximum horizontal stresses
increases, the aperture of the fracture will become larger and, in some cases,
can even take on more of a funnel shape toward the mouth of the fracture.
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This difference in the fracture widths can be critical in formulating mud
additive concentrations when there is a need to quickly arrest fracture
growth as is practiced in the stress cage methodology described by Alberty
and McLean (2004). Fig. 9.15 displays a comparison of the fracture shape
from the FEM model if the maximum horizontal stress is increased from
6053 psi to 6953 psi (the minimum horizontal stress is 5953 psi) while other
inputs are held constant (Zhang et al., 2016). In this case, the width of the
fracture mouth increases from 438 mm with 100 psi of horizontal stress
anisotropy to 582 mm with 1000 psi of anisotropy. Although 1000 psi of
stress anisotropy may seem large for an extensional basin, this amount of
anisotropy is not unusual when a well is highly deviated.
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Figure 9.14 The schematic bi-wing fracture model in a wellbore (Sh ¼ sh).
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Figure 9.15 Comparison of fracture widths from the FEM numerical models with small
(100 psi) and large (1000 psi) horizontal stress anisotropies.
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9.8.3 Semianalytical solution of the fracture width
accounting for stress anisotropy

Three in situ stress components are very different in most wells being
drilled. For those wells, the analytical solution offered by Alberty and
McLean (2004) in Eq. (9.25) would underestimate the fracture width due
to the stress anisotropy. Therefore, a solution is needed to handle the stress
anisotropy for calculating the fracture width. A number of studies have
been conducted on fracture width analyses with considerations of the stress
anisotropy (e.g., Guo et al., 2011; Morita and Fuh, 2012; Shahri et al.,
2015; Mehrabian et al., 2015; Zhong et al., 2017). Applying superposition
principle, Zhang et al. (2016) proposed a 2-D semianalytical solution for the
fracture width calculation in a vertical borehole accounting for in situ stress
anisotropy. They decomposed the problem into two parts, as shown in
Fig. 9.16. In each part of the model, the fracture width can be obtained
from Eq. (9.25); adding the two solutions together, the fracture width can
be derived as the following form (Zhang et al., 2016):

w xð Þ ¼ 4ð1� n2Þ
E

½pw � sh þ cðsH � shÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL þ RÞ2 � x2

q
(9.26)

where w(x) is the fracture width in the semianalytical solution; c is the stress
anisotropy factor; sH is the maximum horizontal stress; E is Young’s

pe

pe= pw-Sh

SH SH

Sh

Sh

p
Sh Sh

Sh

Sh

p
SH-Sh SH-Sh

xL

p0

p0= c(SH-Sh)

p

p

≈ ≈

Figure 9.16 Schematic wellbore sections of a vertical borehole and fracture model
under anisotropic far-field stresses, which can be decomposed and superposed in two
separate models (Sh ¼ sh, SH ¼ sH).
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modulus of the rock; for field applications, the dynamic Young’s modulus
is used. This method has been applied to many cases to increase fracture
gradients in the Gulf of Mexico and the North Sea.

The derivation of Eq. (9.26) can be found in the appendix of Zhang
et al. (2016). A stress anisotropy factor (c) was considered in Eq. (9.26) to
account for the impact of the difference of two horizontal stresses. The
stress anisotropy factor was obtained from the FEM numerical modeling,
which can be expressed in the following form, if the fracture length and
radius are expressed in inches:

c ¼ 0:368R1=2

½L þ 3ðx� RÞ�1=1:3
(9.27)

where the units of R, L, and x are in inches.
In the metric units, if the radius and length (R, L, and x) are expressed in

meters, the factor c can be rewritten as the following form:

c ¼ 0:137R1=2

½L þ 3ðx� RÞ�1=1:3
(9.28)

Fig. 9.17 shows the fracture shapes calculated from the semianalytical
solution, Eq. (9.26), and from the 2-D FEM model for the small
stress anisotropy case ( sH � sh ¼ 100 psi) and the large anisotropy case
(sH � sh ¼ 1000 psi). The results in two solutions match very well. Wide
varieties of cases were analyzed, and the FEM and the semianalytical
solutions were compared and shown to have an average difference of the
width of the fracture mouth of 2.7% (Zhang et al., 2016).
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For an inclined borehole, in the wellbore cross section orthogonal to the
borehole axis, the maximum and minimum far-field principal stresses (smax,
smin) in the cross section can be calculated from the in situ stresses (sh, sH,
and sV). Inserting smax and smin to Eq. (9.26), the fracture width can be
obtained for an inclined well. In this case Eq. (9.26) becomes:

w xð Þ ¼ 4ð1� n2Þ
E

½pw � smin þ cðsmax � sminÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL þ RÞ2 � x2

q
(9.29)

where smax and smin are the maximum and minimum far-field principal
stresses in the wellbore cross section perpendicular to the borehole axis.
In an inclined borehole, smax and smin can be approximately estimated
from Eq. (9.13).

9.8.4 Fracture width impacted by inclinations and drilling
directions

There are many factors affecting stress cage performance, e.g., mud pres-
sure, in situ stresses, borehole deviation and drilling direction, hole size, and
rock properties (i.e., Young’s modulus, Poisson’s ratio). For rock properties,
it is straightforward to figure out their effects on the fracture widths through
Eq. (9.29). For instance, a stiffer rock, i.e., a rock with a higher Young’s
modulus, is less deformable than a softer rock, thus having a smaller fracture
width. In the following, the FEM modeling is applied to analyze the im-
pacts of borehole deviations and drilling directions on the fracture widths.
Table 9.2 lists the in situ stresses and rock properties used for modeling in a
well in the North Sea. A six-inch long bi-wing fracture (the initial fracture

Table 9.2 In situ stresses and rock properties used in the FEM model.

Parameter Magnitude

Minimum horizontal stress, sh (psi) 4620
Maximum horizontal stress, sH (psi) 4715
Overburden stress, sV (psi) 7085
Downhole mud pressure, pw (psi) 5153
Young’s modulus of the rock, E (psi) 5 � 105

Poisson’s ratio of the rock, n 0.23
Density of the rock, r (g/cm3) 2.3
Hole diameter, d (in) 6.5
Fracture length, L(in) 6
Heat capacity at constant pressure, (J/kg$K) 1000
Thermal conductivity (W/m$K) 4.5
Coefficient of thermal expansion (1/K) 1.0 � 10�5

Temperature at wellbore wall (�F) 146
Temperature at wellbore far-field (�F) 196
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aperture is very small, 0.0254 mm) is modeled in the borehole cross section
using the COMSOL finite element software. The reason for selecting the
fracture length of 6 inches is that the fracture is better to be blocked and
sealed before its propagation length exceeds to 6 inches. In the first case of
the modeling, the borehole drilling direction is parallel to the maximum
horizontal stress direction. Fig. 9.18 displays the modeling results of fracture
width variations as the inclination changes. It shows that the fracture width
increases 39% for a change of inclination from 0 to 70�. Therefore, borehole
inclinations affect the fracture widths very much, i.e., a higher inclination, a
wider fracture for the borehole drilled in the maximum horizontal stress
direction.

If inclined boreholes are drilled in different directions, the fracture
widths induced by drilling are very different because the stress configura-
tions are different around the wellbore. Two inclined boreholes with the
same inclination of 35� but different directions are modeled: one is drilled
in the maximum horizontal stress direction and the other is drilled in the
minimum horizontal stress direction. Comparison of the two cases dem-
onstrates that the fracture width for the borehole drilled in the maximum
horizontal stress direction increases 17.8% compared to the one drilled in
the minimum horizontal stress direction (Fig. 9.19).

9.8.5 Fracture widths in the stress cage with consideration
of temperature

Normally the mud temperature is lower than the formation temperature,
and this affects fracture width growth, particularly when the fracture is long.
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A low-temperature drilling mud cools more formation area in a longer
fracture than that in a shorter fracture, because more cooling mud contacts
the formation. A case in the North Sea is analyzed to examine temperature
effect on the fracture width. A highly inclined borehole (deviation of 70�) is
examined and the in situ stresses, mud pressure, rock properties, and
temperature parameters are listed in Table 9.2. The FEM modeling shows
that the temperature difference between the formation and the mud (50�F
cooling) causes the fracture width to increase 7% compared to the
isothermal case (Fig. 9.20) for a borehole drilled in the minimum horizontal
stress direction. The increase in the fracture width leads to a requirement of
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Figure 9.19 Comparison of fracture widths for boreholes drilled in the maximum and
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Figure 9.20 Fracture widths without thermal effect and the one when a 50�F cooler
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causes a wider fracture.
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larger particles of mud additives to arrest the fracture growth. The decrease
of the borehole temperature owing to a low mud temperature also causes
the decreases of the tangential stresses (implying a decrease in fracture
gradient, refer to Figs. 9.6-9.7).

9.8.6 3-D semianalytical solution of the fracture width
In the 2-D plane strain solution the fracture is assumed to be very long in
one direction compared to other directions. This assumption may be
appropriate for a long fracture, but it is not suitable for a near-wellbore
fracture or a fracture in its early propagating stage. It is commonly
assumed when a hydraulic fracture is in its early propagation stage, it
propagates almost uniformly to the two major principal stress directions
(e.g., the vertical and maximum horizontal directions for a vertical hydraulic
fracture). In this case, the 2-D plane strain solution may not work properly.
Therefore, a 3-D solution is needed for a better description of near-wellbore
fractures. Fifteen application cases of 3-D FEM near-wellbore vertical
fractures are modeled, and the fracture widths with different L/H (ratio of
fracture half-length to fracture height) values are calculated in each case
(Zhang and Yin, 2019). The corresponding 2-D FEM plane strain solution
is also obtained for each case. The fracture widths and L/H in 2-D and 3-D
conditions are plotted in Fig. 9.21. It can be found that the fracture widths
from the 2-D to 3-D solutions are strongly dependent on the ratio of

Figure 9.21 Fracture widths in 2-D and 3-D FEM models related to the ratios of
fracture half-length and fracture height for 15 application cases.
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fracture half-length to fracture height. The following relation between 2-D
and 3-D solutions exists from the FEM modeling results:

w2D

w3D
¼ 1þ 1:2L

H
(9.30)

where w2D and w3D are the fracture widths in 2-D and 3-D conditions,
respectively.

Assuming that the fracture propagates uniformly to the two major
principal stress directions, for a vertical hydraulic fracture it has H ¼ 2L.
Therefore, Eq. (9.30) becomes:

w2D

w3D
¼ 1:6 (9.31)

If Eq. (9.29) is used as the 2-D solution (w2D), then, from Eqs. (9.29) and
(9.31) the 3-D semianalytical solution of the fracture width can be
expressed in the following form:

w3D xð Þ ¼ 4ð1� n2Þ
1:6E

½pw � smin þ cðsmax � sminÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL þ RÞ2 � x2

q
(9.32)

where w3D (x) is the fracture width of the 3-D solution; E is Young’s
modulus of the formation. Compared to Eq. (9.29), the 3-D solution pre-
dicts a smaller fracture width than the one obtained from the 2-D solution.
This implies that the 2-D-based old design for wellbore strengthening may
overestimate the fracture width.

In fact, fracture propagation is dependent on the principal stress
magnitudes exerted in the fracture propagation directions. For a vertical
hydraulic fracture, the fracture propagating length and height in the
horizontal and vertical directions in an isotropic and homogeneous for-
mation should be proportional to the far-field stress magnitudes in the
corresponding directions, i.e., 2L/H f sH/sV. Therefore, if the fracture
propagation is controlled by the principal far-field stress magnitudes, then
for a vertical fracture Eq. (9.30) can be written in the following form:

w2D

w3D
¼ 1þ 0:6sH

sV
(9.33)

Therefore, for a vertical fracture in a vertical well, the 3-D semi-
analytical solution of the fracture width can be expressed in the following
equation:

w3D xð Þ ¼ 4ð1� n2Þ
ð1þ 0:6sH=sV ÞE ½pw � sh þ cðsH � shÞ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL þ RÞ2 � x2

q
(9.34)
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From Eq. (9.34) it can be observed that in the stress cage implementa-
tion, in situ stress anisotropy, rock properties, and borehole inclination
impact the fracture width significantly. For a complicated case of wellbore
strengthening, a numerical method (e.g., the FEM) should be used, but
analytical solutions are much easier to implement for a simpler case.
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Abstract

Borehole instabilities pose significant challenges to drilling and completion operations.
In this chapter, borehole failure types and their identifying methods are introduced.
Wellbore stresses in inclined boreholes are studied; elastic and poroelastic solutions
are given for determining the minimum required mud weight for borehole stability.
The impacts of bedding planes and rock anisotropy are also considered in the well-
bore solutions to improve borehole stability modeling. This improved model enables
to calculate borehole failures and minimum required mud weight along borehole
trajectories with various drilling orientations versus bedding directions. The slip failure
gradient in the weak planes is derived, which can be used to model wellbore shear
failures in the planes of weakness. Time-dependent rock compressive strength is
examined to analyze wellbore failure evolution with time. The mud weight applied to
prevent salt creep and borehole closure in salt formation is also examined. Chemical
reaction between shales and drilling fluids is considered in wellbore stability analysis to
select right mud salinity.

Keywords: Borehole stability solution; Drilling-induced tensile failure; Poroelastic

solution; Bedding planes; Slip shear failure; Time-dependent failure; Wellbore breakout;

Collapse pressure.

10.1 Wellbore instability and mud weight window

Borehole instability is a major cause of wellbore failures and represents a
serious challenge in the drilling industry. A lack of accurate wellbore sta-
bility analysis brings many problems, such as borehole washouts, breakouts,
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collapses, pack-offs, stuck drill pipes and drill bits, and even losses of
boreholes. Many oil and gas reservoirs in the world, including some major
fields in the Gulf of Mexico, the Campos basin of offshore Brazil, the Bohai
Bay of China, and the Gulf of Guinea, are located in formations involving
geologically young weak shales and unconsolidated sands where grains are
either poorly cemented or even unbonded (Monus et al., 1992). Main
problems associated with these weak formations are wellbore instability and
sand production. For example, in the Gulf of Mexico, operators have
experienced immense borehole instability and sanding because of the
presence of unconsolidated sands and reactive shales. The chemical effect of
drilling fluid on reactive shales is another important factor affecting well-
bore stability, particularly for the shales containing more smectite clay
minerals. When the water-based drilling mud is used, chemical reactions
between the shale and the mud cause shale swelling and wellbore collapse.

Some wellbore instabilities associated with complex geologic condi-
tions, where the in-situ stress regime was controlled by active faults, were
reported in the Cusiana field (Colombia), the Pedernales field (Venezuela),
the Alberta Basin (Canada), the Tarim Basin and the Sichuan Basin (China),
certain areas of the Norwegian Sea, and offshore Indonesia (Willson et al.,
1999; Plumb et al., 1998; Wiprut and Zoback, 1998; Ramos et al., 1996).
In the drilling stage, the main concerns are to determine the mud
composition and density to maintain wellbore stability and avoid the loss of
drilling fluids. Before full production, downhole tests include open-hole
logging, fluid sampling, and injection tests are possible to induce well-
bore failure and casing collapse (e.g., Peng et al., 2007). As hydrocarbons
are produced and reservoir pressure gets depleted, the drained formations
compact, which could induce solids production, casing damage, surface
subsidence, and wellbore failure. In all these stages, integrated borehole
stability analyses are important to ensure the reservoir production and
minimize the costly problems induced by wellbore instabilities.

Borehole instabilities are the primary cause of drilling difficulties, make
logging very difficult to perform and interpret, add to nonproductive time,
increase costs, and sometimes lead to abandoning the well before it reaches
its target. Cost estimation to these issues can reach 10% of total drilling time
on average (Li et al., 2012). The relationship of mud weight and wellbore
failures (Fig. 10.1) demonstrates that when the mud pressure is less than the
pore pressure, the wellbore has splintering failures or washouts. When the
mud weight is less than the shear failure gradient (SFG in Fig. 10.1),
wellbore instability can result in breakouts or hole closure in case of
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compressive and shear failures. If applied mud weight is higher than the
fracture gradient, drilling-induced hydraulic fractures are generated, causing
drilling mud losses or even lost circulation. Therefore, to maintain borehole
stability, the applied mud weight should be in an appropriate range.
Borehole failures can primarily be classified into the following four cate-
gories as illustrated in Fig. 10.1:
(1) wellbore washouts or kicks due to underbalanced drilling, where the

downhole mud weight is less than the pore pressure gradient (PP in
Fig. 10.1);

(2) wellbore breakouts or shear failures caused by the induced stress con-
centrations because the downhole mud weight is lower than the
required mud weight (or SFG);

(3) mud losses or lost circulation due to tensile failure (drilling-induced
tensile fractures, DITF) caused by higher mud weight than the fracture
gradient (FG in Fig. 10.1) and tensile failure gradient;

(4) rock failures or sliding related to preexisting fractures (Roegiers, 1990).

10.2 Borehole failure types and identification

10.2.1 Wellbore breakouts and drilling-induced tensile
fractures

There are two major wellbore failures caused by inappropriate mud weight
design during drilling, i.e., breakouts and drilling-induced hydraulic/tensile

Functional Mud loss Lost circulationBreakoutCollapse

SFG FG Tensile failurePP
Safe MW

MW low MW high

Major kick
or collapse

Oriented 
shear failure

Stable
wellbore

Hole
ballooning

Kick, collapse

Formation 
breakdown

Kick,  hole 
collapse

Oriented 
shear failure

Stable 
wellbore

Hole 
ballooning

Figure 10.1 Schematic relationship of mud pressure (or downhole mud weight, MW)
and borehole failures (Zhang, 2013).
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fractures. When a borehole is drilled, the rocks removed from the sub-
surface are no longer supporting the surrounding rocks of the borehole, and
drilling mud is used to support the wellbore. As a result, the stress con-
centration (increase in peak stresses) around the wellbore is formed.
Wellbore breakouts or borehole enlargements occur when the stresses
around the borehole exceed the ones required to cause compressive or
shear failure of the borehole. Wellbore breakouts are mainly caused by the
development of intersecting conjugate shear planes due to high compressive
stresses that cause pieces of the borehole wall to spall off, as shown in
Fig. 10.2. The stress concentration around a vertical borehole is greatest in
the direction of the minimum horizontal stress. Hence, the long axes of
borehole breakouts are oriented approximately parallel to the minimum
horizontal stress orientation. Wellbore breakout causes borehole enlarge-
ment and borehole shape to be strongly modified giving an elongated hole
in the minimum stress direction (Fig. 10.2A).

Breakouts nearly always form simultaneously on two opposite sides of
the wellbore, which can be revealed from caliper logs (Fig. 10.2B). There
are three parameters to describe wellbore breakout: breakout width,
breakout depth, and breakout orientation. Breakout width or breakout
angle is the angle subtended by the breakouts (qBO), as shown in Fig. 10.2B.
Breakout depth is the distance from the original wellbore wall to the
deepest part of the breakout. Breakout orientation is the orientation of the
line that connects the center of the breakouts to each side of the wellbore.

h h

16 12 8

BO

Breakout orienta�on 

σσ

θ

(A) (B)

Figure 10.2 Wellbore breakouts in homogeneous rocks (A) Cross sections of drilled
boreholes in medium- to high-porosity well-cemented Berea and Kyune sandstones
from laboratory tests (Haimson, 2007). Breakouts are dog-eared. (B) Processed from
downhole 6-arm caliper log measurement (the shaded area is the breakout and the
unit is in inches).
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Fig. 10.3 shows wellbore breakout, breakout width, and drilling-
induced tensile fractures in a cross section of a vertical borehole. The
drilling-induced tensile fracture is a tensile failure of the wellbore induced
by a high mud weight. It is the result that the induced tensile stress in the
wellbore exceeds rock tensile strength. Drilling-induced tensile fractures
typically develop as narrow sharply defined features that are subparallel or
slightly inclined to the borehole axis in a vertical well. These fractures are
approximately parallel to the maximum horizontal stress orientation,
perpendicular to the breakout direction in a vertical well, as shown in
Fig. 10.3. They are thin fractures and may result in incidents of mud losses
or lost circulation.

10.2.2 Borehole breakout diagnosis from caliper logs
Several methods can be used to identify borehole failures, e.g., from caliper
and image logs and from drilling cuttings. The four-arm or six-arm caliper
tool can be used to measure wellbore size to identify breakouts. Fig. 10.4
shows borehole enlargements measured from four-arm caliper logs and
interpretations of the borehole geometry. Caliper 1e3 (C1) and Caliper
2e4 (C2) in the figure designate borehole diameters as measured between
opposing dipmeter arms. The four-arm caliper tool will rotate as it is pulled
up the borehole because of cable torque. However, the tool stops rotating

Breakout

Tensile frac
H

h

H

h

BOθ

σ

σ

σ

σ

Figure 10.3 Schematic representation of stress-induced wellbore failures for a cross
section in a vertical boreholeddrilling-induced tensile fractures due to high mud
weight and breakouts (shear failures) because of low mud weight.
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in zones of borehole enlargement if one caliper pair becomes “stuck” in the
enlargement direction (Plumb and Hickman, 1985). This enables the
interpreter to distinguish zones of stress-induced breakouts from other
borehole enlargements such as the key seats. A detailed method for inter-
preting borehole breakouts from four-arm caliper data can be found in
Reinecker et al. (2003).

A more detailed breakout profile can be obtained from a six-arm caliper
tool, as shown in Fig. 10.5, where wellbore breakout occurs in the shal-
lower section, but the deeper section has a nearly in-gauged hole. The main
advantage of six-arm caliper log is its ability to discriminate between
asymmetrical “key seat” and symmetrical shear failure (breakout) more
reliably than using four-arm caliper. However, for an off-centered six-arm
caliper tool the breakout is difficult to analyze, and Jarosi�nski (1998) pre-
sented some examples to illustrate how to interpret borehole breakouts
from off-centered six-arm caliper logs.

Breakout orientations rotate in inclined boreholes and may not always
directly yield in the minimum horizontal stress orientations (Mastin, 1988;
Peska and Zoback, 1995). Hence, the minimum horizontal stress

Figure 10.4 Wellbore washout (large breakout) and breakout from four-arm caliper
measurements in downhole wireline log. Left figure: hole diameter variations in C1
and C2 direction with depth. The shaded areas are the hole diameter increment
relative to the original hole size. The right diagrams are schematic borehole cross
sections showing breakouts and horizontal stress directions.
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orientation can only be reliably estimated from breakouts in approximately
vertical boreholes (less than 10 degrees deviation from vertical).

It should be noted that if mud pressure is much higher than pore
pressure, drill pipe can become stuck against the borehole wall by the
differential pressure between the mud pressure and pore pressure. This is
called differential sticking, which is different from the struck pipe caused by
low mud weight. Differential sticking requires dedicated skills to free it.

10.2.3 Breakouts and drilling-induced tensile fractures from
image logs

Borehole imaging tools provide images of the borehole wall, which are
typically based on physical property contrasts. There are currently a wide
variety of imaging tools available, including resistivity, acoustic, optical, and
density tools. For example, resistivity imaging logs can provide high-
resolution images of the wellbore wall based on resistivity contrasts that
allow for a direct observation of borehole breakouts. Borehole breakouts
typically appear on resistivity image logs as broad, parallel, poorly resolved
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10.9
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Figure 10.5 Measured borehole size by a six-arm caliper. The left track shows the
profile of the borehole with depth; the right track plots borehole cross sections
including tool centers, lengths of the arms, and the hole sizes. The bit and casing sizes
are also displayed in the figure. Wellbore breakout is shown in the upper part of the
borehole, and the maximum hole size reaches 13.8 inches compared to the bit size of
12 inches.
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conductive zones (for water-based mud) separated by 180� (i.e., observed
on opposite sides of the borehole wall), as shown in Fig. 10.6A. Breakouts
are typically conductive and poorly resolved because the wellbore failures
associated with the breakouts result in poor contact between the tool pads
and the wellbore wall, which in turn causes the tool to partially or fully
measure the resistivity of the electrically conductive drilling mud rather
than the formation. However, it is important to note that breakouts will
appear as resistive, rather than conductive, zones in resistivity images run in
the oil-based mud (Tingay et al., 2008) because the oil-based mud is more
resistive.

Drilling-induced tensile fractures can be identified from mud losses or
lost circulations, as described in Chapter 9. They can be observed on image
logs, as shown in Fig. 10.6B. Drilling-induced tensile fractures typically
become infiltrated by drilling mud and, thus, appear on resistivity image
logs as pairs of narrow, well-defined conductive features (resistive in
oil-based mud images) separated by 180� (Fig. 10.6B). Unlike natural

Breakout

DITF

Breakout

Breakout

(A) (B)

Figure 10.6 Wellbore breakouts (A) and drilling-induced tensile fractures (DITF in the
figure) (B) measured from six-pad resistivity image log in the water-based mud. The
breakouts are mainly formed in shale formations (darker color), and the drilling-
induced tensile fractures are mainly created in the sandstones (lighter color). Depth
is in meters.
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fractures that tend to cross-cut the wellbore, drilling-induced tensile frac-
tures are usually aligned subparallel or slightly inclined to the borehole axis
in a vertical well.

10.2.4 Borehole stability and lithology
Normally a sandstone has a higher compressive strength than that in a shale;
therefore, compared to the sandstone the shale is more likely to develop
breakouts under the same mud weight. A sandstone is usually more brittle
and more prone to be fractured (with a lower fracture gradient) than a shale.
This is the reason why the drilling-induced tensile fractures and mud losses
are easily encountered in the sandstone. Fig. 10.7 presents borehole caliper

8000
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13000
Cretaceous

Paleocene

Eocene

Oligocene
7000

Figure 10.7 Caliper log showing major hole overgauges (breakouts, shaded areas in
the caliper log ) occurred in shales. The wellbores in sandstones are basically in-gauge
or only with slight breakouts. The left track shows the lithology column; the middle
track plots the caliper log; the right track displays mud weight (depth in feet and MW
in ppg).
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log, mud weight (water-based mud), and formation lithologies in a vertical
well. The hole was highly overgauged, and the hole size at depth of
11,100e11,600 ft increased up to 18 inches compared to the bit size of 8
inches. The mud weight was too low in the shales, causing severe wellbore
breakouts. However, wellbore breakouts in sandstones were much smaller
than those in shales. In the deep section starting at 12,400 ft, mud weight
was raised from 10 to 15 ppg, and wellbore enlargement reduced signifi-
cantly. This indicates that mud weight is a key design parameter to mini-
mize wellbore breakouts.

Fig. 10.8 shows another example of wellbore breakouts measured by
caliper logs in a well drilled with the water-based mud in Rockies,

Figure 10.8 Borehole enlargements measured by caliper logs showing that most
breakouts occur in shales. The left track displays the measured gamma ray with shale
baseline (the shaded areas are sandstones) and the right track plots the bit size and
caliper logs (the shaded areas are hole size enlargements).
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Wyoming. The caliper log indicates that most breakouts (hole enlargement)
are in shales, and nearly no breakouts in sandstones. However, if sandstones
are poorly- or un-consolidated in geologically young (e.g., in Neogene and
Paleogene periods) formations, they may be very weak and have very low
compressive strengths (Zhang et al., 2009). As a result, wellbore breakouts
may be most likely to occur in the sandstones; instead, the shales are more
stable, as shown in Fig. 10.9.

10.2.5 Borehole instability diagnosis from cuttings
Cuttings and cavings are often good indicators of wellbore instabilities as
described in Chapter 8. When the applied mud weight is too low, wellbore
instability events (e.g., breakouts) will occur and produce certain amount of
large size cuttings or cavings. Analyzing caving morphology can help to
diagnose wellbore failure types and adjust mud weight in real-time oper-
ations to maintain wellbore stability. There are generally four types of
cuttings (cavings): normal cuttings, cavings from preexisting fractures,
cavings owing to underbalanced drilling, and cavings owing to shear fail-
ures, as shown in Figs. 8.31e8.33. For the cavings induced by shear failures,

Figure 10.9 Wellbore breakouts measured from caliper logs showing that breakouts
occur only in poorly- or un-consolidated sandstones in Neogene-aged formations of
offshore West Africa. The left track plots the measured gamma ray with shale baseline
(the shaded areas are sandstones), and the right track displays the bit size and caliper
log (the shaded areas are hole size enlargement).
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the general rule is that the borehole with lower than required mud weight
produces more and larger cuttings (cavings). For example, splintering and
angular cuttings are an indicator of shear failures, and the mud weight needs
to be raised to cure it. Large size cuttings can also be generated from gumbo
shales. Gumbo shale, or swelling shale, is a term for soft, sticky, swelling
clay formations. It contains appreciable amounts of smectite clay and
generally occurs at a shallower depth (e.g., < 10,000 ft) in the Gulf of
Mexico. Gumbo shale may cause wellbore closure and bit balling while
drilling, and it may also form mud rings and balls that can plug the annulus,
flowline, and shale-shaker screens. Fig. 10.10 displays a picture of large size
of cuttings from a gumbo shale in the Gulf of Mexico. Increasing mud
weight, using oil-based mud and adjusting mud chemistry may help to
mitigate swelling of the gumbo shale.

10.3 Wellbore stabilitydelastic solutions for inclined
boreholes

Different analytical methods and numerical models have been used for
wellbore stability analyses (e.g., Bradley, 1979; Zoback et al., 1985;
Detournay and Fairhurst, 1987; Aadnøy and Chenevert, 1987; Roegiers
and Detournay, 1988; Detournay and Cheng, 1988; Zheng et al., 1989;
Roegiers, 1990; Woodland, 1990; McLean and Addis, 1990; Wang and
Dusseault, 1991; Mody and Hale, 1993; Li et al., 1998; Willson et al., 1999;

Figure 10.10 Large size cuttings from a gumbo shale at a depth of w7300 ft TVD KB
for drilling with a PDC bit in the Gulf of Mexico.

Borehole stability 387



Zhang and Roegiers, 2000; Van Oort, 2003; Zhang et al., 2003; Haimson
and Lee, 2004; Papamichos et al., 2010; Dresen et al., 2010; Zhang, 2013;
Liang et al., 2014; Gao et al., 2017; Chen and Abousleiman, 2017; Feng
et al., 2018).

To predict wellbore stability, stress components and distributions near
the wellbore due to drilling perturbation need to be analyzed. Applying
rock failure criteria, wellbore stresses and rock strengths can, then, be
compared to determine if the wellbore fails. Finally, a mud weight range
can be determined to avoid wellbore shear, compressive, and tensile fail-
ures. This mud weight range can be used as the safe mud weight window
for drilling.

10.3.1 Local far-field stresses in an inclined borehole
Borehole stability modeling for drilling operations is primarily to quantify a
safe mud weight (mud pressure) window such that the designed mud
density will be higher enough to ensure borehole stability and lower
enough to not fracture the formation (i.e., avoid mud losses), as shown in
Fig. 10.1. Therefore, the safe mud weight should be greater than the pore
pressure gradient and shear failure gradient and less than the fracture
gradient. To determine the shear failure gradient, the first step is to analyze
near-wellbore stresses induced by drilling. It is commonly assumed that
in situ or far-field stresses consist of three mutually orthogonal principal
stresses: the vertical (overburden) stress (sV) and the minimum and
maximum horizontal stresses (sh and sH). It is also assumed that the sub-
surface rocks are in the in situ stress state before drilling. When a borehole is
excavated, the stress redistribution of the in situ stresses near wellbore oc-
curs, causing stress changes around the wellbore. Fig. 10.11 shows in situ
stresses and near-wellbore stresses induced by drilling. Borehole stability
analysis is more complicated in an inclined borehole than a vertical one.
The reason is that the local far-field stresses (i.e., the in situ stresses in the
inclined borehole coordinate, as shown in Fig. 10.11B) are no longer in the
principal stress state because shear stresses are introduced at the wellbore
cross section in the deviated borehole. Therefore, in situ stresses in the
borehole local coordinate system need to be established for the inclined
borehole, as shown in Fig. 10.11; then, wellbore stresses induced by drilling
can be obtained.
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For an inclined borehole, the local in situ stresses in a cross section
perpendicular to the wellbore axis (Fig. 10.11B) can be expressed as follows:

s0
x ¼ ðsHcos

2 aþ shsin
2 aÞcos2iþ sV sin

2 i

s0
y ¼ sH sin

2 aþ shcos
2 a

s0
z ¼ ðsHcos

2 aþ shsin
2 aÞsin2 iþ sV cos

2 i

s0xy ¼
sh � sH

2
sin 2 a cos i

s0yz ¼
sh � sH

2
sin 2 a sin i

s0xz ¼
1
2
ðsH cos2 aþ sh sin

2 a� sV Þsin 2i

(10.1)

where i is the borehole inclination, for a vertical well i ¼ 0� and for a
horizontal well i ¼ 90�; a is the angle of drilling direction with respect
to sH direction of the borehole, as shown in Fig. 10.11A; s0x, s

0
y, s

0
z,

s0xy, s
0
yz, and s0xz are the local in situ stresses in the cross section of the

inclined borehole as shown in Fig. 10.11B.

10.3.2 Near-wellbore stresses in an inclined borehole
When a borehole is drilled, stress redistribution (near-field stresses) near
wellbore wall occurs. This stress redistribution in the inclined borehole
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Figure 10.11 Coordinate transformation between in situ stresses (sV, sH, and sh) and
local in situ stresses in an inclined borehole (s0x, s

0
y, s

0
z, s

0
xy, s

0
yz, and s0xz). (A). 3-D

view of an inclined borehole; (B). Local in situ stresses and wellbore stresses in a
cross section perpendicular to the axial direction of the inclined borehole; (C). A cubic
element showing normal and shear stresses at the wellbore wall.
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cross section (Fig. 10.11B) in the polar system (r, q, z) can be expressed in
the following form, i.e., Kirsch’s equation, or the elastic plane strain so-
lution (Bradley, 1979; Fjær et al., 2008):8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
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�
s0
x þ s0

y

�
2
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(10.2)

where sr, sq, sz, srq, srz, and sqz are the radial, tangential, axial normal
stresses, and shear stresses near the wellbore wall in the wellbore cross sec-
tion (Fig. 10.11C), respectively; pm is the mud pressure; q is the angle indi-
cating the orientation of the stresses around the wellbore circumference and
measured from the x-axis (Fig. 10.11A, B).

The normal and shear stresses at the wellbore wall (when r ¼ R, as
shown in Fig. 10.11C) for an inclined borehole can be obtained from
Eq. (10.2) in the following:

sr ¼ pm (10.3)
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sq ¼ s0
x þ s0

y � 2
�
s0
x � s0

y

�
cos 2q� 4s0xy sin 2q� pm (10.4)

sz ¼ s0
z � n

h
2
�
s0
x � s0

y

�
cos 2qþ 4s0xy sin 2q

i
(10.5)

sqz ¼ 2
�
s0yz cos q� s0xz sin q

�
(10.6)

srq ¼ srz ¼ 0 (10.7)

The effective stresses around the wellbore wall can be calculated from
the stress components shown in the above equations by applying Biot’s
effective law, s0 ¼ s � app.

10.3.3 Principal effective stresses at the wellbore wall
The radial stress at the wellbore wall (sr) is always one of the three principal
stresses, as shown in Fig. 10.11C. Therefore, only two principal stresses in
(q, z) plane need to be calculated at the wellbore wall of an inclined
borehole. The following equations can be used to obtain the principal
effective stresses at the wellbore wall (Zhang, 2013):

s0
qz1 ¼

1
2

�
sq þ sz þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsq � szÞ2 þ 4s2qz

q �
� app (10.8)

s0
qz3 ¼

1
2

�
sq þ sz �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsq � szÞ2 þ 4s2qz

q �
� app (10.9)

s0
r ¼ pm � app (10.10)

tan 2g ¼ 2sqz
sq � sz

(10.11)

where s0qz1 and s0qz3 are the maximum and minimum effective principal
stresses in (q, z) plane; s0r is the effective principal radial stress in (r,q) plane;
g is the angle between s1 and sq; pp is the pore pressure; a is Biot’s
coefficient.

10.3.4 Minimum mud weight calculation using the
MohreCoulomb failure criterion

When induced stresses at the wellbore wall exceed rock strength, the
wellbore starts to fail. The MohreCoulomb failure criterion (Eq. 3.38) can
be used to determine wellbore shear failure. In shear failure condition, the
applied mud weight is low and sr ¼ pm; therefore, s0r can be assumed as the
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minimum effective stress, i.e., s03 ¼ s0r; therefore, s01 ¼ s0qz1, and this is
true, particularly when q is near 90 degrees (Fig. 10.11B), where the
wellbore experiences high stresses of sq and sz. Substituting Eqs. (10.8) and
(10.10) to (3.38), the minimum mud pressure (shear failure pressure, pm) to
prevent shear failure around the wellbore wall for an inclined borehole can
be obtained from the following equation:

1
2

�
sq þ sz þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsq � szÞ2 þ 4s2qz

q �
� app ¼ UCS þ qðpm � appÞ

(10.12)

where UCS is the uniaxial compressive strength of the rock; q ¼ (1þsin4)/
(1�sin4); and 4 is the angle of internal friction of the rock.

From Eq. (10.12), the required minimum mud pressure (pm) to prevent
shear failure can be solved, but notice that sq (can be obtained from Eq.
10.4) also includes pm. Solving Eq. (10.12), the shear failure pressure
(collapse pressure) can be obtained and used as the required minimum mud
weight to prevent wellbore breakouts, and it has the following form:

pm ¼ bþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � ðk2 � 1Þcp
k2 � 1

(10.13)

and

b ¼ ðk� 1Þsqn þ ðkþ 1Þsz � dk (10.14)

c ¼ ð2sz � dÞð2sqn � dÞ � 4s2qz (10.15)

d ¼ 2

�
UCS � app

2 sin 4

1� sin 4

�
(10.16)

k ¼ 3þ sin 4

1� sin 4
(10.17)

sqn ¼ s0
x þ s0

y � 2
�
s0
x � s0

y

�
cos 2 q� 4s0xy sin 2 q (10.18)

where the axial stress sz can be obtained from Eq. (10.5); sqz can be
obtained from Eq. (10.6); s0x, s0y, and s0xy can be obtained from
Eq. (10.1); Biot’s coefficient can be assumed to be a ¼ 1, when the rock
is in failure status.

The minimum mud pressure, pm, is also called shear failure pressure or
collapse pressure, which is the minimum mud pressure to prevent the

392 Applied Petroleum Geomechanics



wellbore from shear failures. The minimum mud pressure gradient is also
named the minimum mud weight, or shear failure gradient.

10.3.5 Minimum mud weight calculation using modified
Lade failure criterion

Ewy (1999) employed the stresses at the wellbore wall predicted by linear
elasticity and modified Lade failure criterion to calculate the minimum mud
weight required to prevent borehole instability. He derived the following
minimum mud pressure to prevent borehole instability (pw) assuming no
communication between the wellbore pressure and the formation pore
pressure (i.e., impermeable wellbore wall):

pw ¼ ðB� CÞ=ð2AÞ (10.19)

and

A ¼ sz þ S1 � pp (10.20)

B ¼ Asqn � s2qz (10.21)

C ¼ B2 � 4A
n
D � ðS1 � ppÞ

h
Aðsqn þ S1 � ppÞ � s2qz

io
(10.22)

D ¼ ðsqn þ sz þ 3S1 � 3ppÞ3
	ð27þ hÞ (10.23)

S1 ¼ c=tan 4 (10.24)

h ¼ 4 tan2 4ð9� 7 sin 4Þ=ð1� sin 4Þ (10.25)

where sz can be obtained from Eq. (10.5); sqz can be obtained from
Eq. (10.6); sqz can be obtained from Eq. (10.18); c is the cohesion of the
rock.

Eq. (10.19) can be used to calculate the minimum wellbore pressure to
prevent wellbore shear failure. However, this equation is not appropriate
for situations in which there is communication between the wellbore
pressure and the formation pore pressure, such as (1) underbalanced drilling,
(2) overbalanced drilling without the presence of a filter cake on the
wellbore wall, and (3) chemical effects in shales (Ewy, 1999).

Other failure criteria can also be used to calculate the minimum mud
pressure to prevent wellbore shear failure, such as the DruckerePrager
criterion (e.g., Zhang et al., 2003) and the MogieCoulomb criterion
(Al-Ajmi and Zimmerman, 2006).
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10.4 Wellbore stabilitydelastic solutions for vertical
boreholes

10.4.1 Near-wellbore stresses in a vertical borehole
In the cross section of a vertical borehole subjected to bi-axial far-field
horizontal stresses (sH and sh) with no far-field shear stress (Fig. 10.12),
Kirsch’s wellbore solution can be used to obtain stress components around
the wellbore. Assuming that the borehole wall is impermeable, the near-
wellbore stress components can be written in the following form:

sr ¼ ðsH þ shÞ
2

�
1� R2

r2

�
þ ðsH � shÞ

2

�
1� 4R2
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r2
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2
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�
� ðsH � shÞ

2
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�
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4R2

r2
ðsH � shÞ

2
cos 2qþ nsT

srq ¼ �ðsH � shÞ
2

�
1þ 2R2

r2
� 3R4

r4

�
sin 2q

szq ¼ srz ¼ 0
(10.26)

where sH and sh are the maximum and minimum far-field horizontal
stresses; q is defined in Fig. 10.12; sT is the thermal stress induced by the
difference between the mud and the formation temperatures, and a cooler

pm

r

h

h

σ

σ
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θ

Figure 10.12 A cross section of a vertical borehole in an anisotropic stress field.
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mud (cooling) reduces the thermal stress. The tangential thermal stress can
be calculated by the following equation:

sT ¼ aTEðTm � Tf Þ
1� n

(10.27)

where aT is the thermal constant; E is Young’s modulus; and n is Poisson’s
ratio; Tm and Tf are the mud and formation temperatures, respectively.

At the borehole wall (r ¼ R), the stress components can be obtained
from Eq. (10.26) as follows:8>>><

>>>:

sr ¼ pm
sq ¼ sH þ sh � 2ðsH � shÞcos 2q� pm þ sT

sz ¼ sV � 2nðsH � shÞcos 2qþ nsT

sqz ¼ srq ¼ srz ¼ 0

(10.28)

There is no shear stress in Eq. (10.28); therefore, the stresses are principal
stresses. The minimum and maximum tangential stresses at the wellbore
wall in a vertical well can be obtained in the following form:


sqmin ¼ 3sh � sH � pm þ sT q ¼ 0�

sqmax ¼ 3sH � sh � pm þ sT q ¼ 90�
(10.29)

It can be seen from Eq. (10.29) that the minimum tangential stress is in
the maximum horizontal stress direction (q ¼ 0�), and the maximum
tangential stress occurs in the minimum horizontal stress direction
(q ¼ 90�), as shown in Fig. 10.12. This is the reason why the wellbore shear
failures mainly occur in the minimum horizontal stress direction.

The minimum and maximum axial stresses at the wellbore wall can be
obtained from Eq. (10.28) as follows:


szmin ¼ sV � 2nðsH � shÞ þ nsT q ¼ 0�

szmax ¼ sV þ 2nðsH � shÞ þ nsT q ¼ 90�
(10.30)

Using Eq. (10.28) and the in situ stress magnitudes listed in Table 10.1,
the tangential, axial, and radial stresses along wellbore circumference (q
from 0 to 360 degrees) are calculated and plotted in Fig. 10.13 assuming
sT ¼ 0. It shows that tangential and axial stresses vary markedly with
wellbore circumference. Both tangential and axial stresses reach the
maximum values in the minimum horizontal stress direction (q ¼ 90�).
However, radial stress keeps unchanged and is equal to the mud pressure.
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Fig. 10.14 displays the variations of two tangential stresses with the radial
distance from the wellbore wall to the rock formation in the minimum and
maximum horizontal stress directions (q ¼ 90� and 0�). The two tangential
stresses both decrease as the distance (r/R) increases. When r/R > 2, the
changes of tangential stresses caused by stress concentrations due to drilling
are very small. This means that the stress perturbation only occurs within a
small distance from the wellbore wall. As r/R increases, the two tangential
stresses approach gradually the two horizontal stresses.

10.4.2 Minimum mud weight calculation using the
MohreCoulomb failure criterion

10.4.2.1 For the maximum tangential stress is the maximum
principal stress

Assuming that the maximum tangential stress (sqmax) in Eq. (10.29) and
radial stress (sr) in Eq. (10.28) are the maximum and minimum principal

Table 10.1 In situ stresses and rock property.

Parameter Magnitude

Vertical stress, sV (MPa) 55.5
Minimum horizontal stress, sh (MPa) 41.1
Maximum horizontal stress, sH (MPa) 48.6
Downhole mud pressure, pm (MPa) 40.6
Pore pressure, pp (MPa) 24.5
Poisson’s ratio of the rock, n 0.3
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stresses (i.e., sqmax > szmax), the MohreCoulomb failure criterion (Eq.
3.38) can be rewritten in the following form with consideration of effective
stresses:

sqmax � app ¼ UCS þ qðsr � appÞ (10.31)

Inserting sqmax in Eq. (10.29) and sr in Eq. (10.28) into the above
failure criterion, the required minimum mud pressure, pm, can be obtained:

pm ¼ 3sH � sh � UCS þ aðq� 1Þpp þ sT

qþ 1
(10.32)

where a can be assumed to be 1 at the failure status. The same assumption
can be used in the following analysis.

Similarly, for a horizontal well drilled in the minimum horizontal stress
direction in the normal stress regime, the required minimum mud pressure,
pmH, can be obtained in the following:

pmH ¼ 3sV � sH � UCS þ aðq� 1Þpp þ sT

qþ 1
(10.32b)

Introducing UCS ¼ (2c cos4)/(1�sin4), q ¼ (1þsin4)/(1�sin4), the
minimum mud pressure, pm, in a vertical well (i.e., Eq. 10.32) can be
rewritten in the following form:

pm ¼ 1
2
ð3sH � sh þ sT Þð1� sin 4Þ � c cos 4þ app sin 4 (10.33)
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where 4 is the angle of internal friction; c is the cohesion.
It can be seen that the minimum mud weight depends highly on pore

pressure. Therefore, accurate pore pressure prediction is of vital importance
for determining the required mud weight in a prospect well. Other failure
criteria can also be applied for obtaining the minimum mud weight in a
vertical well. For example, for modified Lade failure criterion, Eq. (10.19)
can be simplified by replacing all shear stresses by zero for a vertical
borehole.

Fig. 10.15 displays a schematic diagram of wellbore breakouts (borehole
elongation) along the intersecting conjugate shear planes caused by shear
failures. The high tangential stress (sq, the maximum principal stress) is the
primary cause.

10.4.2.2 For the maximum axial stress is the maximum principal
stress

If the maximum axial stress is greater than the maximum tangential stress
(szmax > sqmax) (refer to Eqs. 10.29 and 10.30), it needs to replace sqmax by
szmax in the MohreCoulomb failure criterion, Eq. (10.31). Then,
combining Eq. (10.30), the minimum mud pressure, pm, can be obtained in
the following equation:

pmz ¼ sV þ 2nðsH � shÞ þ nsT � UCS þ aðq� 1Þpp
q

(10.34)

Fig. 10.16 plots a schematic diagram of wellbore shear failures for the
case that the maximum axial stress is higher than the maximum tangential
stress. The wellbore breakout shape is different from the one shown in
Fig. 10.15.

Figure 10.15 Schematic failure planes and breakouts caused by shear failures at the
wellbore wall where the tangential stress is the maximum principal stress and the
radial stress is the minimum principal stress (left). The right figure shows the breakouts
in the cross section view.
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10.5 Required mud weight for borehole stability with
allowable breakout width

A certain wellbore breakout width in drilling is allowable without affecting
borehole stability. The breakout width is actually a breakout angle (qBO), as
defined in Figs. 10.3 and 10.15. A rule of thumb of the allowable breakout
width can be obtained from the following empirical equation:

qBO ¼ 90� � 0:67i (10.35)

where qBO is the allowable breakout angle in degrees; i is the borehole
inclination in degrees. The allowable breakout angle should be calibrated
by wellbore breakouts in the offset wells for new well planning. For a bore-
hole in a complicated geological setting, qBO should be smaller or set to be
zero.

To consider the allowed breakout in borehole stability modeling, a
simplified assumption can be used, i.e., assuming that the wellbore azimuth
at the wellbore breakout edge can be obtained from the following
equation:

q ¼ 90� � qBO=2 (10.36)

Therefore, the equations accounting for allowable wellbore breakout
width can be obtained by replacing q by 90��qBO/2 in Eqs. (10.13) and
(10.19) for the minimum mud weight calculations in the inclined bore-
holes. For a vertical borehole, when tangential stress (sq) and radial stress
(sr) are the maximum and minimum principal stresses, the required mud

breakout
wellbore wall σr

σθ

σz

shear plane

σθ

breakout
wellbore wall

σr σθ

σz

shear plane

σθ

(A) (B)

Figure 10.16 Schematic failure planes and breakouts caused by shear failures at the
wellbore wall where the axial stress is the maximum principal stress. (A) Radial stress is
the minimum principal stress. (B) Difference between radial and tangential stresses is
small.
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weight in Eq. (10.32) with the allowable breakout can be written in the
following form:

PmBO ¼ sH þ sh þ 2ðsH � shÞcos qBO � UCS þ aðq� 1Þpp þ sT

qþ 1
(10.37)

When the maximum axial stress is greater than the maximum tangential
stress (szmax > sqmax), the required mud weight in Eq. (10.34) with
consideration of the allowable breakout becomes:

PmzBO ¼ sV þ 2nðsH � shÞcos qBO þ nsT � UCS þ aðq� 1Þpp
q

(10.38)

Eqs. (10.37) and (10.38) indicate that with allowable wellbore breakout
widths, the required mud weight can be reduced compared to the case
without allowable wellbore breakout.

The above analyses assume that the wellbore wall is impermeable, either
for shales with very low permeability or for permeable rocks with mud cake
at the wellbore wall. If the borehole wall is permeable, the pore pressure at
the borehole wall is equal to the mud pressure. This means that mud
pressure (pm) rather than pore pressure (pp) needs to be used when
computing the effective stresses. Then the required mud weights of the
permeable cases can be obtained by replacing pp by pm in the impermeable
cases.

10.6 Wellbore breakout profiles

10.6.1 Rock strength effect on wellbore breakouts
The steady-state poroelastic finite element method (FEM) is applied to
model wellbore stresses and breakouts. The main purpose of this section is
to illustrate how in situ stresses, rock strength, and mud weight affect
wellbore breakouts. A vertical borehole is modeled firstly, and Table 10.2
lists the parameters used in the modeling. In the first case, the horizontal
stress difference is small, only 2 MPa. Although the difference in the hor-
izontal stresses is small, the induced stress difference near the wellbore,
particularly the tangential stress, is still very large, as shown in Fig. 10.17.
Using the MohreCoulomb failure criterion, the wellbore shear failure
zones (breakouts) are computed for different rock strengths. It can be
observed from Fig. 10.18 that a higher uniaxial compressive strength
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corresponds to a smaller breakout. The difference of two horizontal stresses
in this case study is small, thus the difference of the breakouts in the
maximum and minimum horizontal stress directions is very small
(Fig. 10.18).

10.6.2 Horizontal stress effect on wellbore breakouts
For modeling horizontal stress effect, the maximum horizontal stress (sH) is
increased from 57 to 62 MPa; the other parameters remain the same as
listed in Table 10.2. The FEMmodeling results indicate that larger wellbore
shear failure zones (breakouts) occur in the higher maximum horizontal
stress condition (Fig. 10.19) than those in the smaller maximum horizontal

Table 10.2 In situ stresses and rock properties used in the FEM modeling.

Parameter Magnitude

Vertical stress, sV (MPa) 68.2
Minimum horizontal stress, sh (MPa) 55
Maximum horizontal stress, sH (MPa) 57
Pore pressure, pp (MPa) 46.8
Downhole mud pressure, pm (MPa) 46.8
Young’s modulus of the rock, E (GPa) 2.7
Poisson’s ratio of the rock, n 0.2
Density of the rock, r (g/cm3) 2.3
Borehole diameter, d (m) 0.311

Figure 10.17 Tangential stress (left) and radial stress (right) around the wellbore
modeled by COMSOL FEM software. The stress concentrations occur mainly near the
wellbore wall.
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stress condition (Fig. 10.18). A larger horizontal stress difference causes a
larger wellbore breakout in the minimum horizontal stress direction (the
borehole crown in Fig. 10.19).

10.6.3 Mud weight effect on wellbore breakouts
Raising mud weight can reduce wellbore breakouts. The case shown in the
right figure of Fig.10.19 is used for the FEM modeling, but the mud weight
is raised from pm ¼ 46.8 MPa to pm ¼ 50 MPa. The FEM modeling result
shows that increasing mud weight can reduce the area of wellbore break-
outs (Fig. 10.20).

h = 55 MPa

H = 57 MPa
UCS 13.8 MPa UCS = 6.9 MPa

h = 55 MPa

H = 57 MPa

σσ

σ σ

Figure 10.18 Wellbore shear failures for different rock strengths modeled by the FEM
(shaded areas are the breakouts). Uniaxial compressive strength UCS ¼ 13.8 MPa in
the left plot and UCS ¼ 6.9 MPa in the right plot.

UCS = 13.8 MPa

h = 55 MPa

H = 62 MPa

h = 55 MPa

H = 62 MPa
UCS = 6.9 MPa

σ

σ

σ

σ

Figure 10.19 Larger wellbore breakouts occurred in the higher maximum horizontal
stress case than those in Fig. 10.18.
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10.6.4 Breakouts in the horizontal well
In the normal faulting stress regime, a horizontal well has a larger shear
failure (breakout) area than a vertical well. Fig. 10.21 models two horizontal
wells drilled in the minimum horizontal stress direction with different rock
strengths. In the horizontal well modeling, the same parameters are used as
those in the vertical wells shown in Fig. 10.18 and with the same downhole
mud pressure: pm ¼ 46.8 MPa. The FEM results demonstrate that the
breakout area in the horizontal well is much larger (Fig. 10.21) than that in
the vertical well (Fig. 10.18). It implies that in the normal faulting stress
regime, a horizontal well needs a higher mud weight than that in a vertical
well to maintain wellbore stability.

V = 68.2 MPa

UCS = 13.8 MPa

H = 57 MPa
UCS = 6.9 MPa

V = 68.2 MPa

H = 57 MPa

σ

σ

σ

σ

Figure 10.21 Wellbore breakouts in horizontal wells that have the same parameters to
the ones in Fig. 10.18.

h = 55 MPa

H = 62 MPa

UCS = 6.9 MPa
Pm = 46.8 MPa

UCS = 6.9 MPa
Pm = 50 MPa

h = 55 MPa

H = 62 MPa

σ σ

σσ

Figure 10.20 Wellbore breakouts with different mud weights. Higher mud weight
reduces wellbore breakout area.
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10.7 Single-porosity poroelastic wellbore stability
solutions

10.7.1 Single-porosity poroelastic wellbore solution
Poroelastic solution for an anisotropic stress field was derived by Detournay
and Cheng (1988). They considered a vertical borehole drilled in a porous
rock formation characterized by a nonhydrostatic horizontal in situ stress
field (Fig. 10.12). To facilitate the physical interpretation of this problem,
the loading is decomposed into three fundamental modes: (1) a far-field
isotropic stress; (2) a virgin pore pressure; and (3) a far-field stress devi-
ator. Note that modes 1 and 2 are axisymmetric, whereas mode 3 is
asymmetric. The poroelastic solution is time-dependent. For low values of
time, the solution converges toward the following asymptotic expressions
(Charlez, 1997):

2pp
sH � sh

¼ 4
3
Bð1þ nuÞ

" ffiffiffiffi
R
r

r
erfc

�
r � Rffiffiffiffiffiffi

4ct
p

�
� R2

r2

#
cos 2 q

2sr

sH � sh
¼
�
� 4

R2

r2
þ 3

R4

r4

�
cos 2 q

2sq

sH � sh
¼
"
4
nu � n

1� n

ffiffiffiffi
R
r

r
erfc

�
r � Rffiffiffiffiffiffi

4ct
p

�
� 3

R4

r4

#
cos 2 q

4Gur
RðsH � shÞ ¼

�
4ð1� nuÞRr � R3

r3

�
cos 2 q

(10.39)

where erfc is the error function; n and nu are the drained and undrained
Poisson’s ratios, respectively; B is Skempton’s pore pressure coefficient; c
is the diffusivity coefficient; G is the shear modulus; ur is the displacement
in the r-direction; t is the time starting from introduction of the borehole.
When t ¼ 0þ, Eq. (10.39) is the solution for dry materials.

10.7.2 Steady state poroelastic wellbore solution
In the poroelastic solution, time effect is very pronounced, particularly at a
short time after the borehole excavation because of pore pressure diffusion.
This time-dependent behavior needs to pick the right time step for the
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poroelastic calculation. However, in some cases, a steady state solution is
useful, e.g., for hydraulic fracturing modeling and sand production pre-
diction. After a certain time, a steady state can be reached for fluid diffusion,
and the following steady poroelastic solution can be used for an inclined
wellbore when the wellbore wall is permeable:8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

sr ¼
�
s0
x þ s0

y

�
2

�
1� R2

r2

�
þ
�
s0
x � s0

y

�
2

�
1� 4R2

r2
þ 3R4

r4

�
cos 2qþ

s0xy

�
1� 4R2

r2
þ 3R4

r4

�
sin 2qþ pm

R2

r2
þ að1� 2nÞ

2ð1� nÞ ðpm � ppÞ
�
1� R2

r2

�

sq ¼
�
s0
x þ s0

y

�
2

�
1þ R2

r2

�
�
�
s0
x � s0

y

�
2

�
1þ 3R4

r4

�
cos 2q�

s0xy

�
1þ 3R4

r4

�
sin 2q� pm

R2

r2
þ að1� 2nÞ

2ð1� nÞ ðpm � ppÞ
�
1þ R2

r2

�

sz ¼ s0
z � 2n

�
s0
x � s0

y

�R2

r2
cos 2q� 4ns0xy

R2

r2
sin 2qþ að1� 2nÞ

ð1� nÞ ðpm � ppÞ

srq ¼
 
� s0

x � s0
y

2
sin 2qþ s0xy cos 2q

!�
1þ 2R2

r2
� 3R4

r4

�

srz ¼
�
s0yz sin qþ s0xz cos q

��
1� R2

r2

�

sqz ¼
�
� s0xz sin qþ s0yz cos q

��
1þ R2

r2

�

(10.40)

For a vertical wellbore, the steady state poroelastic solution for the
permeable wellbore wall can be written in the following:
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(10.41)

At the borehole wall (r ¼ R), the stress components (principal stresses)
can be obtained from Eq. (10.41) as follows:

sr ¼ pm

sq ¼ sH þ sh � 2ðsH � shÞcos 2q� pm þ að1� 2nÞ
1� n

ðpm � ppÞ

sz ¼ sV � 2nðsH � shÞcos 2qþ að1� 2nÞ
1� n

ðpm � ppÞ

(10.42)

The minimum and maximum tangential stresses at the wellbore wall in
a vertical well can be obtained from Eq. (10.42) as follows:

sqmin ¼ 3sh � sH � pm þ að1� 2nÞ
1� n

ðpm � ppÞ

sqmax ¼ 3sH � sh � pm þ að1� 2nÞ
1� n

ðpm � ppÞ
(10.43)

If the wellbore wall is impermeable, then it needs to replace the item
(pm � pp) by (pi � pp) in Eqs. (10.40e10.43), where pi is the pore pressure at
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the wellbore wall. If pi ¼ pp, then the steady state poroelastic solution is
reduced to the elastic solution.

10.8 Dual-porosity finite element wellbore stability
solutions

For a naturally fractured formation, it may be treated as a double-porosity
medium consisting of the primary rock matrix as well as the fractured
systems, which are distinctly different in porosity and permeability. The
double-porosity poromechanical model needs to couple matrix and fracture
deformations as well as fluid flow aspects (Zhang et al., 2003). The double
porosity and double permeability formulations can be solved by the
FEM for any directional borehole (Zhang, 2002; Zhang and Roegiers,
2005).

10.8.1 Wellbore stresses in elastic, single-, and double-
porosity media

An inclined borehole (inclination of 70 degrees) was examined to inves-
tigate the poroelastic effects. The borehole was located in the strike-slip
faulting stress regime. The in situ stresses were sH ¼ 29 MPa,
sh ¼ 20 MPa, sV ¼ 25 MPa, and initial pore pressure in the rock matrices
pp ¼ 10 MPa, pore pressure in the fractures pfr ¼ 10 MPa. The radius of the
borehole is R ¼ 0.1 m. It should be noted that borehole size has no effect
on the induced stresses in the wellbore; therefore, a small hole size is used in
this modeling, which does not affect final results. The rock properties for
this case study are listed in Table 10.3. Fig. 10.22 shows the local far-field
in situ stresses in the inclined wellbore calculated from the initial in situ
stresses using Eq. (10.1). The FEM modeling was conducted to obtain the
single-porosity and dual-porosity solutions. Fig. 10.23 compares the pore
pressure distributions at time t ¼ 100 s and q ¼ 90� for the elastic and
single-porosity models as well as the one for the dual-porosity model
(Zhang et al., 2003). The difference is evidenced by an increase in pore
pressure in the matrix for the dual-porosity media due to the associated
large fracture compliance, which induces a nonmonotonic pressure distri-
bution. Fig. 10.24 displays effective radial stress response in the minimum
stress direction (t ¼ 100 s and q ¼ 90�) without considering mud weight. It
can be observed that for both single- and dual-porosity models, tensile
stresses are induced at a small distance inside the borehole wall, which tends
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to cause the wellbore spalling (tensile failure) because the rock has a very
low tensile strength. This is a typical poroelastic effect.

The total tangential and radial stress distributions at t ¼ 100 s and
q ¼ 90� for the elastic and single-porosity models as well as the one for the
dual-porosity model are compared in Fig. 10.25. Note that the elastic so-
lution is obtained from Eq. (10.2) and has no time effects. Fig. 10.25 shows
the tangential stress at near wellbore wall in the dual-porosity solution has
the least magnitude compared to the elastic and single-porosity solutions.
For the radial stress, the dual-porosity solution has the maximum value. The

Table 10.3 Rock properties for double-porosity poroelastic borehole analysis.

Parameter Unit Magnitude

Elastic modulus (E) GPa 20.6
Poisson’s ratio (n) e 0.19
Fracture stiffness (Kn, Ksh) MPa/m 4.82 � 105

Fluid bulk modulus (Kf) MPa 419.17
Grain bulk modulus (Ks) GPa 48.21
Matrix porosity (nma) e 0.02
Fracture porosity (nfr) e 0.002
Matrix mobility (kma/m) m4/MN s 10�10

Fracture mobility (kfr/m) m4/MN s 10�9

Fracture spacing (s) m 0.1
Uniaxial compressive strength (UCS) MPa 41
Internal friction angle (4) degree 30
Material strength parameter (a) e 0.14
Material strength parameter (k) MPa 12
Tensile strength (T0) MPa 1.5
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Figure 10.22 Far-field stresses in the borehole local coordinate for 70 degrees of
borehole inclination.
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reason for this phenomenon is that the total deformation increases because
of the introduction of a fracture elastic modulus in the dual-porosity
governing equations, which leads to an increase in the total radial stress.
Therefore, at and near wellbore wall (Fig. 10.25) the stress difference be-
tween the tangential and radial stresses is the minimum for the dual-porosity
solution. The different results for the three solutions are primarily caused by
pore pressure changes induced by borehole perturbation.

Poroelastic solutions have time-dependent effects, which are mainly
caused by time-dependent behavior, as shown in Figs. 10.26 and 10.27.
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Figure 10.23 Comparison of pore pressures in elastic, single-, and dual-porosity so-
lutions in the minimum stress direction (q ¼ 90�) at time t ¼ 100 s for the imperme-
able wellbore wall.
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Figure 10.24 Comparison of effective radial stresses for single-porosity, dual-porosity,
and elastic solutions in the minimum stress direction at time t ¼ 100 s.
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Pore pressure concentrations occur near the wellbore wall caused by drilling
perturbation at smaller time (for t ¼ 10 s in Fig. 10.26) around the mini-
mum stress direction (q ¼ 90�). Pore pressure concentrations decrease as
time increases, as shown in Fig. 10.27 (Zhang and Roegiers, 2005). Note
that nonmonotonic pressure distributions and pressure peaks are found at a

Figure 10.25 Total tangential and radial stresses around an inclined wellbore for
elastic, single-porosity, and dual-porosity solutions in the minimum stress direction
(q ¼ 90�) at t ¼ 100 s without considering the mud weight.
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Figure 10.26 Pore pressure distribution around the wellbore at small time after
drilling (t ¼ 10 s), assuming an impermeable wellbore wall.
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small distance inside the wall at a short time after drilling, which is attrib-
uted to the poroelastic effect. At larger time this effect disappears, i.e., as
time increases the poroelastic effect becomes negligible. At large distances
from the wellbore wall, the pore pressure approaches asymptotically the
far-field pore pressure.

10.8.2 Wellbore failures in a strike-slip faulting stress
regime

10.8.2.1 Inclined boreholes
In the following analysis, the in situ stresses and initial pore pressures are the
same as shown in Fig. 10.22. Fig. 10.28 presents the MohreCoulomb shear
failure around the cross section of a borehole with an inclination of 70
degrees at t ¼ 100 s in a dual-porosity medium. The shear failure occurs
mainly around the minimum stress direction because of low mud weight,
whereas no failure occurs in the maximum stress direction. With sufficient
mud pressure support, wellbore spalling and shear failure can usually be
controlled. However, tensile failure or hydraulic fracturing may be induced
in the wellbore when the mud pressure is too high. Fig. 10.29 shows the
fracturing area for a hole inclination of 70 degrees at t ¼ 100 s and for a
mud pressure pm ¼ 25 MPa. It is observed that the fracturing takes place
mainly around the maximum stress direction. It should be noted that both
shear and tensile failure areas or safe mud weight window change with
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Figure 10.27 Pore pressure distribution around the wellbore at large time t ¼ 1000 s,
assuming an impermeable wellbore wall.
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inclinations markedly. For example, the safe mud weight window decreases
as borehole inclination increases in the normal faulting stress regime;
however, in a strong tectonic stress regime, the mud weight window may
increase as the inclination increases (Zhang et al., 2003).

10.8.2.2 Horizontal wells
Many oil companies provide horizontal drilling strategy guidelines that call
for drilling in the direction of the minimum horizontal stress. Their
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Figure 10.28 Shear failure area in the dual-porosity medium at time t ¼ 100 s for a
borehole inclination of 70 degrees.
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Figure 10.29 Tensile failure area in the dual-porosity medium at time t ¼ 100 s and
mud pressure pm ¼ 25 MPa for a borehole inclination of 70 degrees.
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approach for best trajectory selections and drilling guidelines is to minimize
the maximum value of stress concentration along the borehole wall.
However, such an approach is mainly for drilling in the normal faulting
stress regime. For drilling in a tectonic stress regime, wellbore stability
behavior is different. The following analyses examine wellbore failures in a
dual-porosity medium in the strike-slip faulting stress regime for the
following two options: parallel and perpendicular to the maximum hori-
zontal stress directions.

The MohreCoulomb shear failure areas are plotted in Figs. 10.30 and
10.31 for drilling parallel and perpendicular to the maximum horizontal
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Figure 10.30 Shear failure area in the strike-slip stress regime at t ¼ 100 s for a
horizontal borehole drilled in the maximum horizontal stress direction.
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Figure 10.31 Shear failure area in the strike-slip stress regime at t ¼ 100 s for a
horizontal borehole drilled in the minimum horizontal stress direction.
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stress direction. Comparing these two figures, it is obvious that there is a
much larger failure area for the hole drilled in the minimum stress direction.
Notice that the x-axis (direction of sV ¼ 25 MPa) in Figs. 10.30 and 10.31
is the vertical stress direction. Therefore, in a tectonic stress regime a
horizontal borehole drilled in the maximum stress direction has a smaller
shear failure area, as shown in Fig. 10.32 (Zhang et al., 2006).

10.8.3 Wellbore failures in a normal faulting stress regime
The following specific geometry and material properties are used for
wellbore stability analysis in a normal faulting stress regime. The radius of
the borehole is R ¼ 0.1 m. The rock is a Gulf of Mexico shale with the
following properties: G ¼ 7.6 � 102 MPa, nu ¼ 0.461, k ¼ 1 � 10�7

Darcy with m ¼ 0.001 Pa$s. The poromechanical parameters used in the
analysis can be found in Zhang et al. (2003). The far-field in situ stresses and
pore pressure are in the following: sH ¼ 18 MPa, sh ¼ 14 MPa,
sV ¼ 22.6 MPa, pp ¼ 10.4 MPa (Bradley, 1979) at a true vertical depth of
1000 m.

Figs. 10.33 and 10.34 show the wellbore collapse (DruckerePrager
shear failure) areas around the borehole wall at t ¼ 100 s for the hole in-
clinations of 50 degrees and 90 degrees. The collapse area increases with the
borehole inclination in the normal faulting stress regime because the local
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Figure 10.32 Schematic breakout areas in a strike-slip faulting stress regime for
horizontal wells drilled in the maximum horizontal stress direction (A) and in the
minimum horizontal stress direction (B).
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far-field stresses and stress difference in the wellbore cross section increase as
the inclination increases.

10.9 Wellbore tensile failures

10.9.1 Elastic solution of wellbore tensile failures
If applied mud pressure is too high, drilling-induced tensile fractures will be
generated, which may cause drilling mud losses. Tensile failure will occur
when the effective stress around the wellbore becomes tensile (negative)
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Figure 10.33 Collapse area in the normal faulting stress regime at t ¼ 100 s for a hole
inclination of 50 degrees.
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Figure 10.34 Collapse area in the normal faulting stress regime at t ¼ 100 s for a hole
inclination of 90 degrees.
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and equals or exceeds the formation tensile strength. The tensile failure
criterion, Eq. (3.77), can be used to compute wellbore tensile failure.
Substituting the minimum effective principal stress Eq. (10.9) to (3.77), the
maximum mud weight to generate tensile failure at the wellbore wall can
be solved from the following equation:

1
2

�
sq þ sz �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsq � szÞ2 þ 4s2qz

q �
� app ¼ �T0 (10.44)

where T0 is the uniaxial tensile strength. Substituting sq and sz in Eqs.
(10.4), (10.5) and (10.6) to Eq. (10.44) and solving pm in Eq. (10.44), the
maximum mud weight or the fracture initiation pressure for the inclined
borehole can be obtained.

For a vertical well, the maximum mud weight is much easier to be
calculated. Substituting the first equation of Eq. (10.29) to Eq. (3.77), the
following elastic solution can be obtained:

s0
qmin ¼ 3sh � sH � pm þ sT � app ¼ �T0 (10.45)

Therefore, the maximum mud weight (pmax) to generate tensile failures
at the vertical borehole wall can be obtained from the following equation
(considering Biot’s coefficient a ¼ 1 when the tensile failure occurs):

pmax ¼ 3sh � sH þ sT � pp þ T0 (10.46)

Therefore, drilling-induced tensile failures will occur when the applied
mud weight is greater than pmax in a vertical well.

For a horizontal well drilled in the minimum horizontal stress direction
in the normal faulting stress regime, the maximum mud weight to create
tensile failures can be expressed as:

pHmax ¼ 3sH � sV þ sT � pp þ T0 (10.47)

In the reverse faulting stress regime, the vertical stress is the minimum
in situ stress and horizontal tensile fractures may be created when the axial
effective stress (the first equation in Eq. 10.30) exceeds the tensile strength.
As shown in Eq. (6.61), horizontal tensile fractures are generated in a
vertical well if the following relation holds:

sV � 2nðsH � shÞ � pp þ TV � 0 (10.48)
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where TV is the uniaxial tensile strength for the rock subjected to vertical
tensile stress and is the strength for resistance to generate a horizontal tensile
fracture and open it vertically.

For a horizontal well drilled in the minimum horizontal stress direction
in the reverse and strike-slip faulting stress regimes, the maximum mud
weight to create tensile failures (i.e. horizontal fractures in the maximum
horizontal stress direction) can be obtained, similar as Eq. (6.66), in the
following:

pHmax ¼ 3sV � sH þ sT � pp þ TV (10.49)

10.9.2 Poroelastic solution of wellbore tensile failures
Detournay and Cheng (1988) postulated that the wellbore tensile failure
(formation breakdown) takes place when the Terzaghi effective tensile stress
at the borehole wall is equal to the tensile strength of the rock, i.e.,

sq � pp ¼ �T0 (10.50)

In the permeable wellbore wall, it has pp ¼ pm and sr ¼ pm. Therefore,
the above equation can be written in the following form (substituting
pp ¼ pm to Eq. 10.50):

sq � pm ¼ �T0 (10.51)

The minimum tangential stress (tensile stress) at the vertical borehole
wall in the steady-state poroelastic solution can be obtained from the first
equation of Eq. (10.43):

Substituting Eq. (10.43) to (10.51) and solving pm (denoted as pbl), the
breakdown pressure is given by the following expression:

pbl ¼ 3sh � sH � 2hpp þ T0

2ð1� hÞ (10.52)

where h ¼ að1�2nÞ
2ð1�nÞ .

When a rock starts to fail, the Terzaghi effective stress is normally
considered (i.e., a ¼ 1). Therefore, when a ¼ 1, Eq. (10.52) is similar to
the one obtained by Detournay and Cheng (1988). This expression, first
derived by Haimson and Fairhurst (1967), represents a lower bound for the
breakdown pressure.

Another case of interest is when the fracturing fluid cannot penetrate the
rock (sleeve fracturing for example). Using the first equation of Eq. (10.43)
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(replacing pm � pp by pi � pp) and Eq. (10.50) (replacing pp by pi), the
following breakdown pressure pbu, can be obtained for impermeable case:

pbu ¼ 3sh � sH � 2hpp � ð1� 2hÞpi þ T0 (10.53)

where pi is the pore pressure at the wellbore wall.
Assuming pi ¼ pp, the Eq. (10.53) becomes the elastic solution of

wellbore breakdown pressure for nonpenetrating fluid, i.e., Eq. (10.46)
(without thermal effect). It yields a higher value for the breakdown pressure
than the permeable case of Eq. (10.52).

In the reverse faulting stress regime, the condition to create horizontal
tensile fractures is that the axial effective stress exceeds the tensile strength.
The maximum axial stress in the poroelastic solution can be obtained from
the third equation in Eq. (10.42) (q ¼ 0�) for permeable case, then hori-
zontal tensile fractures are generated if the effective axial stress becomes
tensile and exceeds the tensile strength. Combining the third equation of
Eq. (10.42) and tensile failure criterion (sz � pm � �TV), the following
relation can be obtained for a vertical well:

sV � 2nðsH � shÞ þ ð2h� 1Þpm � 2hpp þ TV � 0 (10.54)

10.10 Borehole stability analysis with consideration of
weak bedding planes

10.10.1 Shear failure in weak bedding planes in vertical
and horizontal wells

As described in the previous sections, different analytical methods and
numerical models have been applied for borehole stability analyses.
However, many borehole instabilities, particularly serious wellbore col-
lapses, have occurred in difficult formations and conditions, such as un-
consolidated formations, faulted and fractured rocks, weak planes, rubble
zones, and subsalt formations. For instance, drilling through bedding planes
and depleted reservoirs in the same hole section is very risky. When a well is
drilled nonperpendicular to thinly bedded shales, it is often unstable. Rock
failure can occur as a result of rock strength anisotropy caused by weak
bedding planes. In these cases, increasing mud weight while drilling is
required. However, when the reservoir immediately beneath the bedded
shales is depleted, the increased mud weight can lead to lost circulation
(Lang et al., 2011). Modeling of this geomechanical environment presents
many challenges and requires coupling in situ stresses, pore pressure, mud
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pressure, and anisotropic effects of rock strengths and stresses. Borehole
stability modeling with considerations of rock anisotropy, preexisting
fractures and planes of weakness in oil and gas wells has been reported, and
different models have been proposed (e.g., Goodman, 1966; Aadnøy and
Chenevert, 1987; Santarelli et al., 1992; Ong and Roegiers, 1993; Okland
and Cook, 1998; Ekbote and Abousleiman, 2005; Willson et al., 2007;
Lang et al., 2011; Gaede et al., 2012; Zhang, 2013).

In general, rocks or rock masses are more or less anisotropic, particularly,
for example, the jointed rock masses or slates, shales, and schists. Experi-
mental study of the stress states on failure behaviors in anisotropic rocks
using the triaxial and polyaxial compression tests (s1 > s2 � s3) demon-
strate that the strengths of anisotropic rocks vary significantly with di-
rections of applied stresses and bedding planes (refer to Chapter 3, Sections
3.3 and 3.4.3). Experimental results demonstrate that the peak principal
stress (s1) at rock shear failure is strongly dependent on the angle (b) be-
tween the maximum principal stress and the normal of the weak planes
(Fig. 3.26). At different angle of b, the strength of the weak plane is very
different (refer to Fig. 3.27), and the lowest strength occurs at
bmin ¼ 45� þ 4w/2 (4w is the angle of internal friction in the planes of
weakness).

Jaeger and Cook (1979) proposed a weak plane shear failure criterion to
correlate the maximum and minimum principal stresses associated with the
weak plane sliding along preexisting planes of weakness for a rock mass
having a set of parallel planes of weakness. This criterion can be applied to
analyze wellbore stability with weak bedding planes, as shown in Fig.10.35.
The principal effective stresses (s01 and s03) at the wellbore wall in each
borehole section (e.g., Fig. 10.35) can be derived from the stress tensor at
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Figure 10.35 The cross sections (perpendicular to borehole axis direction) of two
boreholes drilled in rocks with different orientations of the bedding planes (schematic
representations of two cases) in anisotropic in situ stress field.
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the wellbore wall from Eq. (10.2). From Eqs. (10.3e10.5), the principal
effective stresses at the wellbore wall in a vertical or horizontal well can be
written in the following form:8><

>:
s0
r ¼ pm � app

s0
q ¼ smax þ smin � app � pm � 2ðsmax � sminÞcos 2q

s0
z ¼ saxis � app � 2nðsmax � sminÞcos 2q

(10.55)

where s0r, s0q, and s0z are the effective radial, tangential, and axial stresses at
the wellbore wall, respectively; smax and smin are the in situ maximum and
minimum principal stresses in the wellbore cross section, respectively. For a
vertical well, smax ¼ sH, smin ¼ sh, and saxis ¼ sV; for a horizontal well
drilled in the minimum stress direction in the normal faulting stress regime,
smax ¼ sV, smin ¼ sH, and saxis ¼ sh; q ¼ 0� represents the direction of
the maximum in situ stress (smax) in the cross section of the borehole
(Fig. 10.35).

Substituting the principal effective stresses (s01 and s03, or s0q and s0r in
Eq. 10.55) into the weak plane failure criterion, Eq. (3.50), the minimum
mud weight for preventing wellbore sliding in the weak planes can be
derived. For the shear failure with consideration of a set of parallel planes of
weakness in a horizontal or vertical wellbore, the following equation can be
obtained to calculate the minimum mud pressure for preventing wellbore
sliding (shear failure) in the weak planes. This minimum mud pressure (pw)
is denoted to be the weak plane “slip failure pressure,” and its gradient is
“slip failure gradient” (Zhang, 2013):

pw ¼ ½smax þ smin � 2ðsmax � sminÞcos 2q�ð1� mw cot bwÞsin 2bw � 2cw þ 2mwpp
2½mw þ ð1� mw cot bwÞsin 2bw�

(10.56)

where q is the angle defined in Fig. 10.35; cw is the cohesion of the planes of
weakness; mw is the coefficient of internal friction in the planes of weakness;
mw ¼ tan 4w; 4w is the angle of internal friction in the planes of weakness.
For a horizontal well drilled in the minimum horizontal stress direction in
the normal faulting stress regime, smax ¼ sV and smin ¼ sH. For a vertical
well, smax ¼ sH and smin ¼ sh; bw is the angle between the directions of
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s01 and the normal of the planes of weakness, 4w � bw � 90�. bw varies
with q according to the following equations:

bw ¼ jq� dj for 0 � q � dþ 90+ (10.57)

bw ¼ 180� � jq� dj for dþ 90� � q � 180� (10.58)

where d is the angle of the bedding planes and smax direction as defined in
Fig. 10.35.

It can be seen that the angle, bw, varies around the wellbore cross section
and with borehole trajectory, even the dip and strike of the weak planes
kept unchanged. This means that bw is a function of q. When bw ¼ 45� þ
4w/2, the bedding planes have the lowest strength.

10.10.2 Shear failure of weak bedding planes in an inclined
borehole

For the shear failure in the weak planes in an inclined borehole, by
substituting Eqs. (10.8) and (10.10) to (3.50), the following equation can be
obtained for calculating the minimum mud pressure (slip failure pressure,
pinclw) to prevent wellbore sliding failure in the weak planes:

1
2

�
sq þ sz þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsq � szÞ2 þ 4s2qz

q �
� pinclw ¼

2
h
cw þ mw

�
pinclw � pp

�i
ð1� mw cot bÞsin 2 b

(10.59)

The weak plane slip failure pressure pinclw can be solved from the above
equation. It should be noted that sq can be obtained from Eq. (10.4) by
replacing pm in the equation by pinclw.

10.10.3 Illustrative examples
A case study is examined to analyze borehole stability with impacts of weak
bedding planes in a horizontal well drilled in the minimum horizontal stress
direction. The following parameters are obtained from postdrill analysis: the
maximum stress gradient of smax ¼ sV ¼ 13.8 ppg, the minimum stress
gradient at the borehole cross section of smin ¼ sH ¼ 13 ppg, and pore
pressure gradient of pp ¼ 10.8 ppg. The rock strength parameters are as
follows: uniaxial compressive strength, UCS ¼ 2995.2 psi; angle of internal
friction, 4 ¼ 30�.

A set of weak planes, as shown in Fig. 10.35A, has an angle of d ¼ 40�

to the maximum stress (smax or sV) direction at the wellbore section. The
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weak planes have the following strength parameters: cohesion, cw ¼ 199.7
psi; angle of internal friction, 4w ¼ 25�. Using Eq. (10.56), the slip failure
pressure around the wellbore wall can be calculated. It should be noted that
bw is a function of s1 and angles of d and q, as defined in Eqs. (10.57) and
(10.58). Fig. 10.36 only presents the results in a half circumference of the
wellbore wall (i.e., q from 0 to 180 degrees) because of symmetry.

Fig. 10.36 displays the calculated slip failure gradient caused by weak
bedding planes (presented as “pw e slip” in the figure) from Eq. (10.56) and
the shear failure gradient in the rock (calculated by Eq. (10.32b) without
bedding plane effect, i.e., “pm e breakout” in the figure). As expected the
maximum shear failure gradient (pm e breakout) appears in the minimum
in situ stress direction (q ¼ 90�, refer to Fig. 10.36). However, the slip
failure gradient in the weak planes exhibits a rather distinct behavior. The
maximum slip failure gradient occurs under the following two conditions:
(1) when the bedding plane strength is near its minimum value (i.e.,
bmin ¼ 45�þ4w/2) and (2) when the wellbore principal stress is close to its
maximum value. Therefore, the location where the maximum slip failure
gradient occurs is dependent on q and d. Thus, the slip failure locations and
directions do not follow the conventional borehole breakout direction. The
maximum slip failure in this case study occurs at q ¼ 98�. Fig. 10.36 also
indicates that the slip failure gradient varies markedly around the wellbore
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Figure 10.36 The slip failure gradient (pw e slip) caused by weak planes calculated
from Eq. (10.56) and the shear failure gradient (pm e breakout) without the weak plane
effects along a half circumference of the wellbore wall at d ¼ 40 degrees (as shown in
Fig. 10.35A). The slip failure is only calculated at 4w � bw � 90�; otherwise it is
nonmeaningful because the failure will not occur in the weak planes.

422 Applied Petroleum Geomechanics



in different locations owing to the fact that the peak strength of the weak
planes varies significantly with the angle bw. The slip failure in the weak
planes only takes place if 4w < bw < 90�; otherwise, the failure occurs in
the intact rock. For instance, when bw < 25� ¼ 4w, the slip failure gradient
is smaller than the shear failure gradient, as shown in Fig. 10.36; in this case,
the wellbore should firstly have shear failure in the rock. When fw <
bw < 90�, it is possible that the slip failure gradient is greater than the shear
failure gradient; therefore, the wellbore creates slip failures in the weak
planes (Fig. 10.36).

Fig. 10.37 shows another example for comparison of the slip failure
gradient and shear failure gradient. In this case, only the angle of the weak
planes changed, as shown in Fig. 10.35B with d ¼ 0�. It again indicates that
the wellbore slip failure is controlled strongly by the orientation of weak
planes, d, and the bedding plane angle, bw.

Based on the above analyses, to avoid the slip failure in weak bedding
planes it needs a higher mud weight than that in the intact rock. Fig. 10.38
plots an illustrative representation of wellbore slip failures caused by weak
planes from the calculations in Figs. 10.36 and 10.37. If the applied mud
weight (or ECD) is less than the calculated slip failure gradient, the slip
failure will occur firstly in the weak planes. Notice that the maximum slip
failure does not occur in the minimum stress direction (smin direction in
Fig. 10.38). Instead, the maximum slip failures may occur in two directions,
and the maximum slip failure direction has an angle with the minimum
in situ stress direction (the conventional wellbore breakout direction), as
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Figure 10.37 A similar case as Fig. 10.36 but for d ¼ 0� (as shown in Fig. 10.35B).
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shown in Fig. 10.38. Borehole stability analysis needs to consider both
effects of shear failures in the rock and the slip failure in the weak planes.
When the slip failure and shear failure overlap, borehole stability becomes
deteriorated.

In the drilling practice, the wellbore is more stable when drilling di-
rection is perpendicular to the bedding planes or the borehole is drilled
updip to the bedding direction. Otherwise, the wellbore is often unstable,
and slip failures in the weak planes may occur. In this case, mud weight
design needs to consider both wellbore breakouts in the rock and slip
failures in the bedding planes.

10.11 Borehole stability in difficult conditions

10.11.1 Borehole stability in fractured formations
When boreholes are drilled in a naturally fractured formation, excessively
high mud density allows the drilling fluid to penetrate into fractures,
mobilizing the rock blocks and intensifying ovalization (Charlez, 1997).
When this occurs, the fractured blocks can cave into the wellbore as a result
of swabbing when tripping (mud pressure reduction due to pulling the drill
string). When a borehole crosses a fault, drilling mud may invade the
discontinuity planes. Apart from mud losses, penetration of the fluid re-
duces the normal stress and induces a displacement along the fracture planes
or a fault that might shear the well, as shown in Fig. 10.39A. Resistivity
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Figure 10.38 Schematic presentations of wellbore slip failures caused by the weak
planes for two wellbores drilled in the weak bedding planes. The maximum slip failure
direction is no longer in the minimum in situ stress (smin) direction, but with an angle
to the minimum in situ stress direction. The shaded area represents the failures caused
by the slip failures in the weak planes. (A) d ¼ 40�. (B) d ¼ 0� .
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image log shows that the presence of faults can cause breakout area to
increase and breakout orientation to rotate (Moore et al., 2011). The
consequences of fault impacts on wellbore breakout or mud losses can be
dramatic and could lead to partial or even total loss of a well.

Fig. 10.39B presents a laboratory model of wellbore failure caused by
bedding planes. It shows that a layered model, expertly fabricated by Bandis
in 1987, consists of thinly bedded sandstones and micaceous interlayers. The
steeply inclined beddings allow a buckling mode of deformations to
develop, causing an elliptical failure zone. Such buckling mechanisms are
common in thinly bedded rocks and presumably can compromise the
integrity of horizontal wells (Barton, 2007). Laboratory tests in shales
indicate that borehole instability is not a problem when drilling is
perpendicular to bedding planes, but becomes very serious when the hole is
parallel or very nearly parallel to bedding (Okland and Cook, 1998), a
similar principle as described in the previous section.

Wellbore instability can easily occur when a borehole penetrates a
preexisting fault or a natural fracture that has low or no cohesion. The finite
element model can be used to model this problem by using different
material parameters in different elements. A borehole in a formation cut by
a fault zone was modeled in which the attitude of the fault is the same as the
borehole drilling direction, as shown in Fig. 10.40. The in situ stresses are
the same to the example given in Fig. 10.22. The material parameters in the
rock and faulted area can be found in Zhang (2002). In the faulted area

Figure 10.39 Wellbore failures caused by preexisting fractures. (A) Example of bore-
hole shearing observed when crossing a fault mapped using a BHTV (from Maury and
Zurdo, 1996); (B) A buckling mode of deformation and failure when penetrating thinly
cycled beds (from Bandis, 2011).
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(weak zone), the rock has much lower compressive and tensile strengths,
Young’s modulus, and higher permeabilities than those in the surrounding
rocks. The hole inclination is 70 degrees, and the true vertical depth of the
hole is 1000 m. Fig. 10.40 presents the FEM-modeled shear failure areas for
the inclined borehole intersected with a weak zone. The modeling result
shows that shear failures occur not only along the local minimum stress
direction (borehole crown in Fig. 10.40) but also in the weak rock zone.
This is due to the fact that the weak rock has a much lower strength and,
furthermore, there is a much larger stress concentration at the interface
between the normal and weak rocks. Fig. 10.41 shows the tensile failure
areas (fracturing in the figure) for an inclined borehole with a mud pressure
of 24 MPa. It demonstrates that the tensile failures induced by high mud
pressure appear mainly in the weak zone because it has a much lower tensile
strength.

In the weak zone, the formation has low compressive strength, low
tensile strength, and low fracture gradient. Therefore, mud weight man-
agement is needed while drilling: a good procedure would be to maintain
the designed mud weight, making adjustments only when borehole
breakouts or mud losses are observed.

10.11.2 Time effect on borehole stability
It is quite common that borehole breakouts occur after a certain time of
drilling; even no wellbore instability problem has been encountered while

Figure 10.40 Shear failure area in the strike-slip faulting stress regime for an inclined
borehole intersected by a weak zone with a low mud weight.
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drilling. Several reasons may cause this time-dependent wellbore failure,
e.g., time-dependent rock strength reduction (Zhang, 2013), rock creep,
seepage-induced stress changes (Li et al., 2017). Charlez (1997) considered
that time-dependent diffusion through the porous medium profoundly
modifies pore pressure and stresses and may affect wellbore stability.
However, this diffusion may occur only in a very short time.

Laboratory experiments have demonstrated that rock compressive
strength decreases as time lapses (Kranz, 1980; Kurita et al., 1983; Masuda,
2001). This is mainly caused by rock relaxation or creep, i.e., rock strain
increases with time even under a constant loading stress. Therefore, when
subjected to a constant stress even smaller than the rock strength, rock
deforms and may eventually fail over time due to creep. The same phe-
nomenon is observed in drilling, i.e., borehole deterioration with time. For
example, wellbore breakouts increase greatly from the caliper logs per-
formed a number of hours later compared to the caliper log run earlier in
the same depth interval (Greenwood et al., 2006), as shown in Fig. 10.42A.
Fig. 10.42B shows the caliper logs for two runs in the same borehole with a
time difference of 12 days. In the first run, the borehole is only overgauged
in some sections (red area) and the maximum breakout depth is 5 inches.
However, in the second run after 12 days, all borehole sections are over-
gauged (red plus green areas), and the maximum breakout depth is greater

Figure 10.41 Tensile failure (fracturing in the figure) area in the strike-slip faulting
stress regime for an inclined borehole intersected by a weak zone with a high mud
weight.
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than 10 inches, i.e., as the borehole exposure time increases, wellbore
breakout areas increase significantly.

Borehole image logs also show time-delayed wellbore breakouts. In the
azimuthal density images, no breakout is found until 8 h after drilling; after
5 days of drilling, the borehole has obvious breakouts (the two bright bands
along the borehole axis in Fig. 10.43). After 9 days of drilling, the breakout
width increases significantly, and serious borehole breakouts occurs
(Willson et al., 2007). Applying the LWD resistivity image logs, Moore
et al. (2011) examined three examples to compare image logs a few minutes
after drilling to the ones from about 30 min to 3 days after drilling (without
changing the mud weight in each case). In all cases the borehole breakouts
widen with time. These time-dependent failures could be a consequence of
dilational deformation, decrease of pore fluid pressure, or decrease of rock
strength with time.

One of primary reasons of the time-delayed wellbore failures is that the
rock compressive strength decreases as the borehole exposure time in-
creases. Based on experimental results (e.g., Masuda, 2001; Schmidtke and

Figure 10.42 Caliper logs showing wellbore breakouts (shaded parts) increase with
time. (A). Caliper logs in the same depth intervals observed between two logging runs
with 2.5 h of elapsed time (based on the data from Greenwood et al., 2006). (B).
Wireline caliper logs in a borehole: comparison of the first run and the second run after
12 days. The red area is the hole size increment (breakout) in the first run; the green
area is the incremental wellbore breakout in the second run. The line represents the
bit size, and the depth is in meters.
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Lajtai, 1985), the following empirical equation can be used to determine
rock uniaxial compressive strength reduction with time (Zhang, 2013):

UCS ¼ UCS0ð1� C log tÞ (10.60)

where UCS0 is the original UCS without time effect; t is the rock exposure
time in seconds (t � 1); C is a factor and can be obtained from lab exper-
iments, e.g., C ¼ 0.24 for granite (Masuda, 2001). For sedimentary rocks,
parameter C can be measured from laboratory or obtained by calibrating
borehole breakouts to borehole exposure time.

To reduce time-delayed wellbore failures, exposure time of an open
hole should be decreased and the borehole should be cased soon after
drilling. Otherwise, mud weight needs to be raised to reduce time-
dependent failures.

10.11.3 Chemical effect on borehole stability
Chemical interaction of drilling fluid and shales (particularly smectite shales)
is an important factor affecting wellbore stability. Some shales swell when
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Figure 10.43 Time-delayed wellbore breakouts seen from azimuthal density images in
a North Sea ERD well (Willson et al., 2007). The light color represents wellbore
breakouts.
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exposed to water-based mud or even oil-based mud, and this characteristic
causes shales to be troublesome for drilling. One of the fundamental driving
forces for the movement of water into or out of shale formations (osmotic
diffusion) is the chemical-potential difference between shale formations and
drilling fluids (Chenevert and Sharma, 1993; Mody and Hale, 1993). It is
difficult to measure the chemical potential of a system; however, the
chemical potential of the water phase can be estimated through its water
activity. Water activity of shale formation is an excellent indicator of the
shale state of hydration and its potential to absorb or lose water. Studies
have shown that water absorption by shales due to the high activity (low
salinity) drilling fluid makes the drilling fluid flow into the shale, causing
pore pressure of the shale to increase. This alters stress distribution, reduces
rock strength, and changes Young’s modulus, therefore, potentially desta-
bilize the wellbore (Zhang et al., 2008b). On the other hand, in the low-
activity (high salinity) drilling fluid, water is drawn out of the shale, causing
shale dehydration. The dehydration of shales results in near-wellbore pore
pressure to decrease and shale compressive strength to increase, which
sometimes is beneficial to wellbore stability, particularly in soft, high water
content gumbo shales. However, overdehydration of shales causes tensile
fractures in near wellbore formations and may disturb wellbore stability.
Core test results show that overdehydration is detrimental to wellbore
stability in naturally fractured formation (Rojas et al., 2006). Fig. 10.44
displays the effect of salinity of synthetic-based muds on the generation of
tensile fractures in BP’s shale samples cored from a depth of 17,055.1 to
17,055.9 ft in a Gulf of Mexico well. It is easily observed that tensile

Figure 10.44 BP preserved core pieces immersed in synthetic-based drilling mud
exhibit increasing shrinkage and tensile cracking as the mud activity is decreased (i.e.,
mud salinity increases, and water is drawn out from the shale cores) (Rojas et al., 2006).
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fractures begin to occur as the shale is exposed to fluids with internal phase
salinity above 15 wt%. Numerous cracks are generated after the mud
salinity is increased to 25 wt% CaCl2. As the salt concentration increases,
water is removed from the shale because of osmotic effects and ions are
added because of ionic diffusion, causing the shale fracturing.

Water activity difference in shale and drilling mud causes pore pressure
change in the formation, which affects wellbore stability. Pore pressure
changes caused by a given fluid activity contrast can be obtained from the
following equation (Mody and Hale, 1993):

Dp ¼ p� p0 ¼ �am
RT
V

ln

�
aw;shale
aw;mud

�
(10.61)

where Dp is the differential pore pressure resulting from the water activity
differences between the shale and the drilling fluid (osmotic pressure); p0
and p are the far-field and near-wellbore pore pressures, respectively; am
is the membrane efficiency, dimensionless; R is the gas constant,
R ¼ 8.314 kg m2 s�2 g mol�1 K�1; T is absolute temperature in Kelvin;
V is the partial molar volume of the water, V ¼ 1.8 � 10�5m3/g/mol;
aw,shale and aw,mud are the water activities for the shale and drilling mud,
respectively, dimensionless.

It can be seen from Eq. (10.61) that if aw,shale (the shale pore fluid ac-
tivity) is larger than aw,mud (the mud activity), water will be drawn out of the
shale, causing near-wellbore shale pore pressure to decrease (thus Dp is
negative). Therefore, appropriately decreasing the mud activity (increasing
mud salinity) may ease shale swelling. However, it should avoid excessive
decrease in mud activity; otherwise it may induce shale fracturing, as
illustrated in Fig. 10.44. By contrast, if aw,shale (the pore fluid activity) is less
than aw,mud (the mud activity), water will be drawn into the shale, causing
near-wellbore pore pressure increase (Dp is positive) and making shale
swelling.

As an example, consider a shale that has a water activity of
aw,shale ¼ 0.915 in contact with a water-based fluid that has a water activity
of aw,mud ¼ 0.78 and a membrane efficiency of 0.1. Assuming the rock
temperature is 375.7 K, the osmotic pressure can be estimated from
Eq. (10.61) as (Chen et al., 2003):

Dp ¼ �0:1
8:314� 375:7
1:8� 10�5

ln

�
0:915
0:78

�
¼ �2:77� 106Pa
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This would mean that there is a driving osmotic potential of 2.77 MPa
trying to drive the water out of the shale.

The shale pore fluid activity aw,shale can be obtained from the following
equation (Mody and Hale, 1993):

aw;shale ¼ exp

�
V
RT

s0
m

�
(10.62)

where s0m is the mean effective in situ stresses.
The mud activity aw,mud can be correlated to temperature in the

following equation (Zhang et al., 2008b):

aw;mud ¼ C1 expðC2TÞ (10.63)

where T is the temperature in �C; C1 and C2 are constants and strongly
dependent on the concentration of CaCl2, which have the following rela-
tions (Chenevert and Strassner, 1975):

C1 ¼ �0:0153C þ 1:1211 (10.64)

C2 ¼ 8:451� 10�5 expð0:07114692CÞ (10.65)

where C is the concentration of CaCl2 solution in the internal phase of oil-
based muds. Eqs. (10.64) and (10.65) are applicable only in a certain range
of the concentrations of CaCl2 solutions (10 wt% < C < 40 wt%).

10.11.4 Borehole stability in salt and subsalt formations
Subsalt and near-salt formations are attractive exploration prospects in
many operating areas including the Gulf of Mexico, offshore West Africa,
Brazil, the Southern North Sea, Egypt, and the Middle East. One of the
characteristic features of the Gulf of Mexico salt formation is that the salt
bodies are highly mobile. This has two significant implications for wells
drilled through salt: (1) creeping salt masses can exert catastrophic stresses on
casing, and (2) unstable rubble zones created by the salt movement near the
salt and rock interface and high overpressures in the subsalt formation,
which can make drilling difficult or impossible.

One of the key challenges for well construction in salt is to maintain
casing integrity. Salt-induced casing collapse has occurred in a number of
the Gulf of Mexico wells. For example, a well was drilled through a salt
body over 15,000 feet thick and eventually reached a total depth of more
than 28,000 feet TVD. However, the casing collapsed near the base of the
salt 3 months after the salt section was cased. The wellbore was abandoned.
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Then, wellbore stability, salt creep, and casing failure were modeled (Zhang
et al., 2008a). Based on the analysis, a bypass well successfully reached a
great depth of 34,189 ft with a higher grade of casing than that in the
original borehole.

10.11.4.1 Salt creep modeling
The ability of salt to deform under pressure and temperature changes makes
it a good hydrocarbon trap generator over geological time. At the same
time, the deformability and high creeping potential of salt make it a
troublesome formation for borehole and casing stability. In typical sand and
shale formations, in situ stress in the vertical direction is equal to the
overburden stress, and the horizontal stresses are less than the vertical stress
in the absence of tectonic activity. For a salt formation, the in situ stresses
are generally assumed to be equal in all directions that are equal to the
weight of the overburden formations. If mud pressure used to drill a well in
the salt is less than the salt stress (i.e., horizontal stress), salt will creep into
the wellbore. The closure rate of the borehole drilled in the salt grows with
increasing temperature and differential pressure between the salt stress and
the mud pressure. At shallow depths, temperature and differential pressure
are small and the creep rate is slight. At greater depths, higher temperatures
and higher differential pressures result in a more significant creep rate. In
many cases, even a slight amount of salt creep can reduce the wellbore
radius and impose the risks of stuck pipe and casing collapse.

The creep rate of salt depends on the burial depth, formation temper-
ature, mineralogical composition, water contents, presence of impurities
(such as clay), borehole diameter, and applied stress. Bischofite, carnallite,
kieserite, and sylvite are the most mobile, even if present in small amounts.
Halite is relatively slow-moving, and anhydrite and carbonates are essen-
tially immobile (Willson et al., 2003). A review of the literature shows that
casing loading problems were not reported in massive clean salts (Hackney,
1985). Extreme movements that have been reported (at rates of up to 1 in./
hr) are limited to dirty salts with a high proportion of clay impurities or to
salt intervals that are interbedded with shales.

The analytical results of salt samples in a studied borehole in the Green
Canyon of the Gulf of Mexico show that more than 93% of minerals in the
salt are halite (Zhang et al., 2008a). Minor amounts of sylvite (<1%) are
reported in the lower salt section. This indicates that at deeper depths, the
creep rate should be higher because of a larger salt stress and a higher level
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of sylvite in the salt. Laboratory experiments show that sylvite has about 10
times creep rate of halite.

Barker et al. (1994) developed an analytical equation to allow engi-
neering calculations at different stress, temperature, and closure rate com-
binations. This equation was based on steady-state creep of salt formations,
and the steady state strain rate for salt was given in the following equation:

dε
dt

¼ Ae�B=½ðTþ459:67Þ=1:8�ðsH � pmÞn (10.66)

The hole size change caused by salt creep can be expressed as follows:

r ¼ r0
�
1� Ae�B=½ðTþ459:67Þ=1:8�ðsH � pmÞnt

�
(10.67)

where dε
dt is the strain rate; r is the wellbore radius after creep, inches; r0 is the

original wellbore radius, inches; A is the salt constant ¼ (1.22 � 0.6) �
10�8; B is the temperature exponent of salt, B ¼ 8000 � 2000; T is the for-
mation temperature, �F; n is the stress exponent of salt, n ¼ 4.5 � 1.3; sH is
the maximum horizontal stress (equal to the overburden stress), psi; pm is the
wellbore pressure (MW or ECD), psi; t is the time in days.

Because salt mineralogy is usually unknown in advance, a sensitivity
analysis in salt creep rate needs to be conducted to estimate the high and
low ranges, as shown in Fig. 10.45. This figure illustrates how hole size can
be modified to maintain a sufficient clearance to allow casing to be run and
cemented properly. In fast creep environments, hole reaming may be
necessary. As salt creeps into the wellbore, it will eventually contact the
casing and apply salt stress against the casing wall. Casing failure occurs
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Figure 10.45 Hole size reductions caused by fast and slow rates of salt creep, with
varying original borehole sizes modeled by Eq. (10.67).
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when the salt-induced stress exceeds the casing strength. Case study in salt
creep and casing failure indicates that nonuniform contact of salt and casing
is the major reason to result in casing failures due to shear stresses (Zhang
et al., 2008a).

10.11.4.2 Mud weight design in salt formation
The rule of thumb in estimating mud weight used for drilling through salt
formation in the Gulf of Mexico is about 80%e90% of the overburden
stress gradient. For an accurate determination of the mud weight, salt creep
analysis is needed, and many studies have been carried out in this area (e.g.,
Fossum and Fredrich, 2002; Willson and Fredrich, 2005; Fredrich et al.,
2007; Zhang et al., 2008a; Nikolinakou et al., 2014).

Based on salt creep rates and closure time of the borehole caused by
the salt creep, the following empirical equation can be used to estimate
mud pressure for drilling in salt in the Gulf of Mexico for the case of
sV > 2600 psi:

pS ¼ sV þ 6T � 3000 (10.68)

where T is the formation temperature, in �F; sV is the overburden stress,
psi; pS is the mud pressure, psi. This empirical equation may need to be cali-
brated by drilling data and salt creep analysis for different cases.

At the exit of salt, highly overpressured formation and rubble zones may
exist, and kicks or wellbore instability (e.g., hole collapses and mud losses)
are the risks for subsalt drilling. Therefore, an exit salt strategy is needed.

10.11.4.3 Case study of borehole stability in subsalt formations
For subsalt formations, borehole instability is one of drilling risks because
weak rocks sometimes exist in subsalt formations. A deepwater oil field
with water depth of 3560 ft in the Gulf of Mexico is examined for
post-well borehole stability (Zhang, 2013). The studied borehole is a subsalt
vertical well, and the rocks in studied sections are weak shales and high-
porosity sandstones with low compressive strength; therefore, wellbore
breakouts took place in several sections. Using the Mohr-Coulomb failure
criterion, the shear failure gradient is calculated by Eq. (10.32) based on the
weak rock strength and sonic transit time correlation (Eq. 3.19). The
calculated shear failure gradient is compared to the equivalent circulating
density (ECD or downhole mud weight) while drilling, as shown in
Fig. 10.46. The figure shows that the mud weight should be 13-14 ppg to
avoid borehole breakouts from 28,000-28,360 ft, and a slightly higher mud

Borehole stability 435



weight (þ0.2 ppg more) is needed to keep wellbore in-gauge from 28,650-
29,220 ft. In the analysis, the weak rock strength correlation (Eq. 3.19) is
used to calculate rock compressive strength and compared to the one ob-
tained from Lal’s correlation (Eq. 3.6), and the Lal’s correlation over-
estimates rock strength in this case. Fig. 10.46 illustrates that the wellbore
breakouts occur mainly in the sections where the UCS values are low.
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Abstract

The impact of in situ stresses on hydraulic fracturing is investigated to enhance
stimulation performance. The lithology-dependent stresses indicate that a shale for-
mation has a higher minimum horizontal stress and acts as a barrier of hydraulic
fracture propagation when hydraulic fracturing is performed in adjacent sandstones.
However, when hydraulic fracturing is performed in a shale oil or gas formation, a
stress barrier may not exist on the top or the bottom of the shale reservoir, and this will
cause the hydraulic fractures to potentially grow out of the reservoir zone. Effects of
the maximum and minimum horizontal stresses, shear stresses, and depletion on the
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fracture initiation, breakdown, propagation, and containment are investigated. Shear
stresses cause hydraulic fractures kinking, and in some cases the hydraulic fractures
can eventually curve to the maximum stress direction. However, the curved fractures
may create frictions for the proppant transport which affect productivity adversely. It
finds that depletion reduces the minimum and maximum horizontal stresses and
consequently changes hydraulic fracture propagation behavior when a new well is
drilled and stimulated near a production well. Fracture interference and stress shadow
are also discussed.

Keywords: Depletion; Formation breakdown pressure; Fracture curving; Hydraulic

fracture; In situ stress impact; Stress containment; Stress shadow.

Hydraulic fracturing is the most important stimulation technology and has
been used for several decades to enable operators to produce from tight and
extremely low-permeable reservoirs. In the 1940s, Floyd Farris of Stanolind
Oil proposed that fracturing a rock formation through hydraulic pressure
might increase well productivity. This was followed in 1947 by the first
application of the “Hydrafrac” process at the No. 1 Klepper well in the
Hugoton Field, Kansas (Morton, 2013). Hubbert and Willis (1957) revealed
that geomechanics played an important role in hydraulic fracturing.
Through laboratory experiments on fracturing of solid blocks, they found
that in situ stresses control hydraulic fracture initiation and propagation: the
minimum stress depends primarily on where the fracture is initiated, and the
maximum stress dominates which direction the fracture propagates to.
Since then geomechanics has found more applications in hydraulic frac-
turing, such as hydraulic fracture design and operations, directions of
horizontal well and perforations, fracture initiation, fracture propagation,
fracturability and sweet spot, fracturing modeling, hydraulic fracture closure
and proppant embedment, depletion effect, well and stage spacings, fracture
hits, and fracture interferences. Some of these topics will be investigated in
the following sections.

11.1 Fracture initiation and formation breakdown
pressures

11.1.1 Fracture initiation pressure
To initiate a hydraulic fracture in a rock formation, high pressure fluid
needs to be injected to the wellbore to break the rock and create tensile
fractures. Haimson and Fairhurst (1967) assumed that the wellbore fracture
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initiation occurs when the tangential stress reaches the tensile strength of
the rock. They derived an equation to calculate the hydraulic fracture
initiation pressure in a vertical well for a nonpenetrating injection fluid. The
fracture initiation pressure as described in Eq. (9.10) can be restated in the
following:

pi ¼ 3sh � sH � pp þ T0 (11.1)

where pi is the fracture initiation pressure; T0 is the tensile strength of the
rock; sh and sH are the minimum and maximum horizontal stresses,
respectively.

Haimson and Fairhurst (1967) stated that this fracture initiation pressure
(Eq. 11.1) may predict the formation breakdown pressure. However, it may
not work well in some cases. Some laboratory hydraulic fracturing exper-
iments indicate that the breakdown pressure predicted from Eq. (11.1) is
smaller than the one obtained from laboratory test results (e.g., Zoback
et al., 1977; Guo et al., 1993; Morita et al., 1996). For example, more than
40 large rock samples (76.2 � 76.2 � 76.2 cm3) were hydraulically frac-
tured to test the fracture initiation and propagation around a borehole
(Morita et al., 1996). Their results showed that the borehole breakdown
pressure was not only controlled by in situ stresses but also dependent on
Young’s modulus of the formation, wellbore size, and type of drilling fluids.
The measured borehole breakdown pressures were higher than the mag-
nitudes predicted from Eq. (11.1). The test results of Morita et al. (1996)
also showed that the calculated tensile strength from Eq. (11.1) using
measured breakdown pressure was higher than the measured rock tensile
strength. This could be caused by using the fracture initiation pressure (Eq.
11.1) as the formation breakdown pressure.

11.1.2 Formation breakdown pressure
Formation breakdown pressure, closely related to in situ stresses, is a very
important parameter for hydraulic fracturing planning and operations.
However, to date, the industry still faces challenges to predict formation
breakdown pressure with reasonable accuracy. Actually, Eq. (11.1) may not
be the breakdown pressure because when a rock experiences a certain
tensile failure, some tensile fractures will be generated, but this may not be
the case when the rock is completely broken down. In a typical extended
leak-off test, when the pump pressure starts to depart from the linearity,
tensile fractures are initiated and the pump injection pressure is the fracture
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initiation pressure (pi). After the fracture initiation, additional injection is
still needed to reach the breakdown pressure (pb) to break the formation
completely, except for very brittle rocks. For example, an extended leak-off
test shows additional 0.3 bbls fluid needs to be injected after the fracture
initiation to reach the formation breakdown (Zhang and Yin, 2017 and
Fig. 9.2A in Chapter 9). This 0.3 bbls of injection fluid will cause a two-
wing fracture (e.g., with an aperture of 0.2 in. and height of 12 in.) to
extend w37.8 ft away from the wellbore into the formation. In this case,
Kirsch’s borehole solution is no longer valid; therefore, the breakdown
pressure should not be calculated from Kirsch’s equation, except for a very
brittle rock in which the fracture initiation and breakdown occur almost
simultaneously.

Fig. 11.1 can be used to schematically represent fracture tensile failure
process from fracture initiation to breakdown in a vertical well (Zhang
et al., 2018a). The fracture initiation area in one side of the wellbore can be
treated as a crack (i.e., initiation fracture), and the crack tip will experience
tensile failure as the injection pressure reaches the breakdown pressure,
causing the formation to be broken down. From fracture mechanics, the
principal tensile stress in the vicinity of the tip in a Mode I crack (point A in
Fig. 11.2) can be approximately obtained from Eq. (4.13), but here with a
compression loading condition:

sts ¼ ðsN � pbÞ
ffiffiffiffi
a
2r

r
cos

b

2

�
1�

����sin b2
����
�

(11.2)

Figure 11.1 Schematic representation of a vertical borehole from the fracture initia-
tion to breakdown.
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where sts is the tensile principal stress in the vicinity of the crack tip; sN is
the far field stress applied on the fracture; pb is the breakdown pressure; a is
the crack length; r is the distance from the crack tip; b is an angle as shown
in Fig. 11.2.

A tensile failure zone will be formed at the crack tip when formation
breakdown pressure is reached. In this case, the minimum effective prin-
cipal stress at the tip should be equal to or greater than the tensile strength
(T0). Notice that the compressive stress is positive; therefore, the following
equation exists:

s0
ts ¼

�
s0
N � p0b

� ffiffiffiffi
a
2r

r
cos

b

2

�
1�

����sinb2
����
�

¼ �T0 (11.3)

For simplification, assume that the fracture propagates in sH direction
and only consider the case of b ¼ 0. Substituting b ¼ 0 to Eq. (11.3) and
assuming that the length of the tensile failure zone in sH direction is r ¼ lb,
the formation breakdown pressure can be obtained in the following form:

pb ¼ s0
N þ app þ T0

ffiffiffiffiffi
2lb
a

r
(11.4)

The stress (sN), perpendicular to the initiation fracture in Fig. 11.2, is
difficult to be determined analytically. However, it can be approximately
obtained from Kirsch’s equation (e.g., Zhang, 2013), i.e.,

s0
NðxÞ ¼ sH þ sh � 2app

2

�
1þ R2

x2

�
� sH � sh

2

�
1þ 3R4

x4

�
(11.5)

Figure 11.2 A simplified fracture mechanics model used for deriving the breakdown
pressure.
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where R is the wellbore radius; x is the length in the maximum stress di-
rection, starting from the wellbore center and x ¼ R þ a (refer to
Fig. 11.2).

When the fracture initiation length (a) is very small (i.e., x z R), s0N
reaches the maximum value; therefore, from Eq. (11.5) the following
equation can be obtained:

s0
Nmax ¼ 3sh � sH � 2app (11.6)

Substituting Eq. (11.6) to Eq. (11.4) and assuming a ¼ 1, the maximum
breakdown pressure (pbmax) can be obtained:

pbmax ¼ 3sh � sH � pp þ kT0 (11.7)

where k ¼
ffiffiffiffi
2lb
a

q
. If assume lb ¼ a, then k ¼ O2; therefore:

pbmax ¼ 3sh � sH � pp þ
ffiffiffi
2

p
T0 (11.8)

This can also be used as the breakdown pressure for a vertical perfo-
ration in a horizontal well if the effect of horizontal borehole stress con-
centration on the perforation is small. Comparing Eq. (11.8) to Eq. (11.1),
this new equation predicts a higher breakdown pressure value than the
conventional method, and the predicted tensile strength from Eq. (11.8) is
1/O2 times of that calculated from the old method, Eq. (11.1). It can be
seen from Eq. (11.7) that if the formation has a higher minimum stress, it
has a much higher breakdown pressure or the formation is difficult to be
fractured.

For a horizontal well drilled in the minimum horizontal stress direction,
the maximum breakdown pressure in the borehole (pbH) can be derived in
the following forms (similar to Eq. 11.7):

pbH ¼ 3sH � sV � pp þ kT0; if sV > sH (11.9)

pbH ¼ 3sV � sH � pp þ kT0; if sV � sH (11.10)

It should be noted that simplifications are used for the derivation of the
above equations; therefore, for field applications the diagnostic fracture
injection tests (DFIT) or other tests (e.g., XLOT) are suggested to use for
calibrating and determining k value. If the fracture initiation and break-
down occurs simultaneously, then, k ¼ 1; otherwise k > 1. The default
value is k ¼ O2.
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11.1.3 Fracture propagation pressure
After the formation breakdown, the internal fluid pressure of the fracture
must be large enough to overcome the magnitude of the minimum
compressive stress and to increase the driving stress of the initial fracture to
generate tensile stress to the point where it begins to propagate (as shown in
Fig. 11.3). This pressure is the fracture propagation pressure. Hubbert and
Willis (1957) proposed that injection pressure needs to be equal to or
greater than the minimum stress to hold open and extend a fracture, i.e.,
pmin ¼ sh. In this equation, rock tensile strength is neglected.

From Eq. (11.4), when the fracture initiation length (a) is quite large, sN
reaches the minimum stress, i.e., sN ¼ sh. This is the case that the fracture is
far away from the wellbore, and wellbore stresses have little impact on the
fracture tip. In this case, the pressure to break the rock should be the
fracture propagation pressure (pbmin), which can be obtained from Eq.
(11.4) by substituting s0N ¼ sh � app, i.e.,

pbmin ¼ sh þ kT0 (11.11)

Figure 11.3 The FEM modeled fracture propagation after a hydraulic fracture is
generated. The white area at the fracture tip is the zone of tensile stress in y-direction
(sy) induced by injection pressure. The stress is in psi.
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Eq. (11.11) indicates that the fluid pressure needs to overcome both the
minimum stress and the tensile strength for fracture propagation.

For a fracture with a length of 2a, Broek (1986) proposed a similar
equation to calculate fracture propagation pressure (pg) for Mode I fracture:

pg ¼ sh þ KICffiffiffiffiffi
pa

p (11.12)

where KIC is the toughness of Mode I fracture.

11.2 In situ stresses controlling fracture propagation

11.2.1 In situ stress regimes and hydraulic fracture
propagation

Hydraulic fracture propagation is highly dependent on the in situ stress
state. Hydraulically induced fractures should be formed approximately
perpendicular to the minimum stress direction (Hubbert and Willis, 1957).
Therefore, in tectonically relaxed areas (the normal and strike-slip faulting
stress regimes), hydraulic fractures should be vertical and propagate in the
vertical and the maximum horizontal stress directions, as shown in
Fig.11.4A. However, in tectonically compressed areas (reverse faulting stress
regime) hydraulic fractures should be horizontal and propagate in two
horizontal stress directions, as shown in Fig.11.4B. Downhole ultrasonic
borehole image log after hydraulic fracturing test and observation of the
hydraulic fracture after mining back in the URL, France, show the vertical
hydraulic fracture propagating in the maximum horizontal stress direction
(Fig. 11.5). Other hydraulic fracture mined back results have come to the
same conclusion (e.g., Warpinski et al., 1982).

Hydraulic fracture propagation is also controlled by the direction of the
minimum horizontal stress and horizontal well orientation (Abass et al.,

σσ3
σ2

σ1 σ3

σ2
σ1

Favored frac direction

Figure 11.4 Vertical hydraulic fracture created in normal or strike-slip faulting stress
regime (left) and horizontal fracture generated in reverse faulting stress regime (right).
In situ stresses s1 > s2 > s3.
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1992). Fig. 11.6 shows the hydraulic fracture propagation directions versus
drilling directions in normal and strike-slip stress faulting regimes. If a
horizontal well is drilled in the minimum horizontal stress direction, hy-
draulic fractures may be optimal for contacting more reservoir rocks. If a
horizontal well is not drilled in one of the principal stress directions, then
shear stresses will be generated in the wellbore and in the perforation
tunnels, causing hydraulic fractures kinking. Therefore, fully understanding

Figure 11.5 Top-view of the vertical hydraulic fracture at depth of 499 m after exca-
vating the fractures (left) and ultrasonic borehole image after hydraulic fracturing test
at depth of 499 m (right) in the URL, France (Wileveau et al., 2007).

h

v
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σ

σ σ

σ
τ

Figure 11.6 Propagation directions of hydraulic fractures versus drilling directions in
normal and strike-slip faulting stress regimes.
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in situ stresses and stress regimes can help to optimize horizontal well
drilling and completion.

11.2.2 Stress barrier and hydraulic fracture containment
Hydraulic fractures are most likely to be contained within a reservoir if the
reservoir formation has a markedly smaller minimum horizontal stress than
those in its upper and lower formations (Simonson et al., 1978; Fung et al.,
1987). When a stress contrast is present in the formations, hydraulic frac-
tures are mostly developed in a formation with a smaller minimum stress;
the reason is that the formation with a higher minimum stress has a much
higher breakdown pressure (as indicated in Eq. 11.7) and can act as a stress
barrier to block hydraulic fractures for developing, as shown in Figs. 11.7
and 11.8. This is the case normally for a sandstone reservoir interbedded
within two shale formations (Fig. 11.9A). However, in the unconventional
play, a shale reservoir normally has a higher minimum horizontal stress and
does not have obvious stress barriers in the overburden and underburden
formations (Zhang and Zhang, 2017). This will cause hydraulic fractures to
develop out of the reservoir zone and create much taller fractures than the
planned, as shown in Fig. 11.9B.

It has become widely accepted that the stress contrast between the
reservoir and its bounding layers is the most important factor for deter-
mining facture height growth (Warpinski and Teufel, 1987). The variation
of the minimum in situ stress is the predominant factor controlling fracture
growth, and the hydraulic fractures terminate at the layer with a high
minimum stress (Warpinski et al., 1982). The following example illustrates

Figure 11.7 The minimum horizontal stress barriers (higher sh) on the top and bottom
formations of the reservoir containing the hydraulic fractures within the lower
minimum stress zone (the reservoir). The hydraulic fracture profiles were modeled by
FracPro software.

450 Applied Petroleum Geomechanics



that the shale gas reservoir has a higher minimum stress than those in its
overburden formations, and hydraulic fractures develop beyond the reser-
voir zone.

Based on well logging data (MSEEL, 2015) in the Marcellus shale play
in West Virginia, Fig. 11.10 displays Poisson’s ratio calculated from
compressional and shear sonic logs, the minimum horizontal stress calcu-
lated from Poisson’s ratio, and static Young’s modulus calculated from well

Figure 11.8 Schematic plot of the minimum stress profile and the hydraulic fracture
propagation from in situ mined back observations. (Modified from Warpinski, N.R.,
Schmidt, R.A., Northrop, D.A. 1982. In situ stresses: the predominant influence on hydraulic
fracture containment. J. Petrol. Technol. 34, 653e664.)

(A) (B)

Figure 11.9 Schematic diagram of hydraulic fracture propagations related to the
minimum horizontal stress profiles. (A) hydraulic fracture (HF) propagation in a
sandstone interbedded with shales; (B) hydraulic fracture propagation in a shale
interbedded with sandstones.
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log data. From the direct overburden formation to the Hamilton shale, the
minimum horizontal stress is lower than that in the Marcellus reservoir.
This means that the overburden shales (before reaching the Tully lime-
stone) are lack of the stress barrier, because they have low minimum
horizontal stresses. Therefore, when fracturing the Marcellus reservoir, most
hydraulic fractures will propagate out of the reservoir zone to the Hamilton
shale. Notice that although the Tully limestone has a very high Young’s
modulus, it can still act as a hydraulic fracture barrier because it has a higher
minimum stress. However, below the Lower Marcellus reservoir, there is a
thin formation with much higher minimum horizontal stress, which acts as
a stress barrier to partially block hydraulic fractures propagating to the low
minimum stress formation (i.e., the Onondaga limestone).

Microseismic monitoring was conducted in a horizontal well, in which
geology and rock properties are similar to the well shown in Fig. 11.10, in
the Marcellus reservoir in central Pennsylvania. The results indicate that
hydraulic fractures extend a long distance above the treatment well
(Fig. 11.11). That is, the hydraulic fractures propagate upward into the
Hamilton shale formation and terminate at the Tully limestone (high
minimum stress formation). Some hydraulic fractures also propagate
downward into the limestone formation in the underburden.

Figure 11.11 Vertical distribution of microseismic events located during hydraulic
fracturing of a horizontal shale gas well in the Marcellus at the Clearfield County Site in
central Pennsylvania (Hakala and Guthrie, 2013).
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11.2.3 Rock properties and heterogeneities on hydraulic
fracture propagation

It should be noted that the stress barrier is not the only condition to
terminate hydraulic fracture propagation. Other factors also affect the
height growth (Bunger and Lecampion, 2017). The hydraulic fracture
mined back results show that a small rock property difference (e.g., Young’s
modulus) in the formations cross the interface is incapable of containing
hydraulic fractures (see Fig. 11.8). However, a large rock property differ-
ence cross the interface may contain hydraulic fractures. For example, a
very tight rock formation with a high tensile strength could stop the
fracture development because it is difficult for hydraulic fractures to be
generated or propagated (e.g., a very tight limestone formation underlying
or overlying the reservoir) because hydraulic fracture propagation is also
dependent on formation breakdown and propagation pressures. If forma-
tion breakdown and propagation pressures are higher, fracture propagations
become more difficult. Certainly, formation breakdown and propagation
pressures are controlled by in situ stress magnitudes and stress regimes.
Therefore, in-situ stress magnitudes and regimes also control the fracture
propagation. Observations of hydraulic fractures from in situ mined back in
coal seams indicate that hydraulic fractures arrested at relatively stiff/strong
roof and floor layers, branched a horizontal component along the contact
between the coal seam and a relatively strong roof rock (Diamond and
Oyler, 1987).

Coring was conducted in some horizontal monitor wells in the Eagle
Ford shale play after hydraulic fracturing (Raterman et al., 2017). The
coring results show that hydraulic fracture branching occurred in bedding
surfaces, which was probably caused by the mechanical property difference
in different rocks or interfaces. It was also observed both in cores and image
logs that multiple, usually two or three, hydraulic fractures often developed
in close association (Fig. 11.12). The common occurrence of these doublets
and triplets along the length of the well indicates that hydraulic fracture
branching might be widespread. Branching along with the observed
influence of bedding surfaces on hydraulic fracture propagation leads to the
postulation that the mechanical stratigraphy resulting from interbedded
organic marl and stiffer limey beds is in part responsible for much of the
observed fracture complexity and the large number of fractures encoun-
tered. Other natural heterogeneities in the formation may also impact
fracture complexity.
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From coring observations, the distribution of hydraulic fractures along
the wellbores was nonuniform (Raterman et al., 2017). In the post-
stimulation cores, the hydraulic fractures formed swarms, in which many
fractures were spaced a few inches apart and were separated by lengths of
core with several feet between fractures (Fig. 11.12). The number of hy-
draulic fractures interpreted in the image logs far exceeds one per perfo-
ration cluster. This might be caused by natural heterogeneities in the
formation, which induced fracture complexity.

From the coring results the hydraulic fracture strike was consistent with
the maximum horizontal stress direction. However, the hydraulic fractures
were dipping 75e80� SE, i.e., the fractures were not true vertical fractures as
anticipated from geomechanical theory. Therefore, either these fractures
were not pure opening mode but hybrid (with shear stresses) or the in situ
principal stresses were rotated away from vertical and horizontal directions.

11.2.4 Stress difference and hydraulic fracture propagation
The difference of two horizontal stresses is an important factor to affect
hydraulic fracture propagation. The general rule is that the formation with
large horizontal stress difference creates longer and more planar hydraulic
fractures, e.g., in the Middle Bakken reservoir, the minimum horizontal
stress gradient is 0.786 psi/ft and the difference of two horizontal stress
gradients is more than 0.15 psi/ft before depletion (Dohmen et al., 2017).

10 ft.

1 ft.

(A)

(B)

(C)

Figure 11.12 Cores with hydraulic fractures cored in the horizontal monitor well S3 in
the Eagle Ford shale. (A) dipping hydraulic fractures in cores. (B) CT image as an
unwrapped circumferential image in the same section of (A). (C) 18 ft section of FMI-
HD image log containing several fracture doublets and triplets showing up as dark
sinusoids across image. (From Raterman et al., 2018.)
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However, the formation with small horizontal stress difference generates
shorter and more complex hydraulic fractures. For example, the Barnett
shale formation displays different in situ stresses in different regions.
Generally, the horizontal stress difference is small, but it varies even in a
single horizontal well. This heterogeneous nature makes standardization of
the completion process problematic (Daniels et al., 2007). Fig. 11.13 dis-
plays microseismic events observed during the hydraulic fracturing of a
horizontal Barnett shale gas well (Well #2) located within the Fort Worth
basin. In Stage 1 and Stage 2, the horizontal stress difference is relatively
larger (sH � sh ¼ 0.07 psi/ft and sH � sh ¼ 0.1 psi/ft) than these in stage
3 (sH � sh ¼ 0.04 psi/ft) and stage 4 (sH � sh ¼ 0.03 psi/ft). From
microseismic measurements in Fig. 11.13, directional and planar hydraulic
fractures are generated in Stage 1 and Stage 2. However, irregular and
complex fractures are created in Stage 3 and Stage 4 because they have
smaller stress differences than those in Stage 1 and Stage 2.

The following analysis can illustrate the effect of stress difference on
hydraulic fracture propagation. When a hydraulic fracture is initiated, any
imperfection (e.g., heterogeneity, natural fracture) or shear stress in the

Stage 1
Stage 2

Stage 3

Stage 4

Figure 11.13 An overhead view of Well #2 with the microseismic events shown. The
large black dots separate the sections of the bridge plugs set between each fracturing
stage (Daniels et al., 2007).
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formation may cause the fracture propagating path to deviate from its initial
direction. The tendency whether or not for straight propagation can be
quantified by the ratio R for Mode I fracture (Cruikshank et al., 1991),
which is related to stress difference (sH � sh) and net pressure (pt � sh):

R ¼ sH � sh

pt � sh
(11.13)

where pt is the internal pressure of the fracture or the treatment pressure for
hydraulic fracturing operations.

For an isolated fracture with a length of 2a, the magnitude of pt at
propagation must satisfy Eq. (11.12), i.e., pt � sh þ KIC/(pa)

1/2. Inserting
Eq. (11.12) to Eq. (11.13), the ratio R can be expressed in the following
equation (Renshaw and Pollard, 1994):

R ¼ sH � sh

KIc=
ffiffiffiffiffi
pa

p (11.14)

If inserting Eq. (11.11) to Eq. (11.13), the ratio R can be rewritten in
the following form:

R ¼ sH � sh

kT0
(11.15)

When R or horizontal stress difference (sH � sh) is small, or rock tensile
strength is high, hydraulic fracture will curve to adjacent natural fractures
and form complex fractures. Otherwise, planar (straight) hydraulic fracture
will be created. Renshaw and Pollard (1994) concluded that some fractures
have roughly planar geometries due to the occurrence of large differential
stresses, which limit the development of fracture curvature. Otherwise,
fractures that develop under relatively small differential stresses may be quite
curvaceous, as shown in Fig. 11.14. Therefore, parameter R can be used to
identify how hydraulic fractures propagate: straight (planar) or curved
(complex).

11.3 Impact of shear stresses on fracture propagations

11.3.1 Shear stress and fracture kinking
If a wellbore (perforation tunnel) is not parallel (perpendicular) to the
minimum stress direction (refer to Fig. 11.6), shear stresses will be induced
in the wellbore or perforation tunnel (e.g., Zhang and Chen, 2010; Zhang
et al., 2011; Waters and Weng, 2016; Zhu et al., 2015). The shear stresses
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tend to make the two fracture surfaces slide, causing propagating path of the
hydraulic fracture to deviate from straight, as shown in Fig. 11.15. Whether
a hydraulic fracture is straight propagating or curving is quantified by the
shear and normal displacements in the fracture. Cruikshank et al. (1991) use
a ratio Rs to define the hydraulic fracture kinking for Mode I fracture. The
ratio of shear displacement (U) and normal displacement (W) or Rs ¼ U/
W ¼ sxy/(pt� sy) in the fracture controls the degree of the fracture
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Ini al geometry
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Figure 11.14 Schematic representation of the relationship of fracture paths and the
stress ratio R. Two initial fractures were of equal length and arranged as shown in (A).
Only the inner right fracture tip of the lower fracture was allowed to propagate in (B),
(C), and (D). (Modified from Renshaw Pollard, 1994.)
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Figure 11.15 Schematic representation of a kinked fracture due to the internal
pressure and far-field shear and normal stresses.
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propagation direction. Based on Cottrell and Rice (1980), Cruikshank et al.
(1991) proposed the following equation to calculate the kinking angle:

sxy
pt � sy

¼ sinða=2Þ þ sinð3a=2Þ
cosða=2Þ þ 3 cosð3a=2Þ (11.16)

where a is the kinking angle from the original fracture (see Fig. 11.15); sy is
the far-field normal stress in the direction perpendicular to the original frac-
ture orientation and the compressive stress is positive; sxy is the far-field
shear stress.

Based on Eq. (11.16), the relationship of the kinking angle and the
fracture kinking stress ratio, sxy/(pt � sy), is plotted in Fig. 11.16. It shows
that the kinking angle increases as the shear stress increases. However, as the
treatment pressure pt increases (refer to Eq. 11.16), the kinking angle de-
creases. It implies that high treatment pressure can reduce hydraulic frac-
turing curving.

11.3.2 Shear stress and hydraulic fracture propagation
Assuming that a horizontal well is drilled with an angle (b) to the minimum
horizontal stress direction and the perforation tunnel is perpendicular to the
horizontal well axis, as shown in Fig. 11.17, the shear and normal stresses
around the horizontal well can be obtained from the following equations:

sxy ¼ 1
2
ðsH � shÞsin2 b

sy ¼ sHcos
2 bþ shsin

2 b

(11.17)
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Figure 11.16 Fracture kinking angle versus the ratio of the shear stress to the net
pressure, sxy/(pt � sy).
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Inserting Eq. (11.17) to Eq. (11.16), the following equation can be
obtained:

sxy
pt � sy

¼ ðsH � shÞsin2 b
2½pt � ðsH cos2 bþ sh sin2 bÞ� ¼

sinða=2Þ þ sinð3a=2Þ
cosða=2Þ þ 3 cosð3a=2Þ

(11.18)

Eq. (11.18) indicates that as the difference of in situ horizontal stresses
decreases, the kinking angle decreases. If the two horizontal stresses are
equal (sh ¼ sH), then sxy ¼ 0, and there will be no kinking; this means that
the hydraulic fractures will propagate along the perforation direction. If the
two horizontal stresses are not equal, the treatment pressure pt ¼ sH, and
b ¼ 45�, then,

sxy
pt � sy

¼ ðsH � shÞ=2
pt � ðsH þ shÞ=2 ¼ 1

Substituting the above equation to Eq. (11.18) and solving it, the
kinking angle from the parent fracture (i.e., the perforation) can be ob-
tained (i.e., a ¼w53�), as shown in Fig. 11.17. This figure indicates that
when a horizontal well is not drilled in the minimum horizontal stress
direction, the induced shear stresses cause hydraulic fracture kinking, i.e.,

σH

σH

σhσh

ββ

τ53°

Horizontal well

xy
σy

σx

τ

τ

Figure 11.17 Hydraulic fracture kinking to the maximum horizontal stress direction. It
shows the calculated kinking angle from Eq. (11.18) in a horizontal well drilled with an
angle (b ¼ 45�) to the minimum horizontal stress direction.
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the fracture propagating path deviates from the perforation direction. This
kinking makes the fracture curve to the maximum horizontal stress direc-
tion, as shown in Fig. 11.17. It implies that a horizontal well can be drilled
with a certain angle to the minimum horizontal stress direction because this
does not have much impact on the final direction of the hydraulic fracture
propagation, if the difference of two horizontal stresses is not very small.
However, these curved fractures may increase fracture tortuosity, causing
frictions in proppant transport, which may affect productivity.

11.3.3 Off-azimuth and on-azimuth horizontal wells
Noncontiguous acreage positions commonly lead to drilling azimuths
parallel to section boundaries. Analysis of well performance with drilling
azimuth across plays in North America reveals that on-azimuth wells
(parallel to the minimum horizontal stress direction) are typically better than
off-azimuth wells (with certain angle to the minimum horizontal stress
direction). A microseismic trial was conducted in two wells on the same pad
(one was on-azimuth and the other was 45� off-azimuth) in the Duvernay
shale oil play in Canada (Stephenson et al., 2018). Microseismic observation
from the hydraulic fracture treatments in the two wells showed a large
contrast in microseismic event density: the on-azimuth well had far fewer
microseismic events, but its productivity was doubled. More microseismic
events occurred in the off-azimuth well might be due to more shear
fractures (kinked fractures) generated. There was a small difference in
treatment fluid; the total injected volumes were equivalent in the two wells.
Therefore, horizontal well azimuths control the mechanics and the pro-
ductivity of the two wells.

Using the publicly available data in 475 wells in the Marcellus shale gas
play in Pennsylvania and West Virginia, Zinn et al. (2011) calculated the
normalized estimated ultimate recovery (EUR) against an estimated azi-
muth of horizontal well direction and the minimum horizontal stress di-
rection. The result shows a definite correlation between drilling azimuth
and productivity (Fig. 11.18). For each degree that the wellbore is oriented
away from the minimum horizontal stress direction, the EUR is adversely
affected by 7.25 MCF/ft, and 90 degree off-azimuth well is the worst case.
In the Eagle Ford shale play, a similar conclusion was obtained, i.e., when
the angle of the horizontal well direction and the minimum horizontal
stress direction is greater than 30e40 degrees, well productivity drops off
dramatically.
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Several hypotheses exist to explain the poorer well performance in the
off-azimuth well:
(1) The perforation tunnels in the off-azimuth well are not parallel to the

maximum horizontal stress direction, which introduces near wellbore
shear stresses. The shear stresses generate more shear fractures and
make hydraulic fractures curve to the maximum stress direction, as
shown in Fig. 11.19A. These curved fractures cause hydraulic fracture
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Figure 11.18 The EUR reduction amount and percentage caused by the wellbore
azimuth oriented away from the minimum horizontal stress (Sh) direction. (Plotted from
the data presented by Zinn et al., 2011)
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Figure 11.19 Schematic diagrams showing the effect of shear stresses on hydraulic
fracture propagation. (A) in an off-azimuth well, shear stresses cause hydraulic fracture
kinking and complexity, which increase the tortuosity. (B) in an on-azimuth well,
simple hydraulic fractures are generated.
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complexity and increase the tortuosity, introducing more friction for
proppant transport than that in the on-azimuth well (Fig. 11.19B).

(2) Out-of-stage restimulation causes inefficient treatments and potential
overflushing with a loss in near wellbore conductivity supported by
generally lower breakdown pressures in off-azimuth well (Stephenson
et al., 2018), and

(3) Pinching out of the planes of shear failures results in areas of stranded
connectivity.
Therefore, understanding the minimum horizontal stress magnitude and

direction is critically important for hydraulic fracturing planning and
operations.

11.4 Impact of depletion on hydraulic fracturing
propagation

Microseismic measurements during hydraulic fracture operations indicate
that depletion reduces horizontal stresses and impacts hydraulic fracture
propagation (Dohmen et al., 2013, 2014a). The DFIT measurements show
that the minimum horizontal stress decreases as the reservoir pressure de-
creases. The reduction of the minimum horizontal stress causes both the
breakdown and propagation pressures to decrease (Dohmen et al., 2017);
therefore, new fractures are much easier to be generated in the depleted
reservoir. Understanding the depletion surrounding a produced well is
important for efficiently developing unconventional plays, particularly for
optimizing infill well spacing, because more than 60% of the US land wells
drilled in 2017 are infill wells (Vidma et al., 2018).

Microseismic measurements show that when an infill well is close to a
production well, depletion effect on hydraulic fracturing in the infill well is
pronounced. Fig. 11.20 displays an example of microseismic measurements
recorded during hydraulic fracturing in one of the infill wells (H4), close to
an existing production well (H1) in the Middle Bakken reservoir (Dohmen
et al., 2017). It can be observed that the fracture trend defined by micro-
seismic events in each stage is most likely parallel to the maximum hori-
zontal stress direction (approximately N56�E, as shown in Fig. 11.20).
However, from measured microseismic events in Fig. 11.20, it is evident
that when depletion exists, the new fractures are highly influenced by the
depletion of the produced well and grow asymmetrically toward the pro-
duction well H1 (i.e., depletion area). Therefore, one-wing fractures are
generated in the direction of the production well. This is due to that the
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depletion-induced minimum stress reduction cause the produced area to
have a much smaller breakdown pressure and to be more prone to generate
new hydraulic fractures. The depletion may also cause well interference and
frac hits. After the three infill wells completion and production, the original
production well H1 resumed production and then its production increased
three times compared to the production before the well shut-in (Cipolla
et al., 2018). This indicates that some hydraulic fractures in the infill wells
might have propagated to the production well, as shown from microseismic
measurements in Fig. 11.20.

Repressuring (preloads), refracturing the depleted reservoir, or using far-
field diverters may improve hydraulic fracturing performance to create two-
wing symmetrical fractures. Water injection to repressure a production well
(preloads) can provide a significant, temporary increase in fracture pressure
(and the minimum stress) in the depleted area, which can reduce frac hits.
Production performance in the Eagle Ford field shows that oil production
in average preload well has an improvement of 25% compared to the
production before the infill well fracturing (Whitfield et al., 2018).
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Figure 11.20 Microseismic measurements recorded during hydraulic fracturing of an
offset well (H4). Hydraulic fractures grow asymmetrically toward the existing produc-
tion well H1. The microseismic events are color-coded by stages (Dohmen et al., 2017).
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11.5 Stress shadow and fracture interference

11.5.1 Stress shadow and spacing of stages
Placing multiple hydraulic fractures in a horizontal well is a highly effective
method to increase per well production. However, production perfor-
mance is dependent not only on the hydraulic fracturing process but also on
the spacing of the horizontal wells and the spacing of multiple hydraulic
fracture stages. Industry experience in unconventional plays shows that
production performance does not scale up in simple increments when
adding hydraulic fracture stages in closely spaced completions. Instead,
closer stage spacing incrementally adds less hydrocarbon production per
stage (Dohmen et al., 2014b), although the total productivity of the whole
well increases. Therefore, determining the appropriate stage spacing is an
important step in well performance optimization.

To properly simulate multiple fracture propagations for a completion
stage in a horizontal well, the fracture model needs to take into account the
interaction between adjacent hydraulic fractures, often referred to as the
“stress shadow” effect. Stress shadow is a term often used to describe
the increase of stresses in the direct vicinity of an existing hydraulic fracture.
That is, when a hydraulic fracture is opened under a finite fluid net pres-
sure, it induces stress changes in the surrounding rocks, which will affect
other fractures in the vicinity.

Sneddon (1946) proposed an analytical solution for the stress distribu-
tion in the neighborhood of a long 2-D crack of plane strain condition in a
homogeneous isotropic elastic solid under an internal pressure. His solution
can be used to illustrate the stress variations caused by a hydraulic fracture
(as shown in Fig. 11.21) under an internal treatment pressure. Warpinski
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Figure 11.21 Schematic cross section cut in the minimum horizontal stress direction
of a long hydraulic fracture propagated in the maximum horizontal stress direction
(perpendicular to the page).
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and Teufel (1987) assumed that the induced stresses near the center of a
fracture (at z ¼ 0) are representative of the stresses over a large area.
Therefore, a simplified solution to explain the effect of stress shadow in
closely spaced hydraulic fractures can be obtained. From Sneddon’s solution
and according to Warpinski and Teufel (1987), the induced stress in-
crements in the minimum horizontal stress direction (x-direction) and
vertical stress direction (z-direction) at z ¼ 0 can be written in the
following forms:

Dsx ¼ pn

"
1� x3�

h2f
�
4þ x2

�3=2
#

(11.19)

Dsz ¼ pn

"
1� xh2f

�
2þ x3�

h2f
�
4þ x2

�3=2
#

(11.20)

where Dsx and Dsz are the induced incremental stresses in the directions of
the minimum horizontal stress and the vertical stress, respectively; pn is the
net pressure in the fracture and approximately equal to the difference of the
treatment pressure (pt) and the minimum horizontal stress (sh),
pn ¼ pt � sh; hf is the fracture height; x is the distance away from the center
of the fracture.

If the hydraulic fracture is markedly long compared to its height, then
the condition of 2-D plane strain can be used to obtain the induced stress in
the maximum horizontal direction, i.e.,

Dsy ¼ nðDsx þ DszÞ (11.21)

where Dsy is the induced incremental stresses in the direction of the
maximum horizontal stress; n is Poisson’s ratio of the rock.

Assuming that the superposition principle is applicable for the stress
changes in the perturbed area, the stress shadow causes the minimum
horizontal stress to increase to sh þ Dsx, the maximum horizontal stress to
increase to sH þ Dsy, and the vertical stress to increase to sV þ Dsz.

Based on hydraulic fracturing data in the Bakken formation (e.g., the
treatment pressure pt ¼ 11,500 psi, the minimum horizontal stress of 7860
psi; hence, net pressure pn ¼ pt � sh ¼ 3640 psi), the induced stresses versus
the distance away from the center of a fracture are calculated by Eq. (11.19)
in two cases of fracture heights (hf ¼ 300 ft and hf ¼ 100 ft, as shown in
Fig. 11.22, Dohmen et al., 2014b). It demonstrates that the treatment
pressure exerts a compressive stress to the fracture on top of the minimum
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horizontal stress, which is equal to the net pressure at the fracture face, but
quickly falls off with the distance from the fracture. At a distance beyond
one fracture height, the induced stress (stress shadow) is only a small fraction
of the net pressure. If a second hydraulic fracture (or second stage) is created
parallel to the existing open fracture, and if the second fracture falls within
the stress shadow, then the fracture will have a horizontal stress greater than
the original horizontal stress. This implies that the second fracture will have
a higher fracture initiation pressure. The induced stresses may also change
the in situ stress directions and stress regimes in the interference area,
causing subsequent fractures to grow in a nonplanar fashion or alter
propagation direction. Comparing Fig. 11.22A and B, it can be observed
that a greater fracture height has a larger impacted area of the induced
stresses. Fig. 11.23 shows that a smaller fracture stage creates a stronger stress

In
du

ce
d 

st
re

ss
 (p

si
)

Distance from center of the fracture (ft)

ΔΔσ

h
P
σ

Δσ

Δσ In
du

ce
d 

st
re

ss
 (p

si
)

Distance from center of the fracture (ft)

Δσ

h
P
σ

Δσ

(A) (B)

Figure 11.22 Induced stresses in surrounding area along the fracture cross section
direction of a hydraulic fracture. (A) fracture height of 300 ft; (B) fracture height of
100 ft.
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shadow. It should be noted that if the treatment pressure is lower, then the
stress shadow effect will be smaller.

In recent years, numerical models involving 2-D and 3-D finite
element, finite difference, and boundary element methods have been
applied to simulate interactions of multiple hydraulic fractures in horizontal
wells to optimize the spacing of fracture stages (e.g., Roussel and Sharma,
2011; Wu and Olson, 2013). The finite element method (FEM) verifies
that when the spacing of hydraulic fractures is too small, it will cause stress
increase and induce fracture interference. Fig. 11.24 presents the minimum
horizontal stress distributions after three hydraulic fractures are simulta-
neously created with different fracture spacings in the Middle Bakken
formation. The parameters used in this case are the same as the inputs used
in Fig. 11.22. It can be observed that the horizontal stress increases mark-
edly as the fracture spacing decreases. Therefore, a smaller fracture spacing
causes a stronger stress shadow (Figs. 11.24 and 11.25). Although stress
shadow affects hydraulic fracture performance when fractures are closely
spaced, the current industry practice is to put more hydraulic fractures per
stage; e.g., cluster spacing has been reduced to 10-20 ft. By doing so, the
total production can increase although stress shadows are generated in those
closely spaced hydraulic fractures. Therefore, it needs an optimized design
to compromise stress shadow effect and total productivity of the well.

11.5.2 3-D conceptual model of stress shadow impact
To examine stage spacing and stress shadow effect, microseismic mea-
surements were performed during hydraulic fracturing in three horizontal

Figure 11.24 Stress distribution in x-direction (sx) after three fractures are simulta-
neously generated. (A) Fracture spacing of 100 ft; (B) fracture spacing of 400 ft. The
geometry is in inches, and stresses are in psi. The blue and dark-red colors represent
compressive and tensile stresses, respectively.
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wells stimulated with different stage spacing in the Middle Bakken and the
Utica reservoirs (Dohmen et al., 2014b). The microseismic measurements
from those wells show that hydraulic fractures in closely spaced stages
(clusters) interfere with each other by cyclically bouncing out-of-zone, i.e.,
the stress shadow exhibits a 3-D behavior. When hydraulic fractures
develop in-zone (i.e., in the reservoir zone), as planned, the fractures
sequentially elevate the minimum stress causing stress accumulation at the
reservoir, i.e., the stress shadow. This elevated stress forces subsequent
fractures preferentially upward, out-of-zone. As the stress accumulates in
the zone above (causing the minimum stress increase), the following frac-
tures reform and are back in-zone in a repetitive cycle, as shown in
Fig. 11.26. Microseismic observation and analysis show periodic “bounces”

Figure 11.25 The minimum stress magnitudes (sx) after three fractures are simulta-
neously generated. (A) fracture spacing of 100 ft; (B) fracture spacing of 400 ft.

Figure 11.26 Schematic representation of fractures caused by closely spaced hy-
draulic fractures in Well A. If initial fractures interact and send successive fractures up,
then the following fractures may once again develop in-zone (Dohmen et al., 2014b).
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of the microseismic activity by approximately 50e200 ft vertically (Doh-
men et al., 2014b). This is enough distance to significantly affect the
amount of fracture contact within the producing intervals. The physics
controlling incremental hydrocarbon production per stage may be related
to this observed cyclical reduction of the in-zone fracture area.

11.6 Interaction of hydraulic fractures and natural
fractures

Gu et al. (2012) summarized several cases of a hydraulic fracture to cross or
open a natural fracture. The interaction of hydraulic and natural fractures
can be classified as (a) hydraulic fracture propagating along the natural
fracture, (b) hydraulic fracture crossing the natural fracture and the natural
fracture staying close, and (c) hydraulic fracture both branching into and
crossing the natural fracture (Fig. 11.27). Whether a hydraulic fracture
opens a natural fracture is dependent not only on the properties of the
natural fracture but also on the in situ stresses and treatment pressure. There
are several approaches to determine if the hydraulic fracture enables to open
or cross the natural fractures.

Nolte and Smith (1981) presented an elastic plane strain model to
determine if the hydraulic fracture can open a natural fracture. They found
that a natural fracture at any angle to a PKN hydraulic fracture will open
when a critical net pressure (Pnf) is reached (i.e., pn � Pnf):

Pnf ¼ ðsH � shÞ
ð1� 2nÞ (11.22)

HF
NF

(A)

(B)

(C)

Figure 11.27 Hydraulic fracture (HF) propagation in the presence of a natural fracture
(NF): (A) along natural fracture, (B) crossing natural fracture and natural fracture staying
close, (C) branching into and crossing natural fracture.
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It implies if the treatment pressure is high, it is easier to open natural
fractures. At the same treatment pressure, when the difference of two
horizontal stresses is smaller, it is easier to open natural fractures to form
complex hydraulic fractures. From Eq. (11.22), if Poisson’s ratio is 0.25,
then the net pressure needs to be 2 times of the horizontal stress difference
to open natural fractures. This equation may be oversimplified, because it
does not consider the strength effects of the natural fractures.

From Eq. (11.22), for a hydraulic fracture to cross (not open) a natural
fracture, the treatment pressure (pt) needs to satisfy the following condition:

pt <
ðsH � shÞ
ð1� 2nÞ þ sh (11.23)

Assuming a natural fracture or an interface is perpendicular to the hy-
draulic fracture and using fracture mechanics theory, Renshaw and Pollard
(1995) proposed a hydraulic fracture crossing criterion by considering that
the fractures are in 2-D tensional in situ stress condition without internal
pressure. If 2-D compressive in situ stress condition with effect of the
treatment pressure is considered, the solution of Renshaw and Pollard
(1995) can be modified as the following equations:
(1) For a horizontal hydraulic fracture to cross a vertical natural fracture

(slip will not occur along the natural fracture as shown in
Fig. 11.28), it needs to satisfy the following condition:

sH � pt
sh � pt þ T0

>
0:35þ 0:35=m

1:06
(11.24)

where m is the friction coefficient of the natural fracture; T0 is the
tensile strength of the rock. If m and sH are larger, it is easier for the
hydraulic fracture to cross a vertical natural fracture or interface.
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Figure 11.28 Interface geometry and coordinate system used to describe the stresses
near a fracture tip that is almost impinging on a frictional interface. (Modified from
Renshaw and Pollard, 1995.)
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(2) For a vertical hydraulic fracture to cross a horizontal interface or other
natural fracture, it needs to satisfy the following condition:

sV � pt
sh � pt þ T0

>
0:35þ 0:35=m

1:06
(11.25)

It can be seen from Eq. (11.25) that if m and sV are larger, it is easier
for a vertical hydraulic fracture to cross the horizontal interface. How-
ever, it is not applicable to the open fractures. It is obvious that for an
open natural fracture, the hydraulic fracture will propagate or branch
into the natural fracture. If the formation is in the reverse faulting stress
regime: sV is smaller than sh and sH, then a vertical hydraulic fracture is
much easier to open a horizontal interface according to Eq. (11.25).
This may cause the vertical hydraulic fracture to propagate into a hor-
izontal interface. This is also one of the reasons why horizontal fractures
are more likely to be generated in a strong tectonic stress regime.

For an inclined natural fracture, the MohreCoulomb failure
criterion can be used to analyze shear failures at the fracture tip to
determine whether the tip develops shear sliding to open the natural
fracture (Gu et al., 2012).

11.7 Rock brittleness

Fracturing ability of a rock is not only dependent on in situ stresses but also
controlled by rock mechanical properties (e.g., tensile strength, Young’s
modulus, Poisson’s ratio), rock physical properties, and mineral contents.
The general rule for the effect of rock mechanical properties on hydraulic
fracturing is that high Young’s modulus and low Poisson’s ratio correspond
to a brittle rock, which is easier for hydraulic fracture propagating.
Certainly, a rock with low tensile strength makes it easier to be broken
(refer to Eq. 11.1). Rickman et al. (2008) used the brittleness index to
evaluate rock brittleness to assist in locating the preferred stimulation in-
tervals. This brittleness index combines the effect of Young’s modulus and
Poisson’s ratio of the rock and can be expressed in the following equation:

B ¼ 50

�
E � Emin

Emax � Emin
þ n� nmax

nmin � nmax

�
(11.26)

where B is the brittleness index (%); E is the static Young’s modulus of the
rock; Emax and Emin are the maximum and minimum Young’s moduli,
respectively (constants); n is Poisson’s ratio of the rock; nmax and nmin are
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the maximum and minimum Poisson’s ratio, respectively; nmax ¼ 0.4,
nmin ¼ 0.15. In the US unit system, E is in Mpsi, and Emax ¼ 8 Mpsi,
Emin ¼ 1 Mpsi (Rickman et al., 2008). In the metric unit system, E is in
GPa, and Emax ¼ 55.2 GPa, Emin ¼ 6.9 GPa.

Eq. (11.26) shows that a high brittleness index (e.g., B � 60), i.e., high
Young’s modulus and low Poisson’s ratio, corresponds to a brittle rock, and
a low brittleness index corresponds to a ductile rock. The brittleness index
combining with formation closure and breakdown pressures can be used to
help hydraulic fracturing design. It should be noted that the brittleness of a
rock is not only controlled by rock mechanical properties but also related to
rock physical properties (e.g., bulk density, porosity, the mineral contents).
Additionally, a high Young’s modulus may correspond to a high brittleness,
but it may also relate to a low porosity and low TOC. In this case the shale
reservoir may not be highly productive. Alzate and Devegowda (2013)
proposed a method accounting for both brittleness of the shale and reservoir
quality. This method is the lr-mr cross-plot, which is a reservoir rock
quality classification template to integrate seismically inverted rock prop-
erties such as Lamé parameter (l), shear modulus (m or G), bulk density (r),
Young’s modulus, and Poisson’s ratio. It was applied to the Lower Barnett
shale play to describe rock brittleness (based on Poisson’s ratio) and reservoir
quality (based on Young’s modulus, an indicator of porosity). This method
considers that the best reservoir is the shale play in Group 0 or classified as
“Brittle and Rich”, which has low values of Poisson’s ratios (brittle) and
low values of Young’s moduli (high porosity, hence large hydrocarbon
volume). The worst reservoir is the shale play in Group 3 or “Ductile and
Poor” with high Poisson’s ratios and high Young’s moduli. Group 1 or
“Rich and Ductile” is those regions of the shale play characterized by high
values of Poisson’s ratios and low values of Young’s moduli; Group 2 or
“Brittle and Poor” is for the shale play exhibiting low values of Poisson’s
ratios and high values of Young’s moduli.

11.8 PKN and GDK models of hydraulic fracturing

2-D hydraulic fracture models have been used for decades with reasonable
success. In this section, only 2-D analytical models and principles are
introduced. With high-performance computers available to most engineers,
pseudo-three-dimensional (P3D) and 3-D numerical models can be applied
for hydraulic fracture design.
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11.8.1 PKN model and calculation of fracture dimensions
11.8.1.1 PKN model and its modification
For hydraulic fracturing design, the hydraulic fracture volume needs to be
calculated. The PKN fracture solution (Perkins and Kern, 1961; Nordgren,
1972) has been applied in calculating induced hydraulic fracture width. The
PKN solution is a 2-D analytical solution with assumption of plane strain
deformation in the vertical plane. In the model of Perkins and Kern, each
vertical cross section is assumed to act independently, i.e., the fracture
height is fixed and independent to the fracture length (or length -
>> height). In practice, this is true if the fracture length is much greater
than the height.

Numerical modeling technique has been extensively applied to model
hydraulic fractures; however, different numerical methods give very
different results even when using the same input parameters and for the
same case study as investigated by Warpinski et al. (1994) and by the
American Rock Mechanics Association in 2017 (Han, 2017). Owing to
the uncertainties in numerical models, the traditional PKN model is still
applicable, e.g., for the planar hydraulic fractures and especially for vali-
dating numerical solutions. Perkins and Kern (1961) applied Sneddon and
Elliott’s solution (Sneddon and Elliott, 1946) to the oil and gas industry for
hydraulic fracturing applications. They assumed that the hydraulic fracture
was mostly kept in the pay zone or restricted at the top and bottom. This
means when the hydraulic fracture height reaches the thickness of the pay
zone, the hydraulic fracture is no longer to develop in the vertical direction
and then mainly propagate in one of the horizontal directions, as shown in
Fig. 11.29. Based on this assumption, the following 2-D plane strain so-
lution can be used to calculate the maximum fracture width:

wmax ¼ 2ð1� n2Þ
E

ðpt � shÞH (11.27)

L

Pay zone

Wellbore 

Pt WmaxH x
ShShSHSH

Pt

Figure 11.29 The PKN fracture growth model in two horizontal directions in a vertical
well.
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where wmax is the maximum fracture width; H is the fracture height (the
maximum H is the thickness of the pay zone).

The PKN model assumes that the fracture is much longer in one di-
rection than other two directions. This assumption is appropriate for a long
fracture. However, it may not be suitable when the fracture height is very
large or the ratio of the fracture length to height is small. For instance, the
prolific Wolfcamp shale oil formations in West Taxes are very thick, and
very tall hydraulic fractures are created during well stimulation operations.
Microseismic measurements in six Wolfcamp wells (Friedrich and Milliken,
2013) show that the ratios of the hydraulic fracture length to height are
quite small, from 1.1 to 2.4. In this case the PKN model may not be
applicable. Using the FEM modeling, Zhang et al. (2018b) examined the
applicability of the PKN solution in 3-D condition and obtained a modified
solution. To compare 3-D FEM to 2-D plane strain (PKN) solutions, they
modeled fracture width variations with varied fracture lengths for a fixed
fracture height (the reservoir thickness). The purpose of doing so is to verify
whether the 2-D PKN solution is applicable to the 3-D condition. In the
3-D FEM modeling, Table 11.1 was used as the input parameters.
Fig. 11.30 shows the fracture widths calculated from the 3-D FEM versus
the fracture lengths for the Bakken reservoir with a thickness of 1200 in.
(i.e., the fracture maximum height is H ¼ 120 ft) in the central horizontal
plane of a vertical borehole in the reservoir zone. The 3-D FEM modeling
shows that the fracture width increases as the fracture length increases
before the fracture half length reaches 1.5 times of the maximum reservoir
thickness (1.5 � 1200 in.). When L/H ¼ 2, the fracture width reaches the
maximum width or the PKN solution (the two dots in Fig. 11.30).

Table 11.1 In situ stresses and rock properties of the Bakken field
used in the FEM modeling.

Parameter Magnitude

Minimum horizontal stress, sh (psi) 7860
Maximum horizontal stress, sH (psi) 9432
Vertical stress, sV (psi) 10,480
Downhole treatment pressure, pt (psi) 11,500
Young’s modulus of the rock, E (psi) 3.8 � 106

Poisson’s ratio of the rock, n 0.25
Density of the rock, r (g/cm3) 2.3
Hole radius, R (in.) 4.25
Reservoir depth, D (ft.) 10,000
Reservoir thickness H (ft.) 100

Geomechanics applications in hydraulic fracturing 475



By examining 2-D and 3-D FEM models, Zhang et al. (2018b) found
that the fracture width increases as the fracture length or L/H (the ratio of
the fracture half length to fracture height) increases. When the fracture
length is relatively large (L/H > 1.5), the fracture width from the 3-D FEM
model increases very slowly and approaches the 2-D plane strain FEM
solution. That is, the 2-D FEM solution is the asymptote of the 3-D result.
The fracture widths in 2-D and 3-D conditions have the following
empirical relation (as shown in Fig. 11.31):

w2D

w3D
¼ 1þH=L1:22 (11.28)

where w2D and w3D are the fracture widths in the 2-D and 3-D cases,
respectively; L is the fracture half length.
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Figure 11.30 Fracture widths versus the fracture half lengths from 3-D FEM modeling.
The two black dots are the maximum fracture width calculated from the PKN solution
(Eq. 11.27).
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Using Eq. (11.27) to replace w2D in Eq. (11.28) and solving w3D, the 3-
D empirical solution of the maximum fracture width for the PKN fracture
can be expressed in the following form (Zhang et al., 2018b):

w3D max ¼ 2ð1� n2Þ
ð1þH=L1:22ÞE ðpt � shÞH (11.29)

where w3D_max is the maximum fracture width of the PKN model in the 3-
D condition.

11.8.1.2 Simple calculation of hydraulic fracture dimensions
From the mass balance equation, the volume of the injection fluid and
proppants should be equal to the volume of the hydraulic fractures, i.e.,

aV ¼ LtotHWavg (11.30)

where V is the total injected fluid and proppant volume; a is the fluid ef-
ficiency, fraction; Ltot is the total length of the fractures; H is the fracture
height; Wavg is the average fracture width; Wavg z 0.628wmax; wmax can
be obtained from Eqs. (11.27) or (11.29).

For a fracture stage, if the injected volume and the numbers of clusters
are known, then, the fracture half length can be estimated from the
following approximate equation:

L ¼ aVS

2nHWavg
(11.31)

where VS is the total injected fluid and proppant volume in one stage; n is
the cluster numbers in the studied stage.

Eq. (11.31) assumes that each cluster only creates one bi-wing planar
fracture. For complex fractures, numerical methods should be used for
determining the fracture size.

11.8.2 KGD model
Geertsma and de Klerk (1969) presented another 2-D analytical solution
(KGD model) for a linearly propagating fracture by assuming that the
fracture height is much greater than the fracture length (height >> length).
The KGD model was initially developed by Khristianovitch and Zheltov
(1955) assuming the plane strain to be in the horizontal direction, i.e., all
horizontal cross sections act independently or equivalently (Mack and
Warpinski, 2000). This holds true only if fracture height is much greater
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than the fracture length. The assumptions of the KGD model are listed in
the the following:
(1) elliptical cross section in the horizontal plane, as shown in Fig. 11.32;
(2) each horizontal plane deforms independently;
(3) fracture height is a constant; and
(4) cross sections in the vertical plane are rectangular (fracture width is con-

stant along its height).
The maximum fracture width in KGD model was obtained from the

solution of Sneddon (1946) in the following equation:

Wmax ¼ 4ð1� n2Þ
E

Lðpt � shÞ (11.32)
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Abstract

Sand production prediction can help identify the most economical way of sand
control methods with the desired production rate. This chapter examines some
methods to model perforation failures for sanding prediction. Wellbore geometry,
reservoir properties, depletion, and drawdown are addressed to analyze sand pro-
duction, with particular attention focused on stress redistributions and sand failures in
perforations and wellbores. Sanding failure criteria are very different from the con-
ventional ones, and some criteria and rock strength correlations are discussed for
sanding prediction. The critical bottomhole flowing pressure and critical drawdown
are given to optimize production rate for reducing sand production. The relationships
of perforation orientation, rock strength, in situ stresses and sanding potentials are
analyzed to provide optimal perforation direction for mitigating sand production.

Keywords: Critical drawdown; Optimal perforation orientation; Poroelastic solution;

Sand production; Sanding failure criterion; Sanding prediction.

Sand production is a critical issue impacting well production and casing
stability. The major cause of sand production is wellbore instability and
perforation tunnel failure in poorly-consolidated and unconsolidated for-
mations. Classical sand control techniques are primarily based on installing
gravel pack, frac-and-pack, and sand screen. It is desirable to predict
perforation stability and sanding potential before completion engineers
make a decision on which sand control procedures are required. Because
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sand production usually takes place in unconsolidated porous formations,
sanding prediction models, to be more effective, need to address elasto-
plastic behavior and accommodate the transient behaviors of the stresses and
fluid pressure around the borehole and perforation tunnels during pro-
duction. Both analytical solutions and numerical models can be employed
to model perforation and hole stability and predict sanding potentials.

12.1 Elastic solutions for sanding prediction

Sanding prediction is generally based on the following three categories:
sand arch stability, perforation tunnel stability, and open hole wellbore
stability.

12.1.1 Sand arch stability
Laboratory experiments show that a sand arch is formed when sand is
produced in a sandstone reservoir. The arch serves to support a load by
resolving vertical stress into horizontal stress. When the arch fails, sand
production will begin. Fig. 12.1 shows a numerical model of a sand arch
failure causing sand production (Peng et al., 2007). An early model for sand
arch stability assumed an idealized production cavity with full spherical
symmetry of stress field, and the following sand arch stability criterion was
derived by Bratli et al. (1981):

mq
2pkr1

< 2UCS (12.1)

Figure 12.1 Sand cavity in an unconsolidated reservoir from a numerical simulation.
Sand production in the reservoir depends on sand arch stability.
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where UCS is the uniaxial compressive strength of the formation; q is the
flow rate of the cavity; k is the formation permeability; r1 is the cavity
radius; and m is the fluid viscosity.

12.1.2 Open hole wellbore stability
For open hole production, sand production may occur if the wellbore fails
in poorly-consolidated and unconsolidated reservoirs. A stable wellbore is
the minimum requirement for keeping safe production and preventing
sanding. For wellbore stability analysis, readers can refer to Chapter 10.

12.1.3 Elastic solution on perforation tunnel stability
Instability of the perforation tunnel may cause sand production. Perforation
tunnel stability is dependent on in situ stresses, reservoir and wellbore
pressures, rock strength, and perforation geometry. If wellbore pressure is
too low, shear failure may occur; however, if well pressure is too high,
tensile failure may occur. It has been found that the increase of effective
stresses due to reservoir pressure depletion results in the rock approaching
shear failure envelope, making shear failure more likely to occur (refer to
Fig. 5.13). Therefore, depletion-triggered tensile failure is less likely, but a
shear-induced sanding problem is dominant. Earlier study for sanding
prediction was based on elastic solutions to examine stress concentration
around perforations and shear failures induced by the stress concentration.

Once the production borehole has been drilled, cased, and cemented,
the reservoir can be perforated at regular intervals for production.
Production is begun by imposing on the well a pressure pwf (bottomhole
flowing pressure) lower than the virgin reservoir pressure, pR. According to
Darcy’s law, a flow rate converges toward the well, as shown in Fig. 12.2.
To increase production, flowing pressure must be kept as low as possible.
However, the low flowing pressure may trigger sand production.
Therefore, the minimum flowing pressure needs to be determined. The
minimum flowing pressure in the bottomhole without sand production is
the critical flowing pressure (pcwf). The critical total drawdown pressure
(pCDP) is defined as the difference of the reservoir pressure and the critical
flowing pressure. It is also defined as the critical drawdown from the
reservoir pressure to cause failure (sand production) of the reservoir
formation, as shown in the following equation:

pCDP ¼ pR � pcwf (12.2)
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where pCDP is the critical total drawdown pressure; pR is the virgin reservoir
pressure; pcwf is the critical flowing pressure.

Charlez (1997) considered a circular drainage area produced at a con-
stant flow rate Q in a vertical open hole with isotropic horizontal stress
(sH ¼ sh). For an elastic plane stress condition and using the Mohre
Coulomb failure criterion, the critical total drawdown pressure was pro-
posed in the following equation:

pCDP ¼ 1
1� a

�
UCS
2

� ðsh � pRÞ
�

(12.3)

where a is Biot’s effective stress coefficient. Charlez (1997) noted that the
critical total drawdown is almost insensitive to flow rate.

In general, in situ stresses are not isotropic (the maximum and minimum
horizontal stresses are not equal), and different in situ stress regimes exist in
different basins. Therefore, Eq. (12.3) is oversimplified and more advanced
models are needed to predict the critical drawdown.

12.2 Poroelastic solutions for sanding prediction

12.2.1 Critical drawdown in an open hole or perforation
tunnel

Willson et al. (2002) proposed a formulation used for the onset of sanding
calculations, i.e., the calculation of the critical bottomhole flowing pressure

Figure 12.2 Schematic representation of the reservoir pressure and the bottomhole
flowing pressure in a reservoir.
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(CBHFP) resulting in sand production. It is based on a simple apparent
strength criterion, together with assumed linear-elastic behavior, applied to
a formation element next to the wall of a circular hole. The hole could be a
wellbore (for open hole completion) or a perforation (for cased hole
completion). The orientation of the wellbore or the perforation is reflected
in the calculation of the principal stresses perpendicular to the hole in terms
of suitably transformed in situ principal stresses.

Given the far-field total stresses (in situ stresses) on a plane perpendicular
to the axis of a hole, the maximum tangential stresses on the wall of the
hole (Fig. 12.3) for permeable case can be obtained from the second
equation of Eq. (10.43) (steady state poroelastic solution), which occurs in
the minimum in situ stress direction:

St2 ¼ 3smax � smin � pwð1� AÞ � ApR (12.4)

where St2 is the maximum tangential stresses at the wall of the hole cross
section, as shown in Fig. 12.3; smax and smin are the maximum and min-
imum in situ stresses, respectively; pw is the wellbore pressure; A is a poroe-
lastic constant, and A ¼ að1�2nÞ

1�n
.

To avoid sand production the maximum effective tangential stress
(St2 � pw) should be smaller than the effective strength of the formation (U)
next to the hole (Willson et al., 2002), i.e.,

St2 � pw � U (12.5)

σσmin

σmin

σmaxσmax
pw

St1

St1

St2 St2

θ

Figure 12.3 In situ stresses and tangential stresses at the wall of a hole (wellbore or
perforation).
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Inserting Eq. (12.4) into Eq. (12.5) and solving for pw and the CBHFP
without sanding can be derived as the following equation (BP sand onset
model, Willson et al., 2002):

pw � pcwf ¼ 3smax � smin � U
2� A

� pR
A

2� A
(12.6)

Combining Eqs. (12.2) and (12.6), the critical total drawdown pressure
(pCDP) can be obtained:

pCDP ¼ 1
2� A

½2pR � ð3smax � smin � UÞ� (12.7)

The effective strength of the formation (U) can be obtained from the
thick-walled cylinder (TWC) test, which is used as the fundamental
strength measurement for unsupported boreholes and perforations (Willson
et al., 2002; Palmer et al., 2003):

U ¼ 3:1TWC (12.8)

where TWC is the strength as determined in the TWC test. The factor 3.1
includes the scale transformation from laboratory (OD:ID ¼ 3) to field
(OD:ID ¼ infinity).

Based on global data on laboratory tests of the TWC and unconfined
compressive strength (UCS) conducted on sandstones (e.g., Ewy et al.,
1999; Tronvoll et al., 1997; Wu and Tan, 2000), the following correlation
is obtained:

TWC ¼ 11:46UCS0:53 (12.9)

where the UCS and TWC are in MPa.
Combining Eq. (12.8) and the correlation of Eq. (12.9), the effective

strength can be written as the following form:

U ¼ 35:526UCS0:53 (12.10)

Using the poroelastic solution and the MohreCoulomb failure criterion
to analyze shear failure in the perforation tunnel, the following equation is
derived to predict the CBHFP (pcwf) for keeping perforation tunnel stability
(Zhang et al., 2007):

pcwf ¼ k0ð1� nÞ
�
3smax � smin � a

ð1� 2nÞ
1� n

pR � UCS

�
(12.11)
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where k0 is a calibration factor; n is Poisson’s ratio; smax and smin are the
maximum and minimum in situ stresses applied in the cross section perpen-
dicular to the perforation tunnel axis. If the bottom hole flowing pressure is
smaller than the critical pressure, i.e., pwf < pcwf, then sanding will occur.

When shear failures occur in the perforation tunnel, it is not necessary to
have sand production. Therefore, parameter k0 is considered in Eq. (12.11)
as a calibration factor, which can be obtained from sanding case study in
offset wells.

12.2.2 Case application for sanding prediction
Marsala et al. (1994) and Moricca et al. (1994) presented a detailed case
study of sand production in the Northern Adriatic Basin in Italy. The pay
zone situated at depths of between 3280 and 14760 ft in this basin was a
sandstone reservoir with a low cohesion. The vertical lithology was made of
regular alternations of sands and shales. The sand reservoir had a porosity of
between 10% and 40% and a permeability of between 10 and 100 mD.
Increasingly, frequent sanding events occurred because of reservoir deple-
tion. It was observed that the critical total drawdown was clearly related to
the formation cohesion according to a logarithmic-type law. For cohesion
of less than 1 MPa (145 psi), sand production occurred immediately after
the well was put on stream. However, as soon as cohesion reached a few
MPa, sand production becomes increasingly improbable.

Zhang et al. (2007) analyzed Well #3 in the Northern Adriatic Basin to
predict CBHFP and to examine the influence of perforation directions on
sand production by using Eq. (12.11). This well was cased and perforated
from 8453 to 8458 ft. The average reservoir pressure was pR ¼ 5508 psi.
Field data indicated that sand production occurred at a bottomhole flowing
pressure of 5486 psi. Rock mechanical properties are available for the
analysis from Marsala et al. (1994).

Fig. 12.4 represents the calculated CBHFP and sanding prediction using
Eq. (12.11). The zone of sanding risk is also given. The field production
point plotted in the figure was a case of having sand production because of
the bottomhole flowing pressure being too low. The prediction shows that
this case lies in a sanding risk zone (the square in Fig. 12.4). Fig. 12.4 shows
that at a higher bottomhole flowing pressure, the reservoir depletion can be
kept sand free (“No sanding” area in the figure).

Fig. 12.5 displays the calculated CBHFP versus rock strength and
perforation directions. It shows that the CBHFP is closely related to rock
strength, i.e., if the rock is stronger, then the CBHFP is smaller and it is less
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risky for sand production. Fig. 12.5 also displays that perforation orienta-
tions have profound effects on the CBHFP in this well. If the perforation
tunnels are shot in the direction of the maximum horizontal stress, the
reservoir allows smaller bottomhole flowing pressure. It demonstrates that
perforating in this direction reduces the risk of sanding. The field-measured
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Figure 12.4 Critical bottomhole flowing pressure (CBHFP) versus sand production
predicted by Eq. (12.11). The BHFP represents the bottomhole flowing pressure.

Figure 12.5 Comparison of critical bottomhole flowing pressures (with depth in feet)
in two perforation directions of the maximum and minimum horizontal stresses. The
left track displays the rock strength (UCS in psi), and the right track plots the critical
bottomhole flowing pressures in the maximum horizontal direction (Pwf SH direction),
the minimum horizontal stress direction (Pwf Sh direction), and the field-measured
critical bottomhole flowing pressures (dots).
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bottomhole flowing pressures are also plotted in Fig. 12.5. Compared to the
calculated result, the predicted flowing pressure from Eq. (12.11) matches
the measured flowing pressure.

Fig. 12.6 presents the perforation direction effect on critical drawdown.
It demonstrates that appropriate perforation direction (i.e., 0 degree or the
maximum horizontal stress direction in the figure), depending on the in situ
stress state, can increase reservoir drawdown and reduce the risk of sand
production.

12.3 Sanding failure criteria and sanding prediction

12.3.1 Sanding failure criteria
Many models were developed to predict sand production (e.g., Nouri
et al., 2006; Vaziri et al., 2006). Most sand production onset models for
field applications have been derived from the hollow cylinder hole failure
models based on the assumption that wellbore failure corresponds to onset
of sand production. The stress expressions for the open hole wellbore can
be applied to the perforated completions by considering the perforations as
open holes of small diameters. In such a case, it is assumed that the wellbore
does not influence the stress field around the perforations. The hole failure
criteria have been expressed through an equivalent cavity stress sC that is
compared with the hole failure strength sS of the formation such that
(Papamichos and Furui, 2019):

sC � hpsS < 0 no failure; no sanding (12.12)

sC � hpsS ¼ 0 Hole failure; sanding onset (12.13)

sC � hpsS > 0 Sand production (12.14)
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Figure 12.6 Perforation direction effect on critical drawdown indicating that an
appropriate perforation direction increases reservoir drawdown.
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where hp is a field calibration factor to scale sS such that field or laboratory
data can be reproduced satisfactorily, and the default value is hp ¼ 1. This fit
factor can be used to the field to calibrate the sanding onset predictions, set
a higher or lower threshold for sand tolerance, etc.

The equivalent cavity stress sC in different criteria is given as follows
(Papamichos and Furui, 2019):
1. Simplified MohreCoulomb sanding criterion

sC ¼ s0
qi

2
(12.15)

Combining Eqs. (12.13e12.15), the simplified MohreCoulomb
sanding criterion can be rewritten as Eq. (12.16), i.e., when the
following equation satisfies, it has sand production:

s0
qi � 2hpsS (12.16)

where s0qi is the effective tangential stress at the hole wall; sS is the hole
failure strength of the formation and can be related to the uniaxial
compressive strength of the rock.

In Eq. (12.16) it is assumed that if the effective tangential stress is
equal to or greater than two times of the hole failure strength (sS),
then sand production occurs. This implies that the strength for sanding
in Eq. (12.16) is two times the conventional strength (e.g., the strength
used for wellbore stability evaluation).

2. The MohreCoulomb sanding criterion

sC ¼ 1
4

�
s0
qi þ s0

zi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
s0
qi � s0

zi

�2 þ 4s2qzi

q �
(12.17)

where s0zi is the effective axial stress at the hole wall; sqzi is the shear
stress at the hole wall.

Using Eqs. (12.13) and (12.14), the MohreCoulomb sanding crite-
rion Eq. (12.17) can be rewritten as Eq. (12.18), i.e., when the
following equation satisfies, it has sand production:

�
s0
qi þ s0

zi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
s0
qi � s0

zi

�2 þ 4s2qzi

q � � 4hpsS (12.18)

Compared to the conventional shear failure, such as wellbore breakout,
the strength for sanding in Eq. (12.18) is two times of the conventional
strength. The other failure criteria can also be applied for sanding analysis,
such as the DruckerePrager criterion.
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12.3.2 Sanding strength and critical drawdown
A scaling law for sS must also be employed if necessary to account for the
strengthening of a holewith decreasing hole diameter. A scaling law proposed
based on experiments on sandstones is written as (Papamichos et al., 2010):

sS ¼
	
1
3
þ 2
3
Dref

D



sSref (12.19)

where sS is the sanding onset (hole failure) strength of a hole with diameter
D and sSref is the sanding onset strength of a reference hole with diameter
Dref ¼ 2 cm. The isotropic sanding onset strength sSref can be related to the
uniaxial compressive strength of the rock (UCS).

The hollow cylinder hole failure strength sSref can be obtained either
through a hollow cylinder failure test or through a correction with the
UCS. Papamichos (2002) obtained the following correlation from experi-
mental test data in the sand production process for both reservoir and
outcrop sandstones:

sSref ¼ 6:0841UCS0:6346 (12.20)

Now the right parts of Eqs. (12.16) and (12.18) are known, and the
effective stresses in the left parts of the equations need to be obtained. In
the case of a deviated wellbore with fluid pressure pw, the effective stresses
s0mni at the hole wall (r ¼ ri) are obtained from the following equations and
setting radial stress sri ¼ pw (Papamichos and Furui, 2013, 2019):

s0
qi ¼sX þ sY � 2ðsX � sY Þcos 2 q� 4sXY sin 2 q� 2preso þ 2Dpdep

þ
	
2� 2hB �

hB

ln ri=re



Dpdd

s0
zi ¼sZ � 2nðsX � sY Þcos 2 q� 4nsXY sin 2 q� preso þ Dpdep

þ
	
1� hB �

nhB

ln ri=re



Dpdd

s0
qzi ¼2ðsYZ cos q� sZX sin qÞ

(12.21)

where sIJ are the formation stresses in the (x, y, z) coordinate system of the
wellbore; pres is the reservoir pore pressure; ri is the hole radius; re is the
reservoir external radius; q is the angle starting from the maximum
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far-field stress direction, as shown in Fig. 12.3; and hB ¼ að1�2nÞ
2ð1�nÞ . For fail-

ure, Biot’s coefficient of 1 has been used in Eq. (12.21) for the calculation
of effective stresses; and the drawdown Dpdd and the depletion Dpdep are
defined as follows:

Dpdep ¼ preso � pres
Dpdd ¼ pres � pw ¼ preso � Dpdep � pw

(12.22)

where preso are the original reservoir pore pressure; pres is the reservoir pore
pressure after depletion Dpdep; pw is the pressure at the wellbore.

The stresses sIJ can be expressed through the original in situ stresses sH,
sh, and sV after depletion Dpdep through the coordinate system trans-
formation for the inclined hole. The conversion is similar to Eq. (10.1), but
with consideration of depletion effect of 2hB$Dpdep (i.e., stress decrease in
two horizontal stresses due to depletion). Therefore, for an inclined hole
the local in situ stresses in a cross section perpendicular to the hole axis can
be expressed as follows:

sX ¼ ½ðsH � 2hBDpdepÞcos2 aþ ðsh � 2hBDpdepÞsin2 a�cos2 iþ sV sin
2 i

sY ¼ ðsH � 2hBDpdepÞsin2 aþ ðsh � 2hBDpdepÞcos2 a
sZ ¼ ½ðsH � 2hBDpdepÞcos2 aþ ðsh � 2hBDpdepÞsin2 a�sin2 iþ sV cos

2 i

sXY ¼ sh � sH

2
sin 2 a cos i

sYZ ¼ sh � sH

2
sin 2 a sin i

sXZ ¼ ðsH � 2hBDpdepÞcos2 aþ ðsh � 2hBDpdepÞsin2 a� sV

2
sin 2 i

(12.23)

where i is the hole inclination, for a vertical hole i ¼ 0� and for a horizontal
hole i ¼ 90�; a is the angle of the hole direction with respect to the sH di-
rection, as shown in Fig. 10.11a; sIJ are the in situ stresses after depletion in
the cross section of the inclined hole as shown in Fig. 10.11b.

The critical drawdown for sand production initiation can be calculated
by substituting the effective stresses at the wellbore wall, Eq. (12.21), into
the simplified MohreCoulomb sand failure criterion (Eq. 12.16) or the
MohreCoulomb sand failure criterion (Eq. 12.18) and solving the draw-
down Dpdd to yield the critical drawdown for sand production. For the
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simplified MohreCoulomb criterion, the critical drawdown for sand
production can be obtained from the following equation:

sX þ sY � 2ðsX � sY Þcos 2 q� 4sXY sin 2 q� 2preso þ 2Dpdep

þ
	
2� 2hB �

hB

ln ri=re



Dpcrdd ¼ 2hpsS

(12.24)

For a vertical hole or perforation and a ¼ 0�, Eq. (12.23) becomes:

sX ¼ sH � 2hBDpdep
sY ¼ sh � 2hBDpdep
sXY ¼ 0

(12.25)

When q ¼ 90�, the left part of Eq. (12.24) reaches the maximum value.
Substituting Eq. (12.25) and q ¼ 90� to Eq. (12.24), the critical drawdown
for sand production in a vertical wellbore or perforation can be obtained:

Dpcrdd ¼
1	

2� 2hB �
hB

ln ri=re


 ½2hpsS � 3sH þ sh þ 2ð2hB � 1ÞDpdep

þ 2preso�
(12.26)

For a horizontal perforation (i ¼ 90�) and the perforation direction
parallel to sH direction, (a ¼ 0�), Eq. (10.23) becomes:

sX ¼ sV

sY ¼ sh � 2hBDpdep
sXY ¼ 0

(12.27)

Substituting Eq. (12.27) and q ¼ 90� to Eq. (12.24), the critical draw-
down for sand production in a horizontal wellbore or perforation tunnel
perforated in the sH direction can be obtained in the following:

Dpcrdd ¼
1	

2� 2hB �
hB

ln ri=re


 ½2hpsS � 3sV þ sh � 2ðhB þ 1ÞDpdep

þ 2preso�
(12.28)

Notice that all the closed-form sanding onset predictive models pre-
sented above are based on the idealization that the reservoir rocks are
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isotropic, linear-elastic materials before running into plastic yielding. In the
situations where these assumptions do not hold, the analytical solutions may
not be able to give reliable prediction; therefore, numerical modeling may
be required. Many numerical models have been developed and used to
simulate sand production (e.g., Detournay et al., 2006; Han and Cundall,
2013). The finite element method (FEM) can be applied to model sanding
failure and determine optimized drawdown. A 3-D FEM is applied to model
shear failures caused by sand production in an inclined borehole. The
sanding failure criterion (Eq. 12.18) and conventional MohreCoulomb
failure criterion are used to analyze a perforation tunnel perpendicular to the
axis of a deviated wellbore with inclination of 38 degrees. The modeling
results show that the sanding failure area is much smaller than the con-
ventional MohreCoulomb failure area, as shown in Fig. 12.7. This implies
that the conventional wellbore failure is not equivalent to sand production,
and the sand production failure area is much smaller.
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k0 method, 345e346
porosity, 39, 293e294
sonic method, 307e309

Deviatoric stress, 124
DFN. See Discrete fracture network

(DFN)
Diagnostic fracture injection tests

(DFIT), 177, 178f, 193, 201,
219, 341, 446

minimum stress from, 199e200

Direct indicators of pore pressure, 325
Discontinuities
and DFN, 152e155
mechanical behaviors, 152e160
natural fractures, 152e160

Discrete fracture network (DFN),
152e155

Displacements
components at fracture tip, 140
fracture tip, 139e141
in inclined fracture, 142e145

DITFs. See Drilling-induced tensile
fractures (DITFs)

Dolomite, 104
Double-porosity media, 407e411, 408t
Downhole hydraulic fracturing tests, 193
Drill stem tests (DST), 247, 263f
Drilling
directions, 352, 367e368
impacts on FG in horizontal wells,
350e352

FG in drilling operations, 338e342
fluid, 376e377
mud, 338e339

Drilling-induced tensile fractures
(DITFs), 221e222, 378e380,
380f

from image logs, 382e384
maximum horizontal stress from,

221e222, 228
normal and strike-slip faulting stress
regimes, 214e221

in reverse faulting stress regime,
216e221

DruckerePrager failure criterion,
119e121

Dry bulk modulus, 74
DST. See Drill stem tests (DST)
Dual-porosity finite element wellbore

stability solutions, 407e415
wellbore failures
in normal faulting stress regime,
414e415

in strike-slip faulting stress regime,
411e414

wellbore stresses in elastic, single-, and
double-porosity media, 407e411
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Dugdale’s crack model, 147
Dynamic
Biot’s coefficient, 75e76
elastic modulus, 41
fluid models, 290
Young’s modulus, 66e67

E
Eaton’s method
and improvement, 302
or minimum stress method, 347
resistivity method, 297
sonic method, 293e294

ECD. See Equivalent circulating density
(ECD)

Effective LOT pressure gradient
(LOTePp), 344e345

Effective mean stress, 124
Effective overburden stress gradient

(OBGePp), 344e345
Effective porosity, 35
Effective stresses, 5e7
Elastic porosity media, 407e411, 409f
Elastic solution
for inclined boreholes, 387e393
on perforation tunnel stability,

485e486, 486f
for sanding prediction, 484e486
open hole wellbore stability, 485
sand arch stability, 484e485

for vertical boreholes, 394e398
of wellbore tensile failures,

415e417
Elastic stiffnesses, 23
Elastic stress concentration factor, 134
Elastoplastic behavior, 483e484
Electrical image log (EMI), 214e215,

214f, 228f
EMI. See Electrical image log (EMI)
Empirical equations, minimum

horizontal stress from, 208e210
EMW. See Equivalent mud weight

(EMW)
Engineering shear strain, 11
Equivalent circulating density (ECD),

313, 317e318, 320, 324e327,
423e424, 435e436

Equivalent mud weight (EMW),
239e241

Equivalent static mud density (ESD),
317

Estimated ultimate recovery (EUR),
461, 462f

Excess horizontal strains, maximum
horizontal stress from, 222e223

Extended leak-off test (XLOT), 193,
340

Extended LOT, maximum horizontal
stress from

no fluid penetration in formation,
210e213

permeable fractures, 213e214
Failure and postpeak behavior, 90

F
Far-field
isotropic stress, 404
normal stress, 457e459, 458f
stresses, 7e8

in borehole local coordinate, 408f
deviator, 404

Fault strength and in situ stresses,
176e177

Faulting regimes
in situ stresses in, 164e165
stress regimes, 164f

FEM. See Finite element method (FEM)
FG. See Fracture gradient (FG)
Fictitious crack, 147
Field methods for estimating rock

uniaxial compressive strength,
105

Finite element method (FEM),
352e353, 353t, 362f, 364f, 367t,
400e401, 401t, 468, 495e496,
496f

modeled fracture propagation, 447f
Finite-conductivity fracture flow, 197
FIT. See Formation integrity test (FIT)
Fluid effect on P-wave and S-wave

velocity, 47e48
Formation
breakdown pressure, 354f, 358e359,

443e446, 445f
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factor, 38
pressure tests, 312
calibration from, 312

Formation integrity test (FIT), 338e339,
357f

Formation pressure integrity test (FPIT),
198e199, 201

Fracture
breakdown pressure, 350e351
dimensions
PKN model and calculation,

474e477
simple calculation, 477

formations, 424e426
height, 466e468, 467f
initiation pressure, 340e342, 442e443,

444f
interference, 465e470
kinking, 457e459, 459f
modes, 138
permeability, 54
pressure, 347, 348f
process zone at fracture tip in rock,

146e148
propagation
pressure, 447e448
shear stresses on, 457e463

stress and permeability relations in
fractured rocks, 54e57

in stress cage with consideration of
temperature, 368e370

tensile failure process, 444e445
tip
fracture process zone at fracture tip in

rock, 146e148
model I fracture, 139e140
model II fracture, 140e141
model III fracture, 141
plastic process zone at, 145
stresses and displacements, 139e141

toughness, 137e138
of rock and correlation to tensile

strength, 148e149
widths, 476f
accounting for stress anisotropy,

365e367
analytical solutions of, 363e364

impacting by inclinations and drilling
directions, 367e368, 369f

3-D semianalytical solution, 370e372
Fracture gradient (FG), 338e339, 339f,

377e378
drilling direction impacts on FG in

horizontal wells, 350e352
in drilling operations
from leak-off tests, 340e341
and mud losses in drilling operations,
341e342

LOT, 357e360
prediction methods, 342e350
Daines’ method, 348
depth-dependent k0 method,
345e346

Eaton’s method or minimum stress
method, 347

Matthews and Kelly method,
343e345

from wellbore tensile failure,
349e350

in salt and subsalt formations, 355e357
temperature and depletion impacts on,

352e354
upper and lower bound, 355
wellbore strengthening to increasing,

361e372

G
G-time function technique, 198
Gardner’s method, 31e33
Gas effect on compressional transit time,

309
GDK models of hydraulic fracturing,

473e478
Geomechanics applications in hydraulic

fracturing
fracture
initiation and formation breakdown
pressures, 442e448

propagation pressure, 447e448
impact
of depletion on hydraulic fracturing
propagation, 463e464

of shear stresses on fracture
propagations, 457e463
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Geomechanics applications in hydraulic
fracturing (Continued)

interaction of hydraulic fractures and
natural fractures, 470e472

PKN and GDK models of hydraulic
fracturing, 473e478

rock brittleness, 472e473
in situ stresses controlling fracture

propagation, 448e457
stress shadow and fracture interference,

465e470
Griffith crack theory, 135e137
Griffith failure criterion, 116, 126e127
Griffith fracture
general solution for fracture width of,

151
2-D plane strain solution of, 150e151

H
Hard overpressure, 238
Haynesville and Bossier shale plays,

274e275
Haynesville shale gas formations,

97e98
Heterogeneities on hydraulic fracture

propagation, 454e455, 455f
HoekeBrown failure criterion, 122
Hollow cylinder hole failure models,

491e492
Hooke’s law, 14, 24, 223
Horizontal stresses, 25e26, 293
effect on wellbore breakouts, 401e402

Horizontal wells, 219e221, 412e414.
See also Vertical wells

breakouts in, 403, 403f
drilling direction impacts on FG in,

350e352
shear failure in weak bedding planes in,

418e421
Horsrud’s correlation, 96
“Hydrafrac” process, 442
Hydraulic(s)
communication model, 315
conductivity, 50e51
fracture/fracturing, 442, 451f
applications, 363
containment, 450e453

depletion on hydraulic fracturing
propagation, 463e464

interaction, 470e472, 470f
PKN and GDK models of, 473e478
propagation, 448e450, 451f,
454e457, 459e461, 460f

stress and proppant effects on
permeability, 57e59

tests, 210, 216e217
pore pressure prediction from

centroid effect, 288e290
pore pressure in hydraulically
connected formation, 284e286

shallow gas flow and pore pressure
elevation by gas columns, 287

vertical and lateral transfer and
drainage, 291e292

pressure, 442
Hydrocarbon(s), 377
overpressures from hydrocarbon

generation, 243e248
reservoirs, 282e283

Hydrostatic pressure, 234, 238f. See also
Overpressure

normal pore pressure and, 234e235
salinity effect on, 235e236, 237t

Hydrostatic test, 87
Hyperbolic function, 158

I
Image logs, breakouts and drilling-

induced tensile fractures from,
382e384

In situ stress(es), 7e8, 293, 389,
443e444, 487, 487f

bounds, 165e168
and stress polygons, 165e168

controlling fracture propagation,
448e457

regimes and hydraulic fracture
propagation, 448e450

rock properties and heterogeneities,
454e455

stress barrier and hydraulic fracture,
450e453

stress difference and hydraulic
fracture propagation, 455e457
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depletion and injection impacts,
177e183, 179t

depletion and Mohr’s circle
representation, 181e182

depletion-reducing horizontal stresses,
177e181

injection and shear failures, 182e183
estimation
maximum horizontal stress,

210e228
minimum horizontal stress

calculation, 201e210
minimum horizontal stress from

measurements, 193e201
overburden stress, 188e193

fault strength and, 176e177
in faulting regimes, 164e165
lithology-dependent in situ stresses and

improving stress polygon,
168e176

maximum horizontal stress from
equilibrium of, 223e225

regimes, 448e450, 448f
and rock properties, 396t, 475t
in uniaxial strain condition, 15

In situ velocity ratios, 43
Inclinations, 367e368
Inclined boreholes, 411e412. See also

Vertical boreholes
elastic solutions for, 387e393
local far-field stresses in, 388e389
minimum mud weight calculation
using modified lade failure criterion,

393
using MohreCoulomb failure

criterion, 391e393
near-wellbore stresses in, 389e391
principal effective stresses at wellbore

wall, 389e391
shear failure of weak bedding planes in,

421
Inclined plane, stresses in, 3e5
Indirect methods, 87
Infinite-conductivity fracture flow, 197
Infinitesimal strain theory, 10e11
Inglis’s theory, 135e136
Injection and shear failures, 182e183

Interconnected porosity. See Effective
porosity

Interval transit time, 301
Isotropic rocks
isotropic dry rocks, stressestrain

relations in, 13e15
isotropic porous rocks, stressestrain

relations for, 19
stressestrain relations in, 12e19

Isotropic thermal rocks
plane stress and plane strain in, 17e19
stressestrain relations for, 15e16

K
KGD models, 477e478, 478f
Kirsch’s equation, 215, 217, 443e444
KozenyeCarman equation, 51
Kronecker delta function, 16

L
Laboratory tests for rock strengths,

86e94, 86f
Lal’s correlation, 96
Leak-off pressure (LOP), 338
Leak-off test (LOT), 190e191, 201,

338e341, 340f, 344e345, 346f,
356f, 357e360

minimum stress interpretations from,
196e199

in normal and strike-slip faulting stress
regimes, 193e196

in reverse faulting stress regime, 196
in tectonic stress regimes, 359e360
value, 358e359, 359f

Limestone, 104
Line crack solution, 150, 363
Linear elastic deformation, 89
Linear Mogi model, 123e124
Linear MohreCoulomb failure criterion,

109e114
Linear-elastic behavior, 486e487
Linear-elastic fracture mechanics,

135e149
fracture
modes, 138
tip stresses and displacements,
139e141
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Linear-elastic fracture mechanics
(Continued)

toughness of rock and correlation to
tensile strength, 148e149

Griffith crack theory, 135e137
plastic and fracture process zone at

fracture tip, 145e148
stress
and displacements in inclined
fracture, 142e145

intensity factor and fracture
toughness, 137e138

Lithology, 384e386
lithology-dependent
coefficient of fault friction, 168e172
maximum horizontal stresses,
175e176

minimum horizontal stresses,
175e176

Local far-field stresses in inclined
borehole, 388e389

Logarithmic-type law, 489
Logging-while-drilling logs (LWD logs),

283
indicators from, 324e325
LWD-based prediction, 324
sensors, 317

LOP. See Leak-off pressure (LOP)
Lost circulation, 342, 361
LOT. See Leak-off test (LOT)
LOTePp. See Effective LOT pressure

gradient (LOTePp)
Lower bound FGs, 355
LWD logs. See Logging-while-drilling

logs (LWD logs)

M
Macondo well of Gulf of Mexico,

abnormal pressure in, 261e262
Macroscopic fracture plane, 92
Malay Basin, abnormal pressures in,

268e270
Matrix
bulk modulus, 74
density, 30e33, 31t

Matthews and Kelly method, 343e345
Maximum axial stress, 398

Maximum horizontal stress, 164e165,
167, 210e225

from breakouts and drilling-induced
fractures, 221e222

from drilling-induced tensile fractures,
214e221

from equilibrium of in situ stresses and
pore pressure, 223e225

estimation, 225
from excess horizontal strains, 222e223
from extended LOT, 210e214
lithology-dependent minimum

horizontal stresses, 175e176
orientation, 225e228

from borehole breakouts, 226e227
from DITFs, 228

from wellbore breakouts, 221
Maximum LOP gradient, 338
Maximum mud weight, 416
Maximum principal stress, 396e398
Maximum tangential stress, 396e398
Measurement-while-drilling (MWD),

283
Microseismic measurements, 463, 464f
Miller’s method, 306
Minimum horizontal stress, 164e166,

451e453, 452f, 466e468
calculation, 201e210

in anisotropic rocks, 207e208
empirical equations, 208e210
without tectonic impact, 201e203
with tectonic impact, 203e207

lithology-dependent maximum
horizontal stresses, 175e176

from measurements, 193e201
case example of in situ minimum
stress measurement, 200e201

LOT in normal and strike-slip
faulting stress regimes, 193e196

LOT in reverse faulting stress regime,
196

minimum stress from DFIT,
199e200

minimum stress interpretations from
LOT, 196e199

Minimum in situ stress, 423e424,
450e451
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Minimum injection pressure, 343
Minimum mud weight calculation
using modified lade failure criterion,

393
using MohreCoulomb failure criterion,

391e393, 396e398
maximum axial stress, 398
maximum tangential stress, 396e398

Minimum stress interpretations from
LOT, 196e199

Modified Eaton’s method, 302e304
resistivity method, 298e300

Modified lade failure criterion, 121, 393
Modified MohreCoulomb failure

criterion, 114e116
Mohr circles, 93, 176, 176f
representation, 181e182, 181fe182f
of stresses, 8e10
three-dimensional stresses, 9e10
two-dimensional stresses, 8e9

MohreCoulomb failure criterion,
109e116, 221, 327e328,
391e393, 396e398, 400e401,
472, 488e489

linear, 109e114
modified, 114e116

MohreCoulomb sanding criterion,
492

MohreCoulomb shear failure, 413e414
MohreCoulomb strength, 93
Mud gas, indicators from, 325e327
Mud losses, 325
in drilling operations, 341e342

Mud weight (MW), 239e241, 378f
for borehole stability with allowable

breakout width, 399e400
design in salt formation, 435
effect on wellbore breakouts, 402, 403f
window, 376e378

Multistage hydraulic fracturing, 57e59
Multiwell Experiment (MWX), 192,

200e201
MW. See Mud weight (MW)
MWD. See Measurement-while-drilling

(MWD)
MWX. See Multiwell Experiment

(MWX)

N
Natural fractures, 470e472
NCT. See Normal compaction

trend(line) (NCT)
Near-field stresses, 7e8
Near-wellbore stresses
in inclined borehole, 389e391
in vertical borehole, 394e396

NMR. See Nuclear magnetic resonance
(NMR)

Nonpenetrating fluid, 349
Normal and strike-slip stress faulting

regimes, 448e450, 449f
Normal compaction, 39
Normal compaction trend(line) (NCT),

257e258, 309e311, 319
SeI NCT and overpressure, 257e259

Normal faulting stress regimes,
164e166, 214e221. See also
Strike-slip faulting stress regimes

LOT in, 193e196
wellbore failures in, 414e415

Normal force (DN), 2
Normal pore pressure, 234e241
hydrostatic pressure and, 234e235, 235f

Normal stiffnesses, 156
Normal strains, 11e12, 11f
Normal stresses, 2
North Sea chalk, 104
Nuclear magnetic resonance (NMR), 36
Numerical modeling technique,

474e475

O
OBG. See Overburden gradient (OBG)
OBGePp. See Effective overburden

stress gradient (OBGePp)
Ocean Drilling Program, 33e34
Off-azimuth horizontal wells, 461e463,

462f
Offshore drilling, overburden stress for,

190e192
Oilegas contact (OGC), 285
On-azimuth horizontal wells, 461e463
One-dimensional
flow model, 290
stress and strain, 13
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Onshore drilling, overburden stress for,
192e193

Open hole wellbore stability, 485
Orthotropic elastic rocks, stressestrain

relations in, 22
Osmotic diffusion, 429e431
Overburden gradient (OBG), 189e190,

294, 344e345, 344f
Overburden stress (OBP), 189e190
from bulk density log, 188e190
from empirical equations
offshore drilling, 190e192
onshore drilling, 192e193

gradient, 357e360
Overpressure, 236e238, 238f, 241
by compaction disequilibrium,

241e243
from hydrocarbon generation, 243e248
SeI normal compaction trend and,

257e259
and SeI transformation, 253e259
by uplift and unloading, 249e253

P
P-wave velocity (Vp), 40e44
P-waves. See Primary waves (P-waves)
Partial loss, 341e342
Pedernales field, 377
Penny-shaped fracture, 3-D solution for,

151e152
Perforation
direction effect, 491, 491f
tunnel stability, 485e486

Permeability, 50e60
coupled fractureematrix system with

3-D stresses, 56f
and hydraulic conductivity, 50e51
and porosity, 51e52
spherical contact of grains under 3-D

stresses, 59f
stress
and permeability relation in porous
rocks, 59e60

and permeability relations in
fractured rocks, 54e57

and proppant effects on permeability
of hydraulic fractures, 57e59

stress-dependent, 52e54
tensor, 50
weighting method, 290

Permeable fractures, 213e214
Petroleum basins, abnormal formation

pressures in
in Central Graben, North Sea,

264e266
in China, 266e268
in Cooper Basin, Australia, 266
global distribution, 260e261
in Macondo well of Gulf of Mexico,

261e262
in major US shale plays, 270e275
in Malay Basin, 268e270
in Scotian Shelf, Canada, 262e264

Petrophysical data, rock strengths from,
94e105

PKN model, 474f
of hydraulic fracturing, 473e478

and calculation of fracture
dimensions, 474e477

and modification, 474e477
simple calculation of fracture
dimensions, 477

Plane strain
in isotropic thermal rocks, 17e19
state, 17e19

Plane stress
in isotropic thermal rocks, 17e19
state, 17

Plastic process zone at fracture tip, 145
Point load test, 87
Poisson’s ratio, 23
anisotropy, 70e71
Poisson’s ratioedependent stress

polygon, 172e173
relationship

of coefficient of fault friction and,
173e175

of dynamic and static, 72
static, 70

Polyaxial compression tests, 87, 94,
122e123

Pore pressure(s), 19, 234, 238e241.
See also Abnormal pore pressure

analyses, 283

508 Index



and depletion impacts on FG, 354
derivation
from porosity, 330e332
of sonic normal compaction

equation, 333
distribution, 410f
drilling, 283
elevation by gas columns, 287
gradient, 238e241, 378
conversions in metric and US unit

systems, 240t
from hydraulics, 284e292
maximum horizontal stress from

equilibrium, 223e225
from porosity, 293e296
predrill pore pressure prediction and

calibration, 311e316
principle for shales, 292e293
real-time pore pressure detection,

317e330
from resistivity, 297e301
seals and compartments, 259e260
from velocity and transit time,

301e311
Bowers’ method, 304e306
depth-dependent sonic method,

307e309
distinguishing gas effect on

compressional transit time, 309
Eaton’s method and improvement,

302
Miller’s method, 306
modified Eaton’s method, 302e304
Smectite and illite impacts on pore

pressure prediction, 309e311
Tau model, 306e307

workflow for pore pressure analyses,
283f

Poroelastic solutions, 404, 409e411
for sanding prediction
case application for sanding

prediction, 489e491
critical drawdown in open hole or

perforation tunnel, 486e489
of wellbore tensile failures, 417e418

Poroelasticity, 19
Porosity, 307

data, 34
from density, velocity, and resistivity,

34e38
depth-dependent, 39
normal compaction, 39
in packing types of spherical rock

grains, 35t
permeability and, 51e52
pore pressure prediction from,

330e332
case application of porosity method,
294e296

depth-dependent porosity method,
293e294

stress-dependent, 39e41
Porous rocks, stress and permeability

relation in, 59e60
Postfailure deformation, 52e53
Postwell pore pressure analysis, 283
Preconsolidation pressure, 125
Predrill pore pressure prediction, 283.

See also Real-time pore pressure
detection

and calibration
from formation pressure tests, 312
from well influx, kick, and
connection gas, 313

from wellbore instability events, 313
in prospect well
from analog wells, 315e316
from seismic interval velocity, 315

Pressure gradients, 239e241
Pressure while drilling (PWD),

198e199, 317
Primary waves (P-waves), 41
transit time, 64

Principal effective stresses at wellbore
wall, 389e391

Principal planes, 5
Principal stresses, 5, 24e25
at fracture tip, 140

PWD. See Pressure while drilling
(PWD)

R
Rate of penetration (ROP), 319e320
Real-time LWD tests, 312
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Real-time pore pressure detection, 283,
317e330. See also Predrill pore
pressure prediction

abnormal pore pressure
indicators and detections, 323e327
interpretation from wellbore
instability, 327e329

real-time indicators for, 330, 331t
from CG or total gas, 322e323
corrected d-exponent method,

319e322
procedures, 317e318
resistivity and sonic methods, 319

REM. See Roseneath Shale, Epsilon
Formation, and Murteree Shale
(REM)

Repeat formation tester (RFT), 263f,
295e296

Reservoir depletion, 10
Resistivity, 319
pore pressure prediction from
from Archie’s resistivity equation,
300

Eaton’s resistivity method, 297
modified Eaton’s resistivity method,
298e300

resistivity corrections from
temperature and salinity, 301

porosity from, 34e38
Reverse faulting stress regime, 165e166,

351, 448
horizontal well, 219e221
LOT in, 196
vertical well, 216e219

RFT. See Repeat formation tester
(RFT)

Rock
brittleness, 472e473
density, 30e34
failure, 108e109
Cam-Clay failure criterion, 124e126
criteria, 108e127
DruckerePrager failure criterion,
119e121

HoekeBrown failure criterion, 122
modified lade failure criterion, 121

MohreCoulomb failure criterion,
109e116

tensile and Griffith failure criteria,
126e127

true triaxial failure criterion,
122e124

weak plane sliding failure criterion,
117e119

fracture mechanics
linear-elastic fracture mechanics,
135e149

natural fractures and mechanical
behaviors of discontinuities,
152e160

Sneddon solutions of fracture widths,
150e152

stress concentration at crack tip,
134e135

grain packing types, 35
mass, 152e153

mechanical behaviors, 159e160
peak strengths, 91e93
properties, 454e455

Rock strengths, 94
anisotropy, 105e108
effect on wellbore breakouts,

400e401
empirical equations of rock strengths

in carbonate rocks, 103e104
in sandstones, 100e103
in shales, 95e99

field methods for estimating rock
uniaxial compressive strength, 105

laboratory tests for, 86e94, 86f
polyaxial compression test, 94
triaxial compression test and rock
peak strengths, 91e93

uniaxial compression test, 88e90
uniaxial tensile test, 87e88

from petrophysical and well log data,
94e105

ROP. See Rate of penetration (ROP)
Roseneath Shale, Epsilon Formation,

and Murteree Shale (REM), 266
Roubidoux sandstone cores, 361e362
Rule-of-thumb estimation, 225
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S
S-wave velocity (Vs), 40e44
S-waves. See Secondary waves

(S-waves)
Salinity
effect on hydrostatic pressure, 235e236,

237t
resistivity corrections from, 301
of synthetic-based muds, 429e431

Salt
creep modeling, 433e435
formation, 355e357, 358f,

432e436
mud weight design in, 435

Sand(ing), 288e289
arch stability, 484e485
failure criterion, 491e496
prediction
elastic solutions for, 484e486
poroelastic solutions for, 486e491
sanding failure criterion and sanding

prediction, 491e496
production, 483e484

Sandstones
empirical equations of rock strengths in,

100e103
from sonic velocity and transit time,

100e102
from Young’s modulus and porosity,

102e103
Scotian Shelf, Canada, abnormal

pressures in, 262e264
Secant Young’s modulus, 61
Secondary waves (S-waves), 41e42
Seepage mud loss, 341
Seismic interval velocity, 315
Semianalytical solution of fracture width

accounting for stress anisotropy,
365e367, 366f

SFG. See Shear failure gradient (SFG)
SG. See Specific gravity (SG)
Shale(s)
empirical equations of rock strengths in,

95e99
from porosity, 96e98
from sonic velocity, 95e96
from Young’s modulus, 98e99

pore pressure prediction principle for,
292e293

resistivity, 297
Shallow density method (Miller), 33e34
Shallow gas flow, 287
Shear
body waves, 41e42
stiffnesses, 156
strains, 11f, 12
stresses, 2
and fracture kinking, 457e459
on fracture propagations, 457e463
and hydraulic fracture propagation,
459e461

off-azimuth and on-azimuth
horizontal wells, 461e463

transit time, 309
velocities, 41e42

Shear failure gradient (SFG), 377e378
Shear failures, 109, 426f, 489
injection and, 182e183
pressure, 392e393
of weak bedding planes
in inclined borehole, 421
in vertical and horizontal wells,
418e421

Shear force (DS), 2
SeI transformation. See Smectiteeillite

transformation
(SeI transformation)

Single-porosity
media, 407e411, 409f
poroelastic wellbore stability solutions
single-porosity poroelastic wellbore
solution, 404

steady state poroelastic wellbore
solution, 404e407

Slip failure gradient, 422e423
Small deformation theory. See

Infinitesimal strain theory
Small-volume hydraulic fractures,

200e201
Smectiteeillite transformation (SeI

transformation), 254e255
impacts on pore pressure prediction,

309e311
overpressures and, 253e259
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Smectiteeillite transformation (SeI trans-
formation) (Continued)

SeI NCT and overpressure, 257e259
transition identifying by rock properties,

254e256
unloading causing by SeI

transformation, 256e257
Sneddon solutions of fracture widths,

150e152
general solution for fracture width of

Griffith fracture, 151
3-D solution for penny-shaped fracture,

151e152
2-D plane strain solution of Griffith

fracture, 150e151
Sonic compressional transit time, 37
Sonic methods, 319
Sonic normal compaction equation, 333
Sonic or seismic velocities and transit

time, 41e50
anisotropy on P-wave and S-wave

velocity, 49e50
compressional and shear velocities,

41e42
fluid effect on P-wave and S-wave

velocity, 47e48
P-wave velocity, 42e44
S-wave velocity, 42e44
sonic transit time, 42
velocity and porosity relationship,

44e47
Specific gravity (SG), 239e241
Specific volume, 125
Stable crack growth, 89
Static Biot’s coefficient, 73e75
Static Poisson’s ratio, 70
Static Young’s modulus, 61e63
empirical equations to estimating,

63e64
Steady state poroelastic wellbore

solution, 404e407
Strains, 10e12
normal and shear, 11f

Strength correlation, 94e95
Stress polygons, 165e168, 168f
lithology-dependent in situ stresses and

improving, 168e176

lithology-dependent coefficient of
fault friction, 168e172

lithology-dependent minimum and
maximum horizontal stresses,
175e176

Poisson’s ratioedependent stress
polygon, 172e173

relationship of coefficient of fault
friction and Poisson’s ratio,
173e175

Stress(es)
barrier and hydraulic fracture

containment, 450e453
cage with consideration of temperature,

368e370
components, 3, 3f
concentration

at crack tip, 134e135
factor, 135

difference, 455e457
effective, 5e7
fracture tip, 139e141
fracture width accounting for stress

anisotropy, 365e367
in inclined fracture, 142e145
in inclined plane, 3e5
intensity factor, 137e138
Mohr’s circle representation of, 8e10
normal and shear, 2
and permeability relation

in fractured rocks, 54e57
in porous rocks, 59e60

principal, 5
and proppant effects on permeability of

hydraulic fractures, 57e59
regime, 377
shadow

and spacing of stages, 465e468
3-D conceptual model of stress
shadow impact, 468e470

in situ stresses, far-field and near-field,
7e8

stress-deformation behavior of fractures
and pores, 52

stress-dependent
permeability, 52e54
porosity, 39e41
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stressestrain relations
in anisotropic elastic rocks, 19e26
to converting elastic moduli and

Poisson’s ratio, 14t
for different rocks, 12e13
isotropic dry rocks, 13e15
isotropic porous rocks, 19
in isotropic rocks, 12e19
isotropic thermal rocks, 15e16
plane stress and plane strain in

isotropic thermal rocks, 17e19
Strike-slip faulting stress regimes,

165e166, 214e221, 351,
407e408. See also Normal
faulting stress regimes

horizontal wells, 412e414
inclined boreholes, 411e412
LOT in, 193e196
wellbore failures in, 411e414

Subsalt formation, 355e357, 432e436
Superposition principle, 466
Symmetrical pressure, 151

T
Tangent Young’s modulus, 61
Tangential stress, 442e443
Tangential thermal stress, 394e395
Tau model, 306e307
Tectonic impact
minimum horizontal stress with,

203e207
minimum horizontal stress without,

201e203
Tectonic stress regimes, 359e360, 360f
Temperature
impact on FG, 352e354
resistivity corrections from, 301
stress cage with consideration of,

368e370
Tensile
failure, 108
criteria, 126e127
zone, 445

strengths, 94e95
stress, 447
test, 87

Terzaghi’s effective stress, 108e109, 417

Thick-walled cylinder (TWC), 488
Three-dimension (3-D)
conceptual model of stress shadow

impact, 468e470
model, 137
Mohr’s circles for three-dimensional

stresses, 9e10
semianalytical solution of fracture

width, 370e372, 370f
solution for penny-shaped fracture,

151e152
Thrust-faulting stress regime. See

Reverse faulting stress regime
TI elastic rocks. See Transversely

isotropic elastic rocks (TI elastic
rocks)

Time
effect on borehole stability, 426e429,

428fe429f
time-dependent behavior,

404e405
Timur’s equation, 51e52
Total loss, 342
Total porosity, 35
Transient behaviors, 483e484
Transit time, pore pressure prediction

from, 301e311
Transversely isotropic elastic rocks (TI

elastic rocks), 23
stressestrain relations in, 23e26

Triassic-aged Xujiahe sandstones,
267e268

Triaxial compression tests, 45e47, 87,
91e93

Triaxial tests, 114e116
True triaxial compression test. See

Polyaxial compression tests
True triaxial failure criterion,

122e124
TWC. See Thick-walled cylinder

(TWC)
Two-dimension (2-D)
hydraulic fracture models, 473
Mohr’s circles for two-dimensional

stresses, 8e9, 10f
plane strain solution of Griffith fracture,

150e151
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U
UBI. See Ultrasonic borehole imager

(UBI)
UCS. See Unconfined compressive

strength (UCS); Uniaxial
compressive strength (UCS)

Ultrasonic borehole imager (UBI), 227
Unconfined compression test. See

Uniaxialdcompression test
Unconfined compressive strength

(UCS), 488
Undercompaction, 293e294
Underpressure, 236e238, 238f
Uniaxial
compression test, 86, 88e90
strain
model, 203, 208
test, 87

tensile test, 87e88
Uniaxial compressive strength (UCS),

88, 101f, 149, 221
Unloading
causing by SeI transformation,

256e257
overpressures by, 249e253

Unstable crack growth, 90
Uplift, overpressures by, 249e253
Upper bound FGs, 355
US Bureau of Safety and Environmental

Enforcement (BSEE), 338e339
US shale plays
abnormal formation pressures in,

270e275
Bakken and Three Forks plays,

273e274
Haynesville and Bossier shale plays,

274e275

V
Velocity
anisotropy in formations, 49
pore pressure prediction from, 301e311
porosity from, 34e38
velocity-dependent pore pressure

prediction method, 306e307
Vertical boreholes. See also Inclined

boreholes

elastic solutions for, 394e398
minimum mud weight calculation,

396e398
near-wellbore stresses in vertical

borehole, 394e396
Vertical effective stress (VES), 250e253,

271f
Vertical stress, 164e165, 196
Vertical wells, 216e219. See also

Horizontal wells
shear failure in weak bedding planes in,

418e421
VES. See Vertical effective stress (VES)
Virgin pore pressure, 404
Volumetric strain and permeability,

53e54
Von Mises criterion, 122e123, 145

W
Water-based mud, 384e385
Watereoil contact (WOC), 285
Weak bedding planes, 418e424
examples, 421e424
shear failure

in inclined borehole, 421
in vertical and horizontal wells,
418e421

Weak plane
shear failure criterion, 419e420
sliding failure criterion, 117e119

Well
influxes, 325
rock strengths from well log data,

94e105
Wellbore
azimuth, 399
breakdown pressure, 354
breakouts

and drilling-induced tensile fractures,
378e380, 379f

horizontal stress effect on wellbore
breakouts, 401e402

in horizontal well, 403
maximum horizontal stress from,
221

mud weight effect on wellbore
breakouts, 402
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rock strength effect on wellbore
breakouts, 400e401

failures, 425f
in normal faulting stress regime,

414e415
in strike-slip faulting stress regime,

411e414
inclination, 352
instability, 376e378
abnormal pore pressure interpretation

from, 327e329
calibration from wellbore instability

events, 313
indicators from abnormal cuttings,

328e329
indicators from wellbore failures,

327e328
stability, 387e398
stresses in elastic, single-, and

double-porosity media,
407e411

tensile failures, 349e350
elastic solution, 415e417
poroelastic solution, 417e418

Wellbore strengthening, 361e362
to increasing FG
analytical solutions of fracture width,

363e364

fracture width impacting by
inclinations, 367e368

fracture widths in stress cage with
consideration, 368e370

semianalytical solution of fracture
width accounting, 365e367

3-D semianalytical solution of
fracture width, 370e372

WOC. See Watereoil contact (WOC)
Wyllie equation, 37, 295e296, 333

X
XLOT. See Extended leak-off test

(XLOT)

Y
Yield stress, 125
Young’s modulus, 23, 60e69, 451e453,

472e473
anisotropic elastic modulus, 65
complete stressestrain curves, 62f
dynamic, 66e67
relations of dynamic and static, 67e69
static, 61e63
empirical equations to estimating,
63e64

triaxial compression tests in
medium-grained sandstone, 63f
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