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Part A
Answer ALL the Questions. Each question carries 2marks. 5Q0x 2M=10M
1 What is a Generative Model, and how does it differ from a 2 Marks L1 co1
Discriminative Model?
2  Define Embeddings in Machine Learning and state one of their uses. 2 Marks L2 CO1
3 | What makes BERT embeddings different from Word2Vec 2Marks | L1  CO1
embeddings?
4  Explain why monitoring and periodic retraining is important after 2 Marks L2 CO2
deploying a fine-tuned model.
5  Mention two applications of GPT models. 2 Marks L1  CO2




Part B

Answer the Questions. Total Marks 40M
6. Define Generative Artificial Intelligence. Explain the working 10 Marks | L2 | CO1
principle of a generative model with examples.
Or
7. Describe different types of tokenization methods (word-level, 10 Marks | L2 | CO1
sub word-level, and character-level) with suitable examples.
8. Explain the concept of Word2Vec. Describe in detail the CBOW | 10 Marks | L2 | CO1
and Skip-Gram models with suitable examples.
Or
9. Explain the concept of Causal Language Modeling (CLM) and its | 10 Marks | L4 | CO1
importance in text generation models like GPT.
10. Describe Encoder-Decoder Architecture and Working of 10 Marks | L2 | CO2
Encoder Decoder Model.
Or
11. What is fine-tuning in Transformer models? Describe the 10 Marks | L3 | CO2
design and stages of a fine-tuning pipeline for generative Al
applications.
12. What is Masked Token Prediction? Describe the masked token 10 Marks | L3 | CO2
prediction method in detail, give the exact step-by-step training
workflow with an example.
Or
13. Explain Decoder-Only Transformer Models. Describe their 10 Marks | L2 | CO2
structure, working, and use cases in generative AL




