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PREFACE

The demand for primary energy is ever growing. As the world struggles to
find new sources of energy, it is clear that the fossil fuels will continue to play
a dominant role in the foreseeable future. Within the hydrocarbon family,
the fastest-growing hydrocarbon is natural gas. Most estimates put the
average rate of growth at 1.5e2.0%.

Unconventional oil and natural gas activity is revolutionizing the world’s
energy future and generating enormous economic benefits. As oil and gas
production from resource plays continues to expand, substantial growth is
expected in capital expenditures and industry employment to support this
activity, generating millions of jobs and billions in government receipts.
Even for the United States, the world’s biggest gas market, this represents
almost 100 years of supply. Many perceive the discovery of unconventional
gas and, in particular, “Shale Gas” to be a game changer.

Growing production from unconventional sources of oildtight oil, oil
sandsdis expected to provide all of the net growth in global oil supply to
2020, and over 70% of growth to 2030. By 2030, increasing production
and moderating demand will result in the United States being 99% self-
sufficient in net energy. A number of books are available on the market.

Fluid-phase behavior represents the behavior of hydrocarbon reservoir
fluids (i.e., oil, gas, and water) during the life of a reservoir as well as the
effect of changes in temperature and pressure during fluid transfer from
reservoir to surface/processing facilities.

In this book, we discuss the role of pressureevolumeetemperature
(PVT) tests/data in various aspects of Petroleum Engineering for both con-
ventional and unconventional reservoirs.

After introducing various laboratory facilities, PVT tests, and reports for
various hydrocarbon systems are discussed in detail. This book provides the
following information for both conventional and unconventional reservoirs
in detail.

• Provide professionals with the knowledge on thermodynamic aspects of
reservoir fluids.

• Learn the importance of PVT test design and results.
• Evaluate the quality of PVT data.
• Identify the relevant PVT data for various tasks, best practices, and

avoidance of common mistakes.

xvii j



• Understand the reasons behind various PVT tests.
• Understand natural gas hydrate phase behavior.
• Develop an effective knowledge of shale gas and shale oil

characterization.
• Awareness of various equations of state, their strengths, and weaknesses.
• Gain perspective of fluid characterization.
• Awareness of various techniques for characterizing the heavy end.
• Appreciate the need for equation of state (EOS) tuning, the role of

experimental data and parameters used for tuning.
• Gain knowledge of generating the necessary PVT input data for reservoir

simulation using industry standard software.

Dr. Alireza Bahadori
School of Environment, Science & Engineering
Southern Cross University, P.O. Box 157, Lismore, New South Wales
(NSW), 2480, Australia
Australian Oil and Gas Services, Pty Ltd, Lismore, NSW, Australia
www.AustralianOilGas.com.au
July 7, 2016
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CHAPTER ONE

Oil and Gas Properties and
Correlations
E. Mahdavi1, M. Suleymani1, N. Rahmanian2
1Sharif University of Technology, Tehran, Iran
2University of Bradford, Bradford, United Kingdom

1.1 INTRODUCTION

Crude oil and gas are naturally occurring mixtures composed of
mainly hydrocarbons and small amounts of nonhydrocarbon compounds
such as sulfur, oxygen, and nitrogen. Crude oil and gas samples are charac-
terized in petroleum engineering by their different physical properties. The
composition of reservoir fluid is known as the most significant factor,
which affects its pressureevolumeetemperature (PVT) behavior. The
phase behavior of the reservoir fluid and reservoir temperature are two
important factors; the type of reservoir fluid is determined based on
them. Crude oil and gas properties are used in various steps of petroleum
engineering in order to evaluate oil and gas reserves, recovery efficiency,
production optimization, etc. More particularly, the phase behavior of nat-
ural gas should be addressed precisely not only for gas reservoirs but also
because of its substantial role in oil production mechanisms of saturated
oil reservoirs. Therefore an accurate evaluation of reservoir fluid properties
is required for the modeling and simulation of oil and gas production dur-
ing the lifetime of a hydrocarbon reservoir. The best source for a descrip-
tion of properties is laboratory experiments of actual reservoir fluid samples.
However, there are many correlations that can be used in lieu of experi-
mental data for the prediction of oil and gas properties.

In the following sections, the most physical and thermodynamic prop-
erties of crude oil (oil density, oil gravity, compressibility, bubble point
pressure, solution gas ratio, oil formation volume factor, and viscosity)
and gas (gas density, gas compressibility, gas formation volume factor,
and viscosity) are defined, and the corresponding correlations are
presented.

Fluid Phase Behavior for Conventional and
Unconventional Oil and Gas Reservoirs Copyright © 2017 Elsevier Inc.
http://dx.doi.org/10.1016/B978-0-12-803437-8.00001-4 All rights reserved. 1j
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1.2 CRUDE OIL PROPERTIES

1.2.1 Oil Density
Density is defined as the mass of a unit volume at a specified pressure

and temperature. There are several theoretical and empirical expressions for
estimating oil density. The predictive capability of theoretical approaches,
such as the all cubic Equation of State (EOS), for liquid density is poor,
so a correction must be applied. Also, it is needed to perform a tough calcu-
lation to find the density of liquid phases. Although empirical correlations
are much easier to use, they are developed from experimental data points.
Therefore the correlations are valid for limited ranges of pressure, tempera-
ture, and composition. Some theoretical and empirical correlations are pro-
vided in the following sections.

1.2.1.1 Equation of State Method
Gas and liquid densities can be determined frommolar volumes predicted by
cubic EOS. Generally, the results of EOSs like SoaveeRedlicheKwong
(SRK) give a reliable value for gas density. However, for the liquid phase
it leads to an underestimation (Pedersen et al., 1984b). Péneloux et al.
(1982) introduced a correction for molar volume obtained from SRK
EOS. A modified form of SRK EOS proposed by Péneloux is presented:

P ¼ RT
ðV � bÞ �

a
½ðV þ cÞðV þ bþ 2cÞ� (1.1)

where c is a measure of deviation from true density. For a mixture, this
parameter is obtained from

c ¼
X
i

cizi (1.2)

where zi and ci are the mole fraction and a constant for component i.
For nonhydrocarbon components and hydrocarbon components with a

carbon number less than 7, the ci is computed as follows:

ci ¼ 0:40768

�
RTci

Pci

��
0:29441� ðZRAÞi

�
(1.3)

where ZRA is the Racket compressibility factor defined as (Spencer and
Danner, 1972):

ðZRAÞi ¼ 0:29056� 0:08775 ui (1.4)

2 E. Mahdavi et al.



Péneloux et al. (1982) suggested a correlation for the approximation of
the c parameter for the C7þ fraction, but it only works well for the gas phase
or the gas condensate phase.

1.2.1.2 AlanieKennedy Equation
Alani and Kennedy (1960) presented an equation for the prediction of fluid
density. The experimental results revealed that this equation is an effective
and highly accurate method for estimating liquid phase density, but it is
not reliable for vapor density calculation. Alani and Kennedy’s equation is
as follows:

V 3 �
�
RT
P

þ b

�
V 2 þ a

V
P
� ab

P
¼ 0 (1.5)

where P is the pressure, psia; T is the temperature, �R; V is the specific
volume, ft3/lb mol; R ¼ 10.7335 lb ft3/in.2 �R lb mol; and a and b for pure
components are obtained by

a ¼ K exp
� n
T

�
(1.6)

b ¼ mT þ C (1.7)

K, m, n, and C are constants that are tabulated in Table 1.1.
For the C7þ fraction, a and b are obtained by the following equations:

ln aC7þ ¼ 3:8405985� 10�3MW� 9:5638281� 10�4MW
r

þ 2:6180818

� 102

T
þ 7:3104464� 10�6MW2 þ 10:753517

(1.8)

Table 1.1 Values of Constants Utilized in Eqs. (1.6) and (1.7) for Different Pure
Hydrocarbons
Component K N m 3 104 C

C1 (70e300�F) 9160.6413 61.893223 3.3162472 0.50874303
C1 (301e460�F) 147.47333 3247.4533 �14.072637 1.8326695
C2 (100e249�F) 46,709.573 �404.48844 5.1520981 0.52239654
C2 (250e460�F) 17,495.343 34.163551 2.8201736 0.62309877
C3 20,247.757 190.24420 2.1586448 0.90832519
i-C4 32,204.420 131.63171 3.3862284 1.1013834
n-C4 33,016.212 146.15445 2.9021257 1.1168144
n-C5 37,046.234 299.62630 2.1954785 1.4364289
n-C6 52,093.006 254.56097 3.6961858 1.5929406

Oil and Gas Properties and Correlations 3



bC7þ ¼ 3:4992740� 10�2MW� 7:2725403rþ 2:2323950� 10�4T

� 1:6322572� 10�2MW
r

þ 6:2256545

(1.9)

where MW is the molecular weight of the C7þ fraction, lbm/lb mol; r is the
density of C7þ at 14.7 psi and 520�R, g/cm3; and T is the temperature, �R.

For a mixture, the following simple mixing rule is used for the calcula-
tion of a and b constants:

a ¼
X
i

aizi (1.10)

b ¼
X
i

bizi (1.11)

Example 1.1
Estimate oil density with the following composition at 650�R and 2000 psi.

Component Composition

C1 36.30
C2 7.90
C3 4.15
i-C4 0.71
n-C4 1.44
n-C5 1.97
n-C6 0.81
N2 0.60
CO2 3.34
H2S 0.00
C7þ 42.78
Total 100.00

MWC7þ ¼ 180 lb=lb mol;
Specific gravity of C7þ ¼ 0.9

Solution
a and b must be specified first for each component by using Table 1.1 and Eqs.
(1.6) and (1.7), except for the C7þ fraction. These two parameters for the C7þ frac-
tion can be computed easily by 1.8 and 1.9 equations. Therefore a, b, and MW for
mixture are obtained. The results of the calculations are presented in the next
table.

4 E. Mahdavi et al.



Composition ai bi ai z bi z MW MW z

C1 10,075.8002 0.72 3657.52 0.2629 16.04 5.82
C2 25,069.6819 0.86 1980.50 0.0677 30.07 2.38
C3 27,132.3680 1.05 1125.99 0.0435 44.10 1.83
i-C4 39,433.4339 1.32 279.98 0.0094 58.12 0.41
n-C4 41,340.8747 1.31 595.31 0.0188 58.12 0.84
n-C5 58,740.5470 1.58 1157.19 0.0311 72.15 1.42
n-C6 77,066.0587 1.83 624.24 0.0148 86.18 0.70
N2 4315.1959 0.68 25.89 0.0041 44.01 0.26
CO2 9912.7851 0.51 331.09 0.0169 28.01 0.94
C7þ 146,274.0676 2.86 62,576.05 1.2230 180.00 77.00
Total 72,353.75 1.6922 91.602

MW, molecular weight.

The specific molar volume is the root of the following cubic equation:

V3 � 5:18V2 þ 36:18V � 61:22 ¼ 0

The above equation has a unique real root:

V ¼ 2:0578 ft3
�
lb mol

The density is given by

r ¼ MW
V

¼ 91:602
2:0578

¼ 44:51 lb
�
ft3

1.2.1.3 StandingeKatz Method
Standing and Katz (1942a,b) originally suggested a correlation for density in
a graphical form. Later, it was converted to the following set of equations by
Pedersen et al. (1984b), which is used for the determination of fluid density.
The results of this method are more acceptable for the liquid phase. It is
important to note that all of the densities are in g/cm3.

For the determination of density, initially the density of the (H2S þ C3þ)
fraction is computed by

rðH2SþC3þÞ ¼
P
i
MWixiP

i

MWixi
ri

(1.12)

where rðH2SþC3þÞ is the density of the (H2S þ C3þ) fraction, g/cm3; MWi is
the molecular weight of component i; and ri is the pure component density
at the standard condition, g/cm3.

Oil and Gas Properties and Correlations 5



The i index includes H2S, C3, and heavier components with a
carbon number more than 3. The densities for some of the pure compo-
nents at the standard condition (at 1 atm and 15.6�C) are listed in the table
below.

Component Density, g/cm3

C3 0.5072
i-C4 0.5625
n-C4 0.5836
i-C5 0.6241
n-C5 0.6305
n-C6 0.6850
H2S 0.7970

The effect of the C2 component was introduced into the model. So, the
density of the (H2S þ C2þ) fraction is determined by

rðH2SþC2þÞ ¼ rðH2SþC3þÞ � A0 � A1a1 � A2a2 (1.13)

where A0, A1, A2, a1, and a2 are given by

A0 ¼ 0:3158 w2 (1.14)

A1 ¼ �0:2583 w2 (1.15)

A2 ¼ 0:01457w2 (1.16)

a1 ¼ 3:3� 5:0 rðH2SþC3þÞ (1.17)

a2 ¼ 1þ 15
�
rH2SþC3þ � 0:46

��
2:5 rðH2SþC3þÞ � 2:15

�
(1.18)

and w2 is the weight fraction of the C2 component.
The effect of the CO2 fraction has also been considered. Therefore the

density of (CO2 þ H2S þ C2þ) is obtained by an additive volume basis us-
ing the density of the (H2S þ C2þ) fraction and the CO2 density at standard
conditions, i.e., P ¼ 14.7 psi and T ¼ 520�R.

Next, the density of the (H2S þ C2þ) fraction plus the C1 and N2 com-
ponents is calculated at a standard condition as follows:

r0 ¼ rðCO2þH2SþC2þÞ � B0 � B1b1 (1.19)

where B0, B1, B2, b1, b2, and b3 are obtained by

B0 ¼ 0:088255� 0:095509b2 þ 0:007403b3 � 0:00603b4 (1.20)

6 E. Mahdavi et al.



B1 ¼ 0:142079� 0:150175b2 þ 0:006679b3 þ 0:001163b4 (1.21)

b1 ¼ rðCO2þH2SþC2þÞ � 0:65 (1.22)

b2 ¼ 1� 10w1 (1.23)

b3 ¼ 1þ 30w1ð5w1� 1Þ (1.24)

b4 ¼ 1� 60w1 þ 750w2
1 � 2500w3

1 (1.25)

and w1 is the mole fraction of (C1 þ N2).
Afterward, the density at the standard conditions should be adjusted to

the desired temperature and pressure conditions. First, the density at the pre-
vailing pressure and standard temperature is calculated:

rp ¼ r0 � C0 � C1c1 � C2c2 � C3c3 (1.26)

C0, C1, C2, C3, c1, c2, and c3 are presented here:

C0 ¼ �0:034674þ 0:026806c4 þ 0:003705c5 þ 0:000465c6 (1.27)

C1 ¼ �0:022712þ 0:015148c4 þ 0:004263c5 þ 0:000218c6 (1.28)

C2 ¼ �0:007692þ 0:0035218c4 þ 0:002482c5 þ 0:000397c6 (1.29)

C3 ¼ �0:001261� 0:0002948c4 þ 0:000941c5 þ 0:000313c6 (1.30)

c1 ¼ 1� 2ðP� 500Þ
10000

(1.31)

c2 ¼ 1þ 6ðP � 500Þ
	ðP � 500Þ

10000
� 1


�
10000 (1.32)

c3 ¼ 1� 12ðP � 500Þ
10000

þ 30

	ðP � 500Þ
10000


2
� 20

	ðP � 500Þ
10000


3
(1.33)

c4 ¼ 3:4� 5r0 (1.34)

c4 ¼ 3:4� 5r0 (1.35)

c5 ¼ 1þ 15ðr0� 0:48Þð2:5r0� 2:2Þ (1.36)

c6 ¼ 1� 30ðr0� 0:48Þ þ 187:5ðr0� 0:48Þ2 � 312:5ðr0� 0:48Þ3
(1.37)
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where P is in psi.
Finally, rp must be corrected for temperature.

r ¼ rp � E0 � E1e1 � E2e2 � E3e3 (1.38)

where

E0 ¼ 0:055846� 0:060601e4 þ 0:005275e5 � 0:000750e6 (1.39)

E1 ¼ 0:037809� 0:060601e4 þ 0:012043e5 þ 0:000455e6 (1.40)

E2 ¼ 0:021769� 0:032396e4 þ 0:011015e5 þ 0:000247e6 (1.41)

E3 ¼ 0:009675� 0:015500e4 þ 0:006520e5 � 0:000653e6 (1.42)

e1 ¼ 1� 2

	ðT � 520Þ
200



(1.43)

e2 ¼ 1þ 6

	ðT � 520Þ
200


	ðT � 520Þ
200

� 1



(1.44)

e3 ¼ 1� 12

	ðT � 520Þ
200



þ 30

	ðT � 520Þ
200


2
� 20

	ðT � 520Þ
200


3
(1.45)

e4 ¼ 3:6� 5rr (1.46)

e5 ¼ 1þ 15
�
rp� 0:52

��
2:5rp� 2:3

�
(1.47)

e6 ¼ 1� 30
�
rp� 0:52

�þ 187:5
�
rp� 0:52

�2 � 312:5
�
rp� 0:52

�3
(1.48)

Note that T is in �R in the above equations.

Example 1.2
Calculate the oil density for oil with the following composition at 650�R and
2000 psi by the StandingeKatz Method.
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Component Composition

C1 6.24
C2 3.10
C3 3.27
i-C4 0.89
n-C4 2.44
n-C5 2.20
n-C6 3.97
N2 0.05
CO2 0.00
H2S 0.68
C7þ 77.23

MWC7þ ¼ 180 lb/lb mol,
specific gravity of C7þ ¼ 0.9

The following table summarizes the procedure that was used to calculate the
(H2S þ C3þ) fraction density.

Component Mol% % Weight wti MWi rsc i, g/cm
3 wti MWi/rsc i

C3 0.033 1.442 0.425 0.5072 0.839
i-C4 0.009 0.517 0.201 0.5625 0.358
n-C4 0.024 1.418 0.552 0.5836 0.945
n-C5 0.022 1.587 0.766 0.6305 1.215
n-C6 0.040 3.421 1.973 0.6850 2.880
H2S 0.007 0.0016 0.053 0.7970 0.066
C7þ 0.772 0.93 167.267 0.9002 185.804
Total 171.237 192.107

rðH2Sþ C3þÞ ¼
P

xiMWiP xiMWi

rsc i

¼ 171:237
192:107

¼ 0:891 g
�
cm3

In order to correct r(H2S þ C3þ) for the C2 component, some parameters must
first be computed. These parameters are listed in the subsequent table:

Parameter Value

A0 0.002
A1 �0.002
A2 0.000
a1 �1.157
a2 1.507

and then

rðH2SþC2þÞ ¼ rðH2SþC3þÞ � A0 � A1a1 � A2a2 ¼ 0:887

Next, the density of the mixture in the presence of C1 and N2 (r0) must be
obtained. The required parameters are listed in the following table:

r0 ¼ rðCO2þH2SþC2þÞ � B0 � B1b1 ¼ 0:884 g
�
cm3

(Continued)
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Parameter Value

B0 0.001
B1 0.008
b1 0.237
b2 0.932
b3 0.802
b4 0.624

So far, we have just achieved oil density at the standard condition. The oil
density at the desired pressure and standard temperature can be obtained as
follows:

rp ¼ r0 � C0 � C1c1 � C2c2 � C3c3 ¼ 0:9864 g
�
cm3

The following table contains all of the parameters incorporated into the
above equation.

Parameter Value

C0 �0.059
C1 �0.034
C2 �0.009
C3 0.000
c1 0.700
c2 0.235
c3 �0.193
c4 �1.020
c5 1.060
c6 �1.122

Finally, the density at the desired temperature and pressure is attained by

r ¼ rp � E0 � E1e1 � E2e2 � E3e3 ¼ 0:8786 g
�
cm3

where E0, E1,. are listed in the succeeding table.

Parameter Value

E0 0.143
E1 0.119
E2 0.081
E3 0.043
e1 �0.600
e2 0.040
e3 0.360
e4 �1.242
e5 1.813
e6 �2.925
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1.2.1.4 American Petroleum Institute Method
The American Petroleum Institute (API) (Daubert and Danner, 1997) pro-
posed the following equation for the density of a mixture at the standard
conditions:

r[ ¼
Pn

i¼1 xiMWiPn
i¼1

xiMWi

roi

(1.49)

where ro is the pure component density at standard conditions, g/cm3.
The values of density for some nonhydrocarbons and pure hydrocarbons

are given in Table 1.2.
Density at standard conditions has to be corrected by C1 and C2, which

are the density correlation factors for the standard condition and the actual
condition, respectively. Densities at the desired condition and the standard
condition are correlated as follows:

r ¼
�
C2

C1

�
r[ (1.50)

Generally, the C parameter is given by

C ¼ A1 þ A2T
0
r þ A3T

02
r þ A4T

03
r (1.51)

where Ai can be expressed as

Ai ¼ B1 þ B2P
0
r þ B3P

02
r þ B4P

03
r þ B5P

04
r (1.52)

The values of Bi for each Ai are presented in Table 1.3.
T 0
r (T/Tc) and P0

r (P/Pc) are the reduced temperature and pressure of
mixture, respectively. In order to calculate T 0

r and P0
r for a mixture, a

Table 1.2 Density of Some Pure Hydrocarbon and Nonhydrocarbon Components
Component Density (g/cm3) Component Density (g/cm3)

N2 0.804 i-C4 0.563
CO2 0.809 n-C4 0.584
H2S 0.834 i-C5 0.625
C1 0.300 n-C5 0.631
C2 0.356 C6 0.664
C3 0.508
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method for determining Tc and Pc of a mixture is required. For this pur-
pose, molar averaging of critical properties can be applied as a simple mix-
ing rule.

Example 1.3
Estimate the oil density for oil discussed in the previous example at 13 atm and
377K by the API method.

Solution
The calculation of oil density at the standard condition is illustrated in the
following table.

Component Mol% MW rsc i (g/cm
3) � MW � MW/rsc i

C1 6.24 16.04 0.30 100.11 333.69
C2 3.10 30.07 0.36 93.22 261.85
C3 3.27 44.10 0.51 144.19 283.85
i-C4 0.89 58.12 0.56 51.73 91.96
n-C4 2.44 58.12 0.58 141.82 243.01
n-C5 2.20 72.15 0.63 158.73 251.75
n-C6 3.97 86.18 0.66 342.12 515.25
N2 0.05 44.01 0.80 2.20 2.74
CO2 0.00 28.01 0.81 0.00 0.00
H2S 0.68 34.08 0.80 23.18 29.08
C7þ 77.16 180.00 0.90 13,888.80 15,432.00

MW, molecular weight.

The oil density at the standard condition is

r[ ¼
P

xiMWiP xiMWi

rsc i

¼ 13888:80
15432:00

¼ 0:86

The calculation of C for condition Tc and Pc of mixture is roughly given by
molar averaging critical properties, as shown in the following table. For heptane
plus fraction, the empirical correlations of Riazi and Daubert (1980) are applied to
determine the critical properties. Slightly more detail is given at the bottom of
the table.

Table 1.3 Bi Values of A1, A2, A3, and A4 Equations
B1 B2 B3 B4 B5

A1 1.6368 �0.04615 2.1138 � 10�3 �0.7845 � 10�5 0.6923 � 10�6

A2 �1.9693 0.21874 �8.0028 � 103 �8.2328 � 10�5 5.2604 � 10�6

A3 2.4638 �0.36461 12.8763 � 10�3 14.8059 � 10�5 �8.6895 � 10�6

A4 �1.5841 0.25136 �11.3805 � 10�3 9.5672 � 10�5 2.1812 � 10�6
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Component Mol% Tc, K Pc, MPa � Tc/100 � Pc/100

C1 6.24 190.56 4.60 11.89 0.29
C2 3.10 305.32 4.87 9.46 0.15
C3 3.27 369.83 4.25 12.09 0.14
i-C4 0.89 408.18 3.65 3.63 0.03
n-C4 2.44 425.12 3.80 10.37 0.09
n-C5 2.20 469.50 3.37 10.33 0.07
n-C6 3.97 507.60 3.03 20.15 0.12
N2 0.05 126.10 3.39 0.06 0.00
CO2 0.00 132.92 3.50 0.00 0.00
H2S 0.68 373.53 8.96 2.54 0.06
C7þ 77.16 732.78 2.19 565.41* 1.69*
Total 100.00 645.95 2.65

*Tc ¼ 308 exp(�0.00013478MW�0.61641go)MW0.2998 g1:0555
o

*Pc ¼ 311.66 exp(�0.0018078MW�0.3084go)MW�0.8063 g1:6015
o

Therefore Pc and Tc are 2.65 MPa and 645.95K, respectively.
The C parameter should be calculated for the actual condition and the stan-

dard condition as follows:

Standard Condition Actual Condition

A1 1.635 A1 1.461
A2 �1.961 A2 �1.095
A3 2.450 A3 0.997
A4 �1.575 A4 �0.612
C1 1.108 C2 1.045

So, oil density at the desired condition is

r ¼
�
C2
C1

�
r[ ¼ 0:811 g

�
cm3

1.2.1.5 Other Methods
Above the bubble point pressure, density can be written using the definition
of oil compressibility as

ro ¼ rob exp½CoðP � PbÞ� (1.53)

where rob is the density of oil at the bubble point pressure, lb/ft
3, and Co is

the oil compressibility at an average pressure of P and Pb, 1/psi.
Therefore the oil density can be calculated by incorporating the above

equation and the empirical correlations of oil compressibility, which will
be discussed later.
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The following equation describes the oil density below the bubble point
pressure using the oil formation volume factor, the solution gas ratio, oil spe-
cific gravity, and gas specific gravity, all of which will be defined later:

ro ¼
62:4 go þ 0:0136 Rsgg

Bo
(1.54)

where go is the oil specific gravity;Rs is the solution gas oil ratio, SCF/STB; gg
is the gas specific gravity; and Bo is the oil formation volume factor, bbl/STB.

It should be noted that there are several correlations for the oil formation
volume factor and the solution gas ratio that can be coupled by Eq. (1.54) for
estimating the oil density below the bubble point pressure.

1.2.2 Oil Gravity
Oil specific gravity is defined as the ratio of oil density at a certain pressure
and temperature to the density of water at the same P and T. It is usually
reported at the standard condition (60�F/60�F), i.e., a temperature of
60�F and 14.7 psi.

go ¼
ro

rw
(1.55)

where go is the oil specific gravity; ro is the oil density; and rw is the water
density.

In the petroleum engineering field, another parameter, API gravity, is
usually used and is expressed as

API ¼ 141:5
go

� 131:5 (1.56)

where go is the oil specific gravity at (60�F/60�F).

1.2.3 Oil Compressibility
The pressure dependency of an oil sample is expressed by the isothermal
compressibility coefficient of the oil or oil compressibility. Oil compress-
ibility plays the most significant role in oil production as the main mecha-
nism of oil recovery in undersaturated oil reservoirs. Oil compressibility is
defined as the ratio of the change in the oil relative volume per unit pressure
drop, and it is expressed as follows:

Co ¼ � 1
V

�
dV
dP

�
T

(1.57)
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Above the bubble point pressure, it can be written by the following
expression using the formation volume factor:

Co ¼ � 1
Bo

�
dBo

dP

�
T

(1.58)

where Co is the oil compressibility, 1/psi; Bo is the oil formation volume
factor, bbl/STB; and P is pressure, psi.

There are also some correlations that can be used for the computation of
oil compressibility above the bubble point pressure.

1.2.3.1 Vasquez and Beggs Correlation
Vasquez and Beggs (1980) presented a correlation for oil compressibility
based on 4036 experimental data points as follows:

Co ¼
�1433þ 5 Rsb þ 17:2 T � 1180 ggn þ 12:61 API

105P
(1.59)

where Rsb is the solution gas ratio at the bubble point pressure, SCF/STB; T
is the temperature, �R; and P is the pressure, psi.

In this correlation, it was postulated that the gas gravity depends on the
separator operating condition. Gas specific gravity at 100 psig separator can
be taken as a reference because most separators operate near 100 psig working
pressure in oil fields. The normalized gas specific gravity is defined as follows:

ggn ¼ gg

	
1þ 5:912� 10�5API$Tsep log

�
Psep
114:7

�

(1.60)

where ggn is the normalized gas specific gravity at the reference separator
pressure; gg is the gas specific gravity at the separator condition (Psep and Tsep);
Tsep is the separator temperature, �F; and Psep is the separator pressure, psi.

1.2.3.2 Petrosky Correlation
Petrosky (Petrosky and Farshad, 1993) correlated the oil compressibility of
oil samples above the bubble point pressure with Rsb, gg, API, T, and P
by the following expression:

Co ¼ 1:705� 10�7R0:69357
sb g0:1885

g API0:3272T 0:6729P�0:5906 (1.61)

where gg is gas specific gravity and T is temperature, �R.
At pressure below the bubble point pressure, the oil compressibility is

defined as
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Co ¼ � 1
Bo

dBo

dP
þ Bg

Bo

dRs

dP
(1.62)

Note that in the above equation, Bg should be used in bbl/SCF.

Example 1.4
Calculate the oil compressibility for a crude oil sample with the PVT properties
given below using the Vasquez and Beggs and the Petrosky correlations.

P ¼ 1800 psi T ¼ 80�F API ¼ 28 Rsb ¼ 850SCF=STB gg ¼ 0:8

Separator condition : Psep ¼ 100 Tsep ¼ 65 �F

Solution
Vasquez and Beggs:

As the first step, the normalized gas specific gravity has to be calculated:

ggn ¼ gg

	
1þ 5:912� 10�5API$Tsep log

�
Psep
114:7

�


ggn ¼ 0:8

	
1þ 5:912� 10�5 � 28� 65� log

�
100
114:7

�

¼ 0:795

Co ¼ �1433þ 5 Rsb þ 17:2 T � 1180 ggn þ 12:61 API

105P

Co ¼ �1433þ 5� 850þ 17:2ð80þ 460Þ � 1180� 0:795þ 12:61� 28
105 � 1800

¼ 6:4� 10�5psi�1

Petrosky correlation:

Co ¼ 1:705� 10�7R0:69357sb g0:1885
g API0:3272T0:6729P�0:5906

Co ¼ 1:705� 10�7 � 8500:69357 � 0:80:1885 � 280:3272

� ð80þ 460Þ0:6729 � 1800�0:5906

Co ¼ 4:3� 10�5psi�1
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1.2.4 Oil Bubble Point Pressure
Bubble point pressure is a crucial characteristic of the reservoir fluid that is
used for forecasting reservoir performance. The bubble point pressure is
defined as the highest pressure at which gas bubbles coexist with oil. Several
correlations have been reported in the literature to estimate the bubble point
pressure of crude oil samples. The bubble point pressure is handled as a func-
tion of solution gas oil ratio, gas gravity, oil gravity, and temperature.

1.2.4.1 Standing Correlation
Standing (1947) proposed an empirical correlation for bubble point pressure
with 105 experimental data points from California oil fields. He designed a
two-step flash liberation test to collect experimental data. The reported
average error in this method is about 4.8%. The Standing correlation was
first presented in graphical form, and later a mathematical formalism was
introduced as follows:

Pb ¼ 18:2

" 
Rs

gg

!0:83

10a � 1:4

#
(1.63)

where Pb is the bubble point pressure, in psi; Rs is the solution gas and ratio,
in SCF/STB; and gg is gas specific gravity.

a ¼ 0:00091ðT � 460Þ � 0:0125 API (1.64)

where T is temperature, �R.
It should be noted that the above correlation might result in big errors in

the presence of nonhydrocarbon components.

1.2.4.2 Vasquez and Beggs Correlation
Vasquez and Beggs (1980) used an extensive set of data from different oil
fields for the derivation of their correlation. The subsequent formula is
the result of regression over more than 5000 data points. The authors pro-
posed the following expression:

Pb ¼
" 

C1
Rs

ggn

!
10a
#C2

(1.65)

where Pb is the bubble point pressure, psi; Rs is the solution gas and ratio,
SCF/STB; and ggn is the normalized gas specific gravity at the reference
separator condition (Eq. (1.60)).
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a is defined as

a ¼ �C3API
T

(1.66)

and the temperature unit is �R.
The constants are presented in Table 1.4.

1.2.4.3 Al-Marhoun Correlation
Based on experimental PVT data from Middle East oil mixtures, Al-
Marhoun (1988) established the following equation. The author reported
an average absolute relative error of 3.66%. The following correlation has
been proposed based on nonlinear regression:

Pb ¼ aRb
sg

c
gg

d
oT

e (1.67)

where Pb is the bubble point pressure, psi; T is the temperature, �R; Rs is the
gas oil ratio, SCF/STB; gg is gas specific gravity; and go is oil specific gravity.

The constants are as follows:

a ¼ 5:38088� 10�3; b ¼ 0:715082; c ¼ �1:87784; d ¼ 3:1437;

e ¼ 1:32657

1.2.4.4 Glaso Correlation
Glaso (1980) developed a correlation for bubble point prediction based on
experimental data mostly from North Sea reservoirs. The average error
and standard deviation with respect to the experimental data are 1.28%
and 6.98%, respectively. The Glaso correlation is more accurate than the
Standing correlation for the North Sea. Glaso introduced the effect of oil
paraffinicity in the presence of methane on the prediction of the gas/oil
equilibrium condition. The correlation is as follows:

logðPbÞ ¼ 1:7669þ 1:7447 logðAÞ � 0:30218½logðAÞ�2 (1.68)

Table 1.4 Coefficients of Vasquez and Beggs Correlation
Coefficient API £ 30 API > 30

C1 27.62 56.18
C2 0.914328 0.84246
C3 11.127 10.393
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A is given by

A ¼
 
Rs

gg

!0:816ðT � 460Þ0:172
API0:989

(1.69)

where Pb is the bubble point pressure, psi; Rs is the solution gas and ratio,
SCF/STB; T is the temperature, �R; and gg is the gas specific gravity.

1.2.4.5 Petrosky Correlation
Petrosky (Petrosky and Farshad, 1993) developed a correlation for Gulf of
Mexico oil. An analysis of a set of 128 PVT data of oil mixtures has been
utilized to develop a nonlinear regression model. The authors claimed
that the forecasting results provided an average error of 3.28% relative to
the database. Their correlation is as follows:

Pb ¼
"
112:727 R0:577421

s

g0:8439g 10a

#
� 1391:051 (1.70)

where a is

a ¼ 7:916� 10�4 � ðAPIÞ1:5410 � 4:561� 10�5 � ðT� 460Þ1:3911
(1.71)

and Pb is the bubble point pressure, psi; Rs is the solution gas and ratio, SCF/
STB; T is the temperature, �R; and gg is the gas specific gravity.

Example 1.5
Calculate the bubble point pressure for a crude oil with the following properties
by using the methods of Standing, Vasquez and Beggs, Al-Marhoun, Glaso, and
Petrosky.

Property Value

API 45
ggas 0.8
T, R 680
Rs, SCF/STB 600

Solution
Standing correlation:

a ¼ 0:00091 ðT� 460Þ � 0:0125 API

¼ 0:00091 ð600� 460Þ � 0:0125� 45 ¼ 0:196603917

(Continued)
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Pb ¼ 18:2

24 Rs
gg

!0:83

10a � 1:4

35 ¼ 18:2

24 Rs
gg

!0:83

100:196603917 � 1:4

35
¼ 2087:26

Vasquez and Beggs correlation:

a ¼ �C3API
T

¼ �10:393� 45
680

¼ �0:6878

Pb ¼
" 

C1
Rs
ggn

!
10a
#C2

¼
	�

56:18
600
:8

�
10�0:6878


0:84246
¼ 2073:27

Al-Marhoun correlation:

Pb ¼ aRbsg
c
gg

d
oT

e

¼ 5:38088� 10�3 � 6000:715082 � :8�1:87784 � 6801:32657 ¼ 2265:70

Glaso correlation:

A ¼
 
Rs
gg

!0:816ðT � 460Þ0:172
API0:989

¼
�
600
:8

�0:816ð680� 460Þ0:172
450:989

¼ 12:99

Pb ¼ 101:7669þ1:7447 logðAÞ�0:30218½logðAÞ�2 ¼ 2164:74

Petrosky correlation:

a ¼ 7:916� 10�4 � ðAPIÞ1:5410 � 4:561� 10�5 � ðT� 460Þ1:3911
¼ 7:916� 10�4 � ð45Þ1:5410 � 4:561� 10�5 � ð680� 460Þ1:3911
¼ 0:1966

Pb ¼
"
112:727R0:577421s

g0:8439g 10a

#
� 1391:051

¼
	
112:727� 6000:577421

0:80:8439 � 100:1966



� 1391:051 ¼ 2087:2668

1.2.5 Solution Gas Oil Ratio
The amount of gas dissolved in a unit volume of oil at a specified temper-
ature and pressure is defined as the solution gas oil ratio. When the reservoir
pressure is above the bubble point, all of the available gases are dissolved in
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oil, leading to a maximum and constant solution gas oil ratio. Below the
bubble point pressure, the liberation of gas bubbles from crude oil reduces
the solution gas oil ratio (see Fig. 1.1). It is well known that the solution
gas oil ratio strongly depends on the reservoir pressure, reservoir tempera-
ture, oil density, and gas density. Some of the most popular correlations
for predicting the solution gas oil ratio are presented below.

1.2.5.1 Standing Correlation
Standing’s correlation (Standing, 1947) for bubble point pressure can be
rearranged and written for the solution gas oil ratio. They suggested the
following correlation and reported a relative average error of 4.8%:

Rs ¼ gg

	�
P

18:2
þ 1:4

�
10a

1:2048

(1.72)

where a is defined by Eq. (1.64).

1.2.5.2 VasquezeBeggs Correlation
Thebubble point estimating correlation proposed byVasquez and Beggs (1980)
can be solved for the gas oil ratio. An analysis of 5008 measured data points has
been used for constructing the following correlation of the gas oil ratio:

Rs ¼ C1ggnP
C2 exp

	
C3

�
API
T

�

(1.73)

where Rs is the solution gas oil ratio, SCF/STB; T is the temperature, �R; P
is the pressure, psi; and ggn is calculated using Eq. (1.60). The coefficients are
presented in Table 1.5.

Figure 1.1 Solution gas oil ratio versus pressure.
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1.2.5.3 Al-Marhoun Correlation
The Al-Marhoun (1988) bubble point pressure correlation can be solved for
the gas oil ratio determination. Several oil samples from Middle East reser-
voirs have been subjected to research. Results of this correlation can be reli-
able for fluids with similar bulk properties to original oil samples used for
derivation. This correlation is as follows:

Rs ¼
h
agb

gg
c
oT

dP
ie

(1.74)

where Rs is the solution gas oil ratio, SCF/STB; T is the temperature, �R; P
is the pressure, psi; and gg is the gas specific gravity.

The constants are defined as

a ¼ 185:843208; b ¼ 1:877840; c ¼ �3:1437; d ¼ �1:32657;

e ¼ 1:39844

1.2.5.4 Glaso Correlation
A correlation for the solution gas oil ratio was derived by Glaso (1980) based
on 45 North Sea crude oil samples. Glaso suggested the following correla-
tion with an average error of 1.28%:

Rs ¼ gg

	
API0:989

T 0:172 10a

1:2255

(1.75)

where T is the temperature, �R, and gg is the dissolved gas specific gravity.
a is defined as

a ¼ 2:8869� ½14:1811� 3:3093 log P�0:5 (1.76)

1.2.5.5 Petrosky Correlation
As explained before, the Petrosky correlation (Petrosky and Farshad, 1993)
has been developed for Gulf of Mexico reservoirs. They correlated the gas

Table 1.5 Coefficients of the Vasquez and Beggs
Correlation for the Solution Gas Oil Ratio
Coefficient API £ 30 API > 30

C1 0.0362 0.0178
C2 1.0937 1.1870
C3 25.7240 23.931
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oil ratio with the temperature, pressure, gas specific gravity, and API of stock
tank oil by nonlinear regression as follows:

Rs ¼
	�

P
112:727

þ 12:34

�
g0:8439g 10a


1:73184
(1.77)

a is defined by

a ¼ 7:916� 10�4 � API1:541 � 4:561� 10�5 � ðT� 460Þ1:3911
(1.78)

where Rs is the solution gas oil ratio, SCF/STB; T is the temperature, �R; P
is the pressure, psi; and gg is the gas specific gravity.

Example 1.6
The fluid properties of an oil reservoir are provided in the next table. The sepa-
rator condition is 60�F and 100 psi. Calculate the gas oil ratio at its bubble point
pressure by applying the methods of Standing, Vasquez and Beggs, Al-Marhoun,
Glaso, and Petrosky.

Property Value

API 37.9
Gamma gas 0.804
T, R 580
Pb, psi 2480

Solution
Standing correlation:

a ¼ 0:00091ðT� 460Þ � 0:0125 API

¼ 0:00091ð580� 460Þ � 0:0125� 37:9 ¼ �0:36455

Rs ¼ gg

	�
P

18:2
þ 1:4

�
10�a


1:2048
¼ 0:804

	�
2480
18:2

þ 1:4

�
100:36455


1:2048
¼ 834:29

Vasquez and Beggs correlation:

ggn ¼ gg

	
1þ 5:912� 10�5API$Tsep log

�
Psep
114:7

�

¼ 0:804

	
1þ 5:912� 10�5 � 37:9� 60� log

�
100
114:7

�

¼ 0:79

(Continued)

Oil and Gas Properties and Correlations 23



Rs ¼ C1ggnP
C2 exp

	
C3

�
API
T

�

¼ 0:0178� 0:79� 24801:187 exp

	
23:931

�
A37:9
580

�

¼ 725:32

Al-Marhoun correlation:

Rs ¼
h
agb

gg
c
oT

dP
ie

¼ �185:843208� 0:8041:87784 � 0:8353�3:1437 � 580�1:32657 � 2480
1:39844

¼ 773:54

Glaso correlation:

a ¼ 2:8869� ½14:1811� 3:3093 log P�0:5

¼ 2:8869� ½14:1811� 3:3093 log 2480�0:5 ¼ 1:17

Rs ¼ gg

"
API0:989

ðT � 460Þ0:17210
a

#1:2255
¼ 0:804

"
37:90:989

ð580� 460Þ0:17210
1:17

#
¼ 651:83

Petrosky correlation:

a ¼ 7:916� 10�4 � API1:541 � 4:561� 10�5 � ðT� 460Þ1:3911

¼ 7:916� 10�4 � 37:91:541 � 4:561� 10�5 � ð580� 460Þ1:3911
¼ 0:179

Rs ¼
	�

2480
112:727

þ 12:34

�
0:8040:8439 � 100:179


1:73184
¼ 677:52

1.2.6 Oil Formation Volume Factor
During oil production, as the oil pressure reduces at surface conditions, dis-
solved gas is evolved from oil; therefore oil shrinkage occurs. The relation-
ship between the oil volume at the reservoir condition and at the surface
condition is defined as the oil formation volume factor (Bo). The Bo is the
ratio of oil volume at the reservoir condition to the volume of the produced
oil at the standard condition. Because there is always an amount of expelled
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gas from crude oil at the surface condition, the oil formation volume factor is
higher than unity.

Bo ¼ Vres condition

Vst condition
(1.79)

where Bo is the oil formation volume factor, bbl/STB; Vres condition is the oil
volume at the reservoir condition, bbl; and Vst condition is the oil volume at
the standard condition, STB.

When the reservoir pressure is above the bubble point pressure, there is
no free gas in the reservoir, so all of the dissolved gas is evolved at the surface.
In other words, as the reservoir pressure decreases, crude oil expands. As a
result, the oil formation volume factor increases slightly. On the other
hand, below the bubble point pressure, as the reservoir pressure reduces dur-
ing production, gas is liberated from oil in the reservoir, so the oil volume
and oil formation volume factor decrease (see Fig. 1.2).

As discussed before for the calculation of oil density, using the definition
of the oil formation volume factor and the material balance equation, the Bo

formula can be written as

Bo ¼
62:4 go þ 0:0136 Rsgg

ro
(1.80)

where Rs is the solution gas oil ratio, SCF/STB, and gg is the gas specific
gravity.

As previously mentioned, above the bubble point pressure, the oil for-
mation volume factor increases due to the oil expansion; therefore using
oil compressibility, the formation volume factor can be calculated as follows:

Co ¼ � 1
Bo

�
dBo

dP

�
T

�
Z P

Pb

CodP ¼
Z Bo

Bob

1
Bo

dBo

Bo ¼ Bob exp½�CoðP � PbÞ� (1.81)

where Bob is the oil formation volume factor at the bubble point pressure,
bbl/STB, and Pb is the bubble point pressure, psi.

The oil formation volume factor is a function of different parameters
such as temperature and the solution gas oil ratio. There are several
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correlations that have been presented based on experimental data of oil sam-
ples from reservoirs all over the world. At the pressure equal to or below the
bubble point pressure, most of the correlations use the following parameters
for calculating Bo:

Bo ¼ f
�
T ;Rs;go;gg

�
In the following section, several correlations for the calculation of Bo are

explained.

1.2.6.1 Standing Correlation
Standing (1947) showed the oil formation volume factor as a function of the
solution gas oil ratio, gas specific gravity, oil specific gravity, and reservoir
temperature in a graphical form using 105 experimental data points from
US reservoirs. In 1981, he presented the correlation in a mathematical
form as follows:

Bo ¼ 0:9759þ 0:000120

"
Rs

�
gg

go

�0:5

þ 1:25ðT � 460Þ
#1:2

(1.82)

where Rs is the gas oil ratio, SCF/STB, and T is the temperature, �R.
An average standard error of 1.17% was reported for the correlation by

the author.

1.2.6.2 Vasquez and Beggs Correlation
Vasquez and Beggs (1980) used 6000 experimental data points and devel-
oped a correlation for the oil formation volume factor. The experimental

Figure 1.2 Oil formation volume factor versus pressure.
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data covers a wide range of crude oils with API between 15.3 and 59.5.
Their correlation is given by

Bo ¼ 1:0þ C1Rs þ ðT � 520Þ
 
API
ggn

!
ðC2 þ C3RsÞ (1.83)

ggn is the normalized gas specific gravity, as presented in Eq. (1.60). The
coefficients are reported in Table 1.6.

It is worth noting that the authors reported an average relative error of
4.7% for the correlation.

1.2.6.3 Kartoatmodjo and Schmidt Correlation
Kartoatmodjo and Schmidt (1994) suggested a new correlation based on
5392 data points from oil reservoirs all over the world:

Bo ¼ 0:98496þ 0:0001 F1:5 (1.84)

F is a correlating parameter that is expressed by the following equation:

F ¼ R0:755
sb g0:25g g�1:5

o þ 0:45ðT� 460Þ (1.85)

where T is the temperature, �R. Rsb is the solution gas oil ratio at the bubble
point pressure in SCF/STB, presented by the following correlations:

Rsb ¼ 0:05958 g0:7972g P1:00141013:1405 API�T API � 30 (1.86)

Rsb ¼ 0:03150 g0:7587g P1:09371011:2895 API�T API > 30 (1.87)

The authors reported average relative errors of �0.104% for the oil for-
mation volume factor.

1.2.6.4 Al-Marhoun Correlation
Al-Marhoun (1988) presented a correlation using 160 experimental data
points obtained from 69 bottom hole fluid samples.

Table 1.6 Coefficients of the Vasquez and Beggs
Correlation for the Oil Formation Volume Factor
Coefficient API £ 30 API > 30

C1 4.677 � 10�4 4.670 � 10�4

C2 1.751 � 10�5 1.100 � 10�5

C3 �1.811 � 10�8 1.337 � 10�9
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Bo ¼ 0:497069þ 8:62963� 10�4T þ 1:82594� 10�3F

þ 3:18099� 10�6F2
(1.88)

F ¼ R0:742390
s g0:323294g g�1:202040

o (1.89)

where T is the temperature, �R.
Al-Marhoun reported an average relative error of �0.01%.

1.2.6.5 Glaso Correlation
Glaso (1980) presented a correlation for estimating the oil formation volume
factor. The correlation was developed using PVT data of 45 oil samples.

Bo ¼ 1þ 10½�6:58511þ2:91329 logðB�
obÞ� 0:27683½logðB�

obÞ�2� (1.90)

B�
ob is a correlating parameter that is defined as follows:

B�
ob ¼ Rs

�
gg

go

�0:526

þ 0:986ðT � 460Þ (1.91)

where T is in �R.
Glaso reported an average relative error of �0.43% for the oil formation

volume factor.

1.2.6.6 Petrosky Correlation
Petrosky (Petrosky and Farshad, 1993) developed a correlation based on 128
laboratory analysis as follows:

Bo ¼ 1:0113þ 7:2046

� 10�5

"
R0:3738
s

 
g0:2914
g

g0:6265
o

!
þ 0:24626 T 0:5371

#3:0936
(1.92)

Petrosky reported an average relative error of �0.01%.
T is in �F.

1.2.6.7 Arps Correlation
Arps (Frick, 1962) proposed the following correlation for estimating the oil
formation volume factor when there is no extensive data of oil and gas
samples:

Bo ¼ 1:05þ 0:0005 Rs (1.93)

The correlation is not accurate; however, it can be used as a rough esti-
mation for the oil formation volume factor.
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The reciprocal of the oil formation volume factor is called the oil
shrinkage factor:

bo ¼ 1
Bo

STB=bbl (1.94)

Example 1.7
Using the following experimental data, estimate the oil formation volume factor
for a crude oil sample at a pressure of 2200 psi with the methods of Standing,
Vasquez and Beggs, Kartoatmodjo and Schmidt, Al-Marhoun, Glaso, and
Petrosky.

Pb ¼ 2800 psi

T ¼ 80�F

Tsep ¼ 70�F

Psep ¼ 100�F

go ¼ 0:85

gg ¼ 0:8

P ¼ 2200 psi; Rs ¼ 680 SCF=STB

P ¼ 2800 psi; Rs ¼ 840 SCF=STB

Solution
Standing:

Bo ¼ 0:9759þ 0:000120

"
Rs

�
gg

go

�0:5

þ 1:25ðT � 460Þ
#1:2

Bo ¼ 0:9759þ 0:000120

"
680�

�
0:8
0:85

�0:5

þ 1:25ð540� 460Þ
#1:2

¼ 1:32 bbl=STB

Vasquez and Beggs:
The API should be calculated based on the values of API suitable coefficients
selected from Table 1.6:

API ¼ 141:5
go

� 131:5 ¼ 141:5
0:85

� 131:5 ¼ 34:97

(Continued)
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So the following coefficients should be used

Coefficient API > 30

C1 4.670 � 10�4

C2 1.100 � 10�5

C3 1.337 � 10�9

ggn ¼ gg

	
1þ 5:912� 10�5API$Tsep log

�
Psep
114:7

�


ggn ¼ 0:8

	
1þ 5:912� 10�5 � 34:97� 70� log

�
100
114:7

�

¼ 0:793

Bo ¼ 1:0þ C1Rs þ ðT � 520Þ
 
API
ggn

!
ðC2 þ C3RsÞ

Bo ¼ 1:0þ 4:670� 10�4 � 680þ ð540� 520Þ
�
34:97
0:793

�
�
1:1� 10�5 þ 1:337� 10�9 � 680

�
Bo ¼ 1:33 bbl=STB

Kartoatmodjo and Schmidt:
The solution gas ratio at the bubble point pressure is provided, so Eq. (1.87) is not
required.

F ¼ R0:755sb g0:25
g g�1:5

o þ 0:45ðT� 460Þ

F ¼ 8400:755 � 0:80:25 � 0:85�1:5 þ 0:45ð540� 460Þ ¼ 230:75

Bo ¼ 0:98496þ 0:0001 F1:5 ¼ 0:98496þ 0:0001� 230:751:5

¼ 1:34 bbl=STB

Al-Marhoun:

F ¼ R0:742390s g0:323294
g g�1:202040

o

F ¼ 6800:742390 � 0:80:323294 � 0:85�1:202040 ¼ 143:33

Bo ¼ 0:497069þ 8:62963� 10�4T þ 1:82594� 10�3F

þ 3:18099� 10�6F2
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Bo ¼0:497069þ 8:62963� 10�4 � ð80þ 460Þ þ 1:82594� 10�3

� 143:33þ 3:18099� 10�6 � 143:332

Bo ¼ 1:29 bbl=STB

Glaso:

B�ob ¼ Rs

�
gg

go

�0:526

þ 0:986ðT � 460Þ

B�ob ¼ 680�
�
0:8
0:85

�0:526

þ 0:986ð540� 460Þ ¼ 737:54

Bo ¼ 1þ 10½�6:58511þ 2:91329 logðB�obÞ� 0:27683½logðB�obÞ�2�

Bo ¼ 1þ 10½�6:58511þ 2:91329 logð737:54Þ� 0:27683½logð737:54Þ�2�
¼ 1:31 bbl=STB

Petrosky:

Bo ¼1:0113þ 7:2046

� 10�5

"
R0:3738s

 
g0:2914
g

g0:6265
o

!
þ 0:24626 T0:5371

#3:0936

Bo ¼1:0113þ 7:2046

� 10�5
	
6800:3738

�
0:80:2914

0:850:6265

�
þ 0:24626� 800:5371


3:0936
Bo ¼ 1:29 bbl=STB

1.2.7 Oil Viscosity
If an external stress is applied to a part of a fluid, it will cause movement in
the direction of the fluid. The affected parts exert a portion of applied stress
to nearby portions and make them move with lower velocity. Viscosity is
defined as

h ¼ s
dv
dy

(1.95)

where s is the external stress and v is the velocity.
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Viscosity plays a key role in fluid flow in porous media and pipes. Several
correlations for oil viscosity have been developed. Generally, the authors
correlated oil viscosity with oil bulk properties such as temperature and
API or the composition of the fluid. Some of the more applicable correla-
tions are presented here.

1.2.7.1 Corresponding State Method
The principle of correspondence is an effective tool for determining how a
dependent variable is related to independent variables. As an example, the
theory of corresponding state illustrates that for all gases the compressibility
factors (Z) at the same reduced pressure (Pr) and reduced temperature (Tr)
are the same (Standing and Katz, 1942a,b). The same idea has been used
for the prediction of fluid viscosity, and reduced viscosity (defined as
hr ¼ h

hc
) was correlated with Tr and Pr. The experimental determination

of near-critical viscosity is so difficult, and there is no extensive available
experimental data; thereby, some models were proposed by researchers.
Hirschfelder et al. (1954) proposed the following expression for dilute gases:

hc ¼
P

2
3
cMW

1
3

T
1
6
c

(1.96)

where hc is the near-critical viscosity; Pc is the critical pressure; Tc is the
critical temperature; and MW is the molecular weight.

Therefore a complete set of viscosity data is needed for a dilute gas in or-
der to determine the relation of hr using Tr and Pr. Such a dilute gas will be
selected as a reference component. According to the corresponding state
theory, this relationship is the same for all components of a group. So, the
viscosity of other components can be calculated based on the reference
component. The following relationship is developed for determining the
viscosity of each component at a specified temperature and pressure:

hðP;TÞ ¼

�
Pc
Pcref

�2
3
�

MW
MWref

�1
3

�
Tc

Tcref

�1
6

href

�
P
Pcref
Pc

;T
Tcref

Tc

�
(1.97)

where Pcref is the critical pressure of the reference component; Tcref is
the critical temperature of the reference component; and MWref is the
molecular weight of the reference component.
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Because of the extensive available set of experimental data for methane
viscosity in the literature it has been selected as the reference component.
The following correlation was suggested for the prediction of methane vis-
cosity (Hanley et al., 1975):

hðr;TÞ ¼ href ðTÞ þ h[ðTÞrþ Dh0ðr;TÞ (1.98)

where r is the density, mol/L; T is the temperature, K; and href is the vis-
cosity of reference gas, 10�4 cp.

Also, the correlation that describes href is as follows:

href ¼
GVð1Þ
T

þGVð2Þ
T

2
3

þ GVð3Þ
T

1
3

þ GVð4Þ þ GVð5ÞT 1
3 þGVð7ÞT

þGVð8ÞT 4
3 þ GVð9ÞT 5

3

(1.99)

The coefficients are presented in Table 1.7.
h[ (in 10�4 cp) can be computed by the following empirical correlation.

The constants are listed in Table 1.8:

h[ðTÞ ¼ Aþ B

�
C � ln

T
F

�2

(1.100)

Dh
0
(in 10�4 cp) is expressed as

Dh0ðr;TÞ ¼ exp

�
j1 þ j4

T

�
	
exp

	
r:1
�
j2 þ j3

T 1:5

�
þ qr:5

�
j5 þ j6

T
þ j7
T 2

�

� 1:0



(1.101)

For the above equation constants j1ej7 can be found in Table 1.9, and
q is defined by

q ¼ r� rc

rc
(1.102)

Table 1.7 Coefficients of Eq. (1.99)
Constant Value

GV(1) �2.090975 � 105

GV(2) 2.647269 � 105

GV(3) �1.472818 � 105

GV(4) 4.716740 � 104
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McCarty (1974) proposed the following equation for methane density
based on the BenedicteWebbeRubin EOS:

P ¼
X9
n¼1

anðTÞrn þ
X15
n¼10

anðTÞr2n�17e�gr2 (1.103)

where P is the pressure, atm; r is the density, mol/L; and
R ¼ 0.08205616 L. atm mol�1 K�1

The constants are listed in Table 1.10.
Finally, the methane density and viscosity are calculated at a desired tem-

perature and pressure, and then the viscosity of other components can be
obtained using the presented equations. The results of this method are in
good agreement with the experimental data for light components. Howev-
er, this method is not reliable for mixtures containing heavy components.
Pedersen et al. (1984a) introduced the a parameter into the classical corre-
sponding state principle, which shows deviation from the theory. They sug-
gested the following expression for the viscosity of a mixture:

hmixðP;TÞ ¼

�
Pc;mix

Pcref

�2
3
�
MWmix

MWref

�1
3

�
Tc;mix

Tcref

�1
6

amix

aref
href

�
P
Pcref
Pc

amix

aref
;T

Tcref

Tc

amix

aref

�

(1.104)

Table 1.8 Coefficients of Eq. (1.100)
Constant Value

A 1.696985927
B �0.133372346
C 1.4
F 168.0

Table 1.9 Constants of Eq. (1.101)
Constant Value

j1 �10.3506
j2 17.5716
j3 �3019.39
j4 188.730
j5 0.0429036
j6 145.290
j7 6127.68
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Murad and Gubbins (1977) developed a mixing rule for the critical prop-
erties of a mixture. According to their suggestion, the critical temperature is
calculated as follows:

Tc;mix ¼
PN

i¼1
PN

j¼1 zizjTcijVcijPN
i¼1
PN

j¼1 zizjVcij

(1.105)

where zi and zj are mole fractions of the components i and j; N is the
number of mixture components; and Tcij is the critical temperature for two
different components. It can be expressed as

Tcij ¼
ffiffiffiffiffiffiffiffiffiffiffi
TciTcj

q
(1.106)

Table 1.10 Constants of Eq. (1.103)
Pressures (P) in atm (1 atm [ 1.01325 bar), Densities (r) in mol/L, and

Temperature (T) in K. R[ 0.08205616 L atm molL1 KL1

Constant Value Constant Value

a1 RT N10 �3.7521074532 � 10�5

a2 N1T þ N2T
.5 þ N3þN4/T

þ N5/T
2

N11 2.8616309259 � 10�2

a3 N6T þ N7 þ N8/T þ N9/T
2 N12 �2.8685298973

a4 N10 T þ N11 þ N12/T N13 1.1906973942 � 10�4

a5 N13 N14 �8.5315715698 � 10�3

a6 N14/T þ N15/T
2 N15 3.8365063841

a7 N16/T N16 2.4986828379 � 10�5

a8 N17/T þ N18/T
2 N17 5.7974531455 � 10�6

a9 N19/T
2 N18 �7.1648329297 � 10�3

a10 N20/T
2 þ N21/T

2 N19 1.2577853784 � 10�4

a11 N22/T
2 þ N23/T

4 N20 2.2240102466 � 104

a12 N24/T
2 þ N25/T

3 N21 �1.4800512328 � 106

a13 N26/T
2 þ N27/T

4 N22 5.0498054887 � 10
a14 N28/T

2 þ N29/T
3 N23 1.6428375992 � 106

a15 N30/T
2 þ N31/T

3 þ N32/T
4 N24 2.1325387196 � 10�1

N1 �1.8439486666 � 10�2 N25 3.7791273422 � 10
N2 1.0510162064 N26 �1.1857016815 � 10�5

N3 �1.6057820303 � 10 N27 �3.1630780767 � 10
N4 8.4844027563 � 102 N28 �4.1006782941 � 10�6

N5 �4.2738409106 � 104 N29 1.4870043284 � 10�3

N6 7.6565285254 � 10�4 N30 3.1512261532 � 10�9

N7 �4.8360724197 � 10�1 N31 �2.1670774745 � 10�6

N8 8.5195473835 � 10 N32 2.4000551079 � 10�5

N9 �1.6607434721 � 104 g 0.0096
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Vcij is the critical molar volume for two different components and can be
computed by the following equation:

Vcij ¼
1
8

�
V

1
3
ci þ V

1
3
cj

�3
(1.107)

For each component Vci is described by

Vci ¼
RZciTci

Pci
(1.108)

and for the mixture

Vc;mix ¼
XN
i¼1

XN
j¼1

zizjVcij (1.109)

For the calculation of Pc,mix and MWmix the following mixing rules are
applied:

Pc;mix ¼
8
PN

i¼1
PN

j¼1 zizj

"�
Tci

Pci

�1
3

þ
 
Tcj

Pcj

!1
3
#3 ffiffiffiffiffiffiffiffiffiffiffi

TciTcj
p

 PN
i¼1
PN

j¼1 zizj

"�
Tci

Pci

�1
3

þ
 
Tcj

Pcj

!1
3
#3!2

(1.110)

MWmix ¼ 1:304� 10�4
�
MW2:303

w �MW2:303
n

�
þMWn (1.111)

Based on experimental data points, the following equations were pro-
posed for MWw and MWn:

MWw ¼
PN

i¼1 ziMW2
iPN

i¼1 ziMWi
(1.112)

MWn ¼
XN
i¼1

ziMWi (1.113)

Finally, the a parameter is defined as

a ¼ 1:000þ 7:378� 10�3r1:847r MW0:5173 (1.114)

amix and aref can be computed by replacing MWmix and MWref in this
equation, respectively.

rr is expressed by the following equation:

rr ¼
ro

�
TTc;ref

Tc;mix
;
PPc;ref
Pc;mix

�
rc;ref

(1.115)
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It is worth mentioning that for methane as the reference point, the crit-
ical density (rc,ref) is equal to 0.16284 g/cm3.

1.2.7.2 LohrenzeBaryeClark Method
Lohrenz et al. (1964) developed a widely used correlation for a mixture of
petroleum fluids. They proposed that both gas and oil viscosities can be
related to the reduced density (rr) by a fourth order polynomial function
as follows:�ðh� h�Þxþ 10�414 ¼ a1 þ a2rr þ a3r

2
r þ a4r

3
r þ a5r

4
r (1.116)

where h* is the dilute gas mixture viscosity at low pressure, cp, and x is the
viscosity reducing parameter.

The constants are presented in Table 1.11.
x for a mixture with anN component can be computed by the following

equation:

x ¼

	PN
i¼1 ziTci


1
6

	PN
i¼1 ziMi


1
2
	PN

i¼1 ziPci


2
3

(1.117)

where zi is the mole fraction of component i.
In order to calculate rr, the critical mixture density must be determined

using a mixing. Lohrenz et al. (1964) suggested the following equation for
the critical density of a mixture:

rc ¼
1
Vc

¼ 1PN
i¼1
isC7þ

ziVci þ zC7þVcC7þ
(1.118)

where the critical molar volume (in ft3/lb mol) of the C7þ fraction is
described by

VcC7þ ¼ 21:573þ 0:015122Mi � 27:656ri þ :070615riMi (1.119)

Table 1.11 Constants of Eq. (1.116)
Constant Value

a1 0.10230
a2 0.023364
a3 0.058533
a4 �0.040758
a5 0.0093324
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The h* parameter is given by Herning and Zipperer (1936):

h� ¼
PN

i¼1 zih
�
i
ffiffiffiffiffiffi
Mi

pPN
i¼1 zi

ffiffiffiffiffiffi
Mi

p (1.120)

h�i is computed as follows (Stiel and Thodos, 1961):

h�i ¼ 34� 10�5 1
xi
T 0:94
ri for Tri< 1:5 (1.121)

h�i ¼ 17:78� 10�5 1
xi
ð4:58Tri � 1:67Þ58 for Tri> 1:5 (1.122)

where xi is expressed by the following equation:

xi ¼
T 1=6
ci

MW1=2
i P2=3

ci

(1.123)

In the above equations, Tci and Pci are in K and atm, respectively, and the
unit of computed viscosity is in mPa s.

Example 1.8
Estimate the viscosity for oil studied in Example 1.1 by the LohrenzeBaryeClark
Method. Assume that the oil density is 0.441 g/cm3.

Solution
For the calculation of oil viscosity, dilute gas viscosity at a low pressure is
required. The method of calculation is shown in the following table. Note that
the Pc is in atm.

Component
Mole
Fraction MW Tc, K Pc, atm

Vc, m
3/

kg mol Tr xi h�
i xi h�

i

ffiffiffiffiffiffiffiffiffi
MW

p
xi

ffiffiffiffiffiffiffiffiffi
MW

p

C1 0.3630 16.04 190.56 45.39 0.10 1.31 0.047 0.00945 0.0136 1.44
C2 0.0790 30.07 305.32 48.08 0.15 0.82 0.036 0.00787 0.0035 0.44
C3 0.0415 44.10 369.83 41.92 0.20 0.68 0.033 0.00704 0.0019 0.27
i-C4 0.0071 58.12 408.14 36.00 0.26 0.61 0.033 0.00655 0.0005 0.08
n-C4 0.0144 58.12 425.12 37.46 0.26 0.59 0.032 0.00643 0.0005 0.08
n-C5 0.0197 72.15 469.70 33.26 0.31 0.53 0.032 0.00592 0.0010 0.17
n-C6 0.0081 72.15 507.60 29.85 0.37 0.49 0.035 0.00506 0.0004 0.08
C7þ 0.4278 180. 565.41 16.68 0.68· 0.44 0.033 0.00481 0.0277 5.77
N2 0.0006 28.00 126.10 33.50 0.09 1.98 0.041 0.01589 0.0008 0.05
CO2 0.0334 44.01 304.19 72.85 0.09 0.82 0.022 0.01262 0.0025 0.20
H2S 0.0000 34.08 373.53 88.46 0.10 0.67 0.023 0.01007 0.0000 0.00
Total 1.00 0.05 8.57

·By using Eq. (1.119).

MW, molecular weight.
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Therefore

h� ¼ 0:05
8:57

¼ 0:0061 mPa.s

The critical properties of a mixture can be estimated by molar averaging the
individual critical properties of species. The results are

MW ¼
X

xiMWi ¼ 92:27

Tc ¼
X

xiTci ¼ 384:14 K

Pc ¼
X

xiPci ¼ 33:25 atm

Vc ¼
X

xiVci ¼ 0:3651 m3�kg mol ¼ 365:1 cm3�g mol

rc ¼
MW
Vc

¼ MWPN
i¼1
isC7þ

ziVci þ zC7þVcC7þ

¼ 92:27
365:1

¼ 0:25 g
�
cm3

x ¼

	PN
i¼1 ziTci


1
6

	PN
i¼1 ziMi


1
2
	PN

i¼1 ziPci


2
3

¼ 0:0271

By substitution of the computed parameters into Eq. (1.116) the viscosity at
the actual condition can be determined as follows:

rr ¼
r

rc
¼ 0:441

0:25
¼ 1:74

h� 0:0061ð Þ0:0271þ 10�4�  1
4 ¼0:10230þ 0:023364� 1:74

þ 0:058533� 1:742 þ �0:040758ð Þ
� 1:743 þ 0:0093324� 1:744

h ¼ 0:0517 mPa.s
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1.2.7.3 Qui~nones-Cisneros et al. Method
Qui~nones-Cisneros et al. (2003) suggested a model based on friction theory.
They expressed the viscosity of a mixture as the summation of two terms: the
dilute gas viscosity (h0) and the residual friction term (hf).

h ¼ h0 þ hf (1.124)

The correlation for dilute gas viscosity h0 has already been described, and
hf is determined by the following equation:

hf ¼ krPr þ kaPa þ krrP
2
r (1.125)

where Pr and Pa are the repulsive and attractive parts of well-known
equations of state.

If the van der Waals EOS is assumed for the calculation of Pr and Pa, the
following equation is obtained:

Pr ¼ RT
V � b

(1.126)

Pa ¼ � a
V 2 (1.127)

kr, ka, and krr are given by

kr ¼
XN
i¼1

zikri (1.128)

ka ¼
XN
i¼1

zikai (1.129)

krr ¼
XN
i¼1

zikrri (1.130)

where the parameter zi is defined as

zi ¼
zi

MW0:3
i �MM

(1.131)

and zi is the mole fraction of component i.
MM is calculated by

MM ¼
XN
i¼1

zi
MW0:3

i
(1.132)
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In order to calculate kr, ka, and krr for a mixture, the values of kri, kai, and
krri for component i must first be found:

kri ¼ hcibkri
Pci

; (1.133)

kai ¼ hcibkai
Pci

(1.134)

krri ¼ hcibkrri
P2
ci

(1.135)

bkri; bkai; and bkrri are defined as functions of reduced temperature. The
critical viscosity for pure component can be adapted from the literature.
However, the below equation was suggested for C7þ:

hci ¼ Kc

ffiffiffiffiffiffiffiffiffiffiffi
MWi

p
P2=3
ci

T 1=6
ci

(1.136)

1.2.7.4 Vasquez and Beggs Correlation
Vasquez and Beggs (1980) applied regression analysis to more than 3000 data
points for the empirical correlation of oil viscosity at a pressure above the
bubble point. Again, oil viscosity computation by this correlation needs
the value of oil viscosity at the bubble point pressure. In order to do this,
previous correlations can be used.

mo ¼ mob

�
P
Pb

�D

(1.137)

where D is defined by

D ¼ 2:6P1:187 exp
��11:513� 8:98� 10�5P

�
(1.138)

and mo is the oil viscosity, cp; mob is the dead oil viscosity at the bubble point
pressure, cp; P is the pressure, psi; and Pb is the bubble point pressure, psi.

1.2.7.5 Glaso Correlation
Regression analysis for the determination of dead oil viscosity was per-
formed on the basis of experimental data from 26 oil mixtures by Glaso
(1980). Dead oil viscosity is defined as the viscosity of oil at 14.7 psia and
reservoir temperature. For utilized data, the temperature and API of samples
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were within the range of 50e300�F and 20e48, respectively. Therefore the
correlation is applicable for a wide range of crude oil samples. The proposed
correlation is as follows:

mod ¼ 3:141� 1010 � ðT � 460Þ�3:444ðlogðAPIÞÞA (1.139)

where A is

A ¼ 10:313� logðT� 460Þ � 36:447 (1.140)

and mod is the dead oil viscosity, cp;Rs is the solution gas oil ratio, SCF/STB;
and T is the temperature, �R.

1.2.7.6 Chew and Connally Correlation
Chew and Connally (1959) proposed an empirical correlation for oil viscos-
ity at the bubble point pressure. This correlation takes into account the in-
fluence of the gas oil ratio on oil viscosity and corrects the dead oil viscosity
for the prediction of oil viscosity at the bubble point pressure. The Chewe
Connally model was originally available only as published graphs. Standing
(1981) formulated this relationship as follows:

mob ¼ 10ambod (1.141)

where a and b are calculated by

a ¼ Rs
�
2:2� 10�7Rs � 7:4� 10�4� (1.142)

b ¼ 0:68� 10c þ 0:25� 10d þ 0:062� 10e (1.143)

c ¼ �0:0000862Rs (1.144)

d ¼ �0:0011Rs (1.145)

e ¼ �0:00374Rs (1.146)

mob is the oil viscosity at the bubble point pressure, cp; mod is the dead oil
viscosity, cp; Rs is the gas oil ratio, SCF/STB; and T is the temperature, �R.

1.2.7.7 Beggs and Robinson Correlation
Beggs and Robinson (1975) collected a comprehensive set of data on the oil
viscosity (at the bubble point pressure and dead oil condition) from different
oil fields, covering a wide range of pressure and temperature. In the first step,
dead oil viscosity can be calculated as

mod ¼ 10AðT�460Þ�1:163 � 1 (1.147)

42 E. Mahdavi et al.



A is defined as

A ¼ 103:0324�0:02023 API (1.148)

where mod is the dead oil viscosity, cp, and T is the temperature, �R.
For the determination of oil viscosity at the bubble point pressure, the

dead oil viscosity must be corrected with respect to the influence of dissolved
gas. The below correlation describes the oil viscosity at the bubble point
pressure:

mob ¼ aðmodÞb (1.149)

a and b are as follows:

a ¼ 10:715ðRs þ 100Þ�0:515 (1.150)

b ¼ 5:44ðRs þ 150Þ�0:338 (1.151)

where mob is the oil viscosity at the bubble point pressure, cp; mod is the dead
oil viscosity, cp; and Rs is the gas oil ratio, SCF/STB.

1.2.7.8 Beal Correlation
According to the Beal (1946) Method, the dead oil viscosity first needs to be
calculated, and then the oil viscosity above the bubble point pressure can be
predicted. Originally, this relationship was presented in graphical form, but it
has been converted into a mathematical expression by Standing (1981). For
the calculation of dead oil viscosity, Beal studied 655 dead oil samples,
mostly from US reservoirs. He found that the dead oil viscosity can be
related to the API of dead oil and temperature as follows:

mod ¼ 0:32þ 18� 107

API4:53

�
360

T � 260

�A

(1.152)

A can be obtained by

A ¼ 100:42þ
8:33
API (1.153)

where mod is the dead oil viscosity, cp, and T is the temperature, �R.
The oil viscosity above the bubble point pressure can be found by the

following relationship, where the oil viscosity at the bubble point pressure
is determined by predescribed correlations:

mo ¼ mob þ 0:001ðp� pbÞ
�
0:024m1:6ob þ 0:038m0:56ob


(1.154)
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where mo is the oil viscosity, cp; mod is the dead oil viscosity, cp; P is the
pressure, psi; and Pb is the bubble point pressure, psi.

Example 1.9
Calculate the oil viscosity at the following conditions and a temperature of
680�R:
· dead oil

· oil at the bubble point pressure

· oil at the pressure of 5000 psi

Parameter Value

Pb, psi 2635
API 40
md, measured, cp 1.3
mb, measured, cp 0.38
Rs, SCF/STB 770

Solution
Dead oil viscosity:

Glaso method:

A ¼ 10:313� logðT� 460Þ � 36:447

¼ 10:313� logð680� 460Þ � 36:447 ¼ �12:29

mod ¼ 3:141� 1010 � ðT � 460Þ�3:444ðlogðAPIÞÞ�12:9

¼ 3:141� 1010 � ð680� 460Þ�3:444ðlogð40ÞÞ�12:9 ¼ :77 cp

Beal method:

A ¼ 100:42þ
8:33
API ¼ 100:42þ

8:33
40:7 ¼ 161:8

mod ¼
�
0:32þ 1:8� 107

40:74:53

��
360

680� 260

�161:8

¼ 1:02 cp

Beggs and Robinson method:

A ¼ 103:0324�0:02023�40:7 ¼ 4:311

mod ¼ 104:311ð680�460Þ�1:163 � 1 ¼ 0:638 cp

Viscosity at the bubble point pressure:
Chew and Connally method:

a ¼ Rs
�
2:2� 10�7Rs � 7:4� 10�4�

¼ 770
�
2:2� 10�7 � 770� 7:4� 10�4� ¼ �0:44
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c ¼ �0:0000862 Rs ¼ �0:0000862� 770 ¼ �0:066

d ¼ �0:0011 Rs ¼ �0:0011� 770 ¼ �0:847

e ¼ �0:00374 Rs ¼ �0:00374� 770 ¼ �2:88

b ¼ 0:68� 10c þ 0:25� 10d þ 0:062� 10e

¼ 0:68� 10�0:066 þ 0:25� 10�0:847 þ 0:062� 10�2:88 ¼ 0:62

mob ¼ 10ambod ¼ 10�0:441:30:62 ¼ 0:427 cp

Beggs and Robinson method:

a ¼ 10:715ðRs þ 100Þ�0:515 ¼ 10:715ð770þ 100Þ�0:515 ¼ 0:329

b ¼ 5:44ðRs þ 150Þ�0:338 ¼ 5:44ð770þ 150Þ�0:338 ¼ 0:541

mob ¼ aðmodÞb ¼ 0:329ð1:3Þ0:541 ¼ 0:378 cp

Viscosity at 5000 psi:
Vasquez and Beggs method:

D ¼ 2:6 P1:187 exp
��11:513� 8:98� 10�5P

�
¼ 2:6� 50001:187 exp

�� 11:513� 8:98� 10�5 � 5000
� ¼ 0:4

mo ¼ mob

�
P
Pb

�D

¼ 0:38

�
5000
2635

�0:4

¼ 0:49 cp

Beal method:

mo ¼ mob þ 0:001ðp� pbÞ
�
0:024m1:6ob þ 0:038m0:56ob


¼ 0:38þ 0:001ð5000� 2635Þ�0:0240� 0:381:6 þ 0:038� 0:380:58


¼ 0:44

1.3 GAS PROPERTIES

1.3.1 Gas Density
As mentioned before, density is defined as the ratio of mass per unit

volume of a material. Using a real gas law yields the following equation
for gas density at a prevailing pressure and temperature. Here, MW is
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molecular weight, R is the universal gas constant, and Z is the gas compress-
ibility factor.

r ¼ P MW
ZRT

(1.155)

In contrast with the liquid phase, the cubic EOSs give reliable gas
densities. Therefore EOSs can be used as a suitable method for the determi-
nation of gas density.

1.3.1.1 Theoretical Determination of Gas Density
For the determination of gas density at a specified temperature and pressure,
the compressibility factor is required. Standing and Katz (1942a,b) charts for
the Z factor are useful tools for engineering purposes. They expressed the Z
factor as a function of Tr and Pr. Standing and Katz used data from 16 natural
gas mixtures over a wide range of compositions. The acceptable accuracy of
the StandingeKatz charts encouraged many researchers to convert them to a
set of equations. Abou-Kassem (Dranchuk and Kassem, 1975) related the Z
factor to Tr and Pr over ranges of 1e3 and 2e30 for Tr and Pr, respectively,
as follows:

Z ¼ 1þ
�
A1 þ A2

Tr
þ A3

T 3
r
þ A4

T 4
r
þ A5

T 5
r

�
rr þ

�
A6 þ A7

Tr
þ A8

T 3
r

�
r2r

� A9

�
A7

Tr
þ A8

T 2
r

�
r5r þ A10

�
1þ A11r

2
r

��r2r
T 3
r

�
exp
��A11r

2
r

�
(1.156)

where the pseudo reduced density (rr) is defined as follows

rr ¼
0:27Pr
Z � Tr

(1.157)

The constants are presented in Table 1.12:
The critical pressure and critical temperature of a mixture are calculated by

Pr ¼ P
Pc

; Pc ¼
X
i

ziPci (1.158)

Tr ¼ T
Tc

; Tc ¼
X
i

ziTci (1.159)

Usually, petroleum fluids contain a nonhydrocarbon component.
Wichert and Aziz (1972) presented the following relationships to consider
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the effects of nonhydrocarbon components in critical temperature and pres-
sure calculations:

P�
cp ¼ Pcp

Tcp � DTwa

Tcp þ yH2S
�
1� yH2S

�
DTwa

(1.160)

T �
cp ¼ Tcp � DTwa (1.161)

where

DTwa ¼ a

	�
yCO2 þ yH2S

�:9 � �yCO2 þ yH2S
�1:6

þ 0:125
�
yCO2

0:5 � yH2S4

�:9

(1.162)

Note that in the above equation a is equal to 120�R or 66.666 K.

Example 1.10
Calculate the gas density at 700�R and 5000 psi for the gas given below:

Component Mole

C1 0.637
C2 0.0832
C3 0.0412
i-C4 0.0098
n-C4 0.0197
n-C5 0.0036
n-C6 0.0084
C7þ 0.033
N2 0.0027
CO2 0.155
H2S 0.0064
MWC7þ ¼ 180 lb/lb mol, specific gravity of
C7þ ¼ 0.9

(Continued)

Table 1.12 Constants of Eq. (1.156)
Constant Value

A1 0.3265
A2 �1.0700
A3 �0.5339
A4 0.01569
A5 �0.05165
A6 0.5475
A7 �0.7361
A8 0.1844
A10 0.1056
A11 0.6134
A12 0.7210
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Solution
First, determine the critical temperature and pressure by the simple rules of
mixing:
Component Mole MW Tc, �R Pc, psi �Tc �Pc �MW

C1 0.637 16.04 343.00 667.03 218.50 424.90 10.22
C2 0.0832 30.07 549.57 706.63 45.72 58.79 2.50
C3 0.0412 44.10 665.69 616.12 27.43 25.38 1.82
i-C4 0.0098 58.12 734.65 529.10 7.20 5.19 0.57
n-C4 0.0197 58.12 765.21 550.56 15.07 10.85 1.15
n-C5 0.0036 72.15 845.46 488.78 3.04 1.76 0.26
n-C6 0.0084 86.17 913.68 438.74 7.67 3.69 0.72
C7þ 0.033 180.00 1017.73* 245.11* 33.59 8.09 5.94
N2 0.0027 28.00 226.98 492.26 0.61 1.33 0.08
CO2 0.155 44.01 547.542 1070.67 84.87 165.95 6.82
H2S 0.0064 34.08 672.35 1299.98 4.30 8.32 0.22
Total 1 448.01 714.24 30.29

*Critical properties of C7þ from Example 1.3
MW, molecular weight.

Suggested modification due to the presence of H2S and CO2

DTwa ¼ a

	�
yCO2 þ yH2S

�:9 � �yCO2 þ yH2S
�1:6

þ 0:125
�
yCO2

0:5 � yH2S
4

�:9

¼ 120

h
ð0:155þ 0:0064Þ:9 � ð0:155þ 0:0064Þ1:6

þ 0:125
�
0:1550:5 � 0:00644

�:9i
¼ 23:24�R

T�cp ¼ Tcp � DTwa ¼ 448:01� 23:24 ¼ 424:77�R

P�cp ¼ Pcp
Tcp � DTwa

Tcp þ yH2S
�
1� yH2S

�
DTwa

¼ 714:24
448:01� 23:24

448:01þ 0:0064� ð1� 0:0064Þ � 23:24
¼ 676:96 psi

Abou-Kassem and Dranchuk method for the determination of the Z factor:

rr ¼
0:27 Pr
Z � Tr

¼
0:27� 5000

676:96

Z � 770
424:77

¼ 1:21
Z
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Z ¼ 1þ
�
0:3265þ�1:07

1:65
þ�0:5339

1:653
þ 0:01569

1:654
þ�0:05165

1:655

�
1:21
Z

þ
�
0:5475þ�0:7361

1:65
þ 0:1844

1:652

��
1:21
Z

�2

� 0:1056

��0:7361
1:65

þ 0:1844
1:652

��
1:21
Z

�5

þ 0:6134

 
1þ 0:721�

�
1:21
Z

�2
! �1:21

Z

�2

1:653

!

exp

 
� 0:721�

�
1:21
Z

�2
!

Trial and error method:

Z ¼ 0:973

Gas density:

r ¼ P MW
ZRT

¼ 5000� 30:29
0:973� 10:73� 700

¼ 20:64 lb
�
ft3

1.3.2 Gas Compressibility
The isothermal gas compressibility is defined as the change in relative vol-
ume per unit pressure drop at a constant temperature:

Cg ¼ � 1
V

�
dV
dP

�
T

(1.163)

Cg is the gas compressibility, 1
psi.

In the case of real gas

V ¼ nRTZ
P

/
dV
dP

¼ nRT
P
dZ
dP

� Z

P2 (1.164)

Cg ¼ 1
P
� 1
Z

	
dZ
dP



T

(1.165)

where Z is the gas compressibility factor.
For an ideal gas (Z ¼ 1)

Cg ¼ 1
P

(1.166)
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In terms of pseudo reduced pressure and temperature, it can be expressed as

Ppr ¼ P
Ppc

(1.167)

Cg ¼ 1
PprPpc

� 1
Z

"
dZ

dðPprPpcÞ

#
Tpr

(1.168)

by using Cpr, which is called pseudo reduced compressibility as follows

CgPpc ¼ Cpr (1.169)

Cpr ¼ 1
Ppr

� 1
Z

	
dZ
dPpr



Tpr

(1.170)

Ppr is the pseudo reduced pressure.

1.3.3 Gas Formation Volume Factor
The gas formation volume factor is defined as the ratio of volume of a certain
weight gas at the reservoir condition to the volume of the same weight of gas
at the standard condition.

Bg ¼ Vres.condition

Vst.conditon
(1.171)

Using the real gas law

Bg ¼
nZT
P
nTsc

Psc

¼ Psc
Tsc

T
P

(1.172)

in field unit Psc ¼ 14.7 psi and Tsc ¼ 520�R

Bg ¼ 0:02829
ZT
P

ft3
�
SCF (1.173)

or

1 bbl ¼ 5:615 f t3/Bg ¼ 0:00504
ZT
P

bbl=SCF (1.174)

where Bg is the gas formation volume factor, ft3/SCF; Z is the gas
compressibility factor; T is the temperature, �R; and P is pressure, psi.
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The gas expansion factor is the reciprocal of the gas formation volume
factor:

Eg ¼ 1
Bg

(1.175)

Eg ¼ 35:4
P
ZT

SCF
�
ft3 (1.176)

Eg ¼ 198:6
P
ZT

SCF=bbl (1.177)

Example 1.11
A reservoir with a pore volume of 100 million m3 and a temperature of 240�F is
selected for natural gas storage. Using the gas composition presented in
Example 1.10 and the following experimental PVT data, calculate the volume
of gas (in SCF) that can be stored in the reservoir at a pressure of 3000 psi.

Solution

Eg ¼ 35:4
P
ZT

SCF
�
ft3

From Example 1.10, at T ¼ 700�R and P ¼ 5000 psi for this gas sample, Z is
equal to 0.973:

Eg ¼ 35:4
P
ZT

¼ 35:4
5000

0:973� 700
¼ 259:87 SCF

�
ft3

Vg;ST ¼ Vg;res � Eg

¼
"
100� 106m3 �

�
1 ft

0:3048 m

�3
#
� 259:87 SCF

�
ft3

¼ 917:7� 109SCF

1.3.4 Total Formation Volume Factor
For the purpose of simplifying the material balance equation expressions,
the total oil formation volume is defined as the ratio of the total volume
of oil and its dissolved gas at the reservoir condition to the one STB pro-
duced oil:

Bt ¼ Bo þ BgðRsb � RsÞ (1.178)
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where Bt is the total formation volume factor, bbl/STB, and Rsb is the so-
lution gas oil ratio at the bubble point pressure, SCF/STB.

Some correlations for estimating Bt are provided below.

1.3.4.1 Al-Marhoun Correlation
Al-Marhoun (1988) proposed the following correlation:

Bt ¼ 0:314693þ 1:06253� 10�5F þ 1:8883� 10�11F2 (1.179)

F ¼ R0:644516
s g0:724874

o T 2:00621

g1:079340
g P0:761910 (1.180)

whereRs is the original solution gas oil ratio, i.e., the summation of dissolved
gas and evolved gas at the prevailing pressure.

1.3.4.2 Glaso Correlation
Glaso (1980) suggested a correlation for the estimation of the total formation
volume factor:

log Bt ¼ 0:080135þ 0:47257 log B�
t þ 0:17351

�
log B�

t

2 (1.181)

where B�
t is a correlating parameter as follows

B�
t ¼

RsT 0:5ga
o

g0:3
g P1:1089 (1.182)

a ¼ 2:9
100:00027 Rs

(1.183)

and Rs is the original solution gas oil ratio, i.e., the summation of dissolved
gas and evolved gas at the prevailing pressure.

1.3.5 Gas Viscosity
In this section some of the empirical correlations for gas viscosity are intro-
duced. Generally, gas viscosity can be determined precisely by correlations as
a function of temperature, pressure, and composition. For liquids, viscosity
increases by increasing the pressure or decreasing the temperature. The
behavior of gas viscosity with respect to the temperature is different from liq-
uids, and it decreases by increasing the temperature. Both gas and liquids
exhibit the same trend with regard to the impact of the pressure.
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1.3.5.1 Carr et al. Method
Carr et al. (1954) proposed a correlation for natural gas viscosity. Their
model was originally published in graphical form. Standing (1951) and
Dempsey (1965) used their results and generated some correlations based
on the proposed graphs. Initially, the viscosity of natural gas at the atmo-
spheric pressure and the desired temperature is predicted by the following
equation:

mh ¼
�
1:709� 10�5 � 2:062� 10�6gg

ðT � 460Þ þ 8:188� 10�3

� 6:15� 10�3 log gg

(1.184)

where mh is in cp and T is in �R.
Note that the presence of nonhydrocarbon components can significantly

affect natural gas viscosity at the atmospheric pressure. Thus the correction
of mh is crucial:

ml ¼ mh þ lN2 þ lCO2 þ lH2S (1.185)

where ml is in cp. The equations that describe lN2, lCO2, lH2S and are as
follows:

lN2 ¼ yN2 � 10�3½9:59þ 8:48 log Sg� (1.186)

lCO2 ¼ yCO2 � 10�3½6:24þ 9:08 log Sg� (1.187)

lH2S ¼ yH2S� 10�3½3:73þ 8:49 log Sg� (1.188)

After a correction for the nonhydrocarbon component, another
correction should be applied to account for the pressure change from
the atmospheric pressure to the desired pressure. Finally, the viscosity
of natural gas at the desired temperature and pressure (mg) in cp is ob-
tained as follows:

ln

�
Tr
mg

ml

�
¼ a0 þ a1Pr þ a2P

2
r þ a3P

3
r þ Tr

�
a4 þ a5Pr þ a6P

2
r þ a7P

3
r

�
þ T 2

r

�
a8 þ a9Pr þ a10P

2
r þ a11P

3
r

�þ T 3
r

�
a12 þ a13Pr

þ a14P
2
r þ a15P

3
r

�
(1.189)
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where the dimensionless parameters Pr and Tr are reduced pressure and
temperature, respectively.

This correlation can be used in the ranges of 1e3 for gas pseudo reduced
temperature and 1e20 for gas reduced pressure. The constants of a0ea15 are
listed in Table 1.13.

Example 1.12
Determine the viscosity at 660�R and 5000 psi for the gas given below:

Component Mole Fraction

C1 0.8400
C2 0.0512
C3 0.0071
i-C4 0.0241
n-C4 0.0197
n-C5 0.0036
n-C6 0.0017
N2 0.0027
CO2 0.0013
H2S 0.0486

Solution
MW, Pc, and Tc can be calculated as follows:

gg ¼ 20:07
28:97

¼ 0:69; Tr ¼ 1:68; Pr ¼ 7:22

Table 1.13 Constants of Eq. (1.189)
Constant Value Constant Value

a0 �2.46211820E-00 a8 �7.93385684E-01
a1 2.97054714E-00 a9 1.39643306E-00
a2 �2.86264054E-01 a10 �l.49144925E-01
a3 8.05420522E-03 a11 4.41015512E-03
a4 80860949E-00 a12 8.39387178E-02
a5 �3.49803305E-00 a13 �l.86408848E-01
a6 3.60373020E-01 a14 2.03367881E-02
a7 �1.04432413E-02 a15 �6.09579263E-04
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Component Mole MW �MW Tc, R Pc, psi �Tc �Pc

C1 0.8400 16.04 13.48 343.01 667.03 288.13 560.31
C2 0.0512 30.07 1.54 549.58 706.63 28.14 36.18
C3 0.0071 44.10 0.31 665.69 616.12 4.73 4.37
i-C4 0.0241 58.12 1.40 734.65 529.10 17.71 12.75
n-C4 0.0197 58.12 1.15 765.22 550.56 15.07 10.85
n-C5 0.0036 72.15 0.26 845.46 488.78 3.04 1.76
n-C6 0.0017 86.17 0.14 913.68 438.74 1.53 0.73
N2 0.0027 28.00 0.08 226.98 492.26 0.61 1.33
CO2 0.0013 44.01 0.06 547.54 1070.67 0.71 1.39
H2S 0.0486 34.08 1.66 672.35 1299.98 32.70 63.22
Total 1 20.07 392.36 692.89

MW, molecular weight.

mh ¼ �1:709� 10�5 � 2:062� 10�6gg
ðT � 460Þ þ 8:188� 10�3

� 6:15� 10�3 log gg

¼ �1:709� 10�5 � 2:062� 10�6 � 0:69
ð660� 460Þ þ 8:188

� 10�3 � 6:15� 10�3 log 0:69

¼ 0:01 cp

lN2 ¼ yN2 � 10�3½9:59þ 8:48 log Sg�
¼ 0:0027� 10�3½9:59þ 8:48 log� 0:69� ¼ 2:2� 10�5

lCO2 ¼ yCO2 � 10�3½6:24þ 9:08 log Sg�
¼ 0:0013� 10�3½6:24þ 9:08 log 0:69� ¼ 0:0062

lH2S ¼ yH2S � 10�3½3:73þ 8:49 log Sg�
¼ 0:4863� 10�3½3:73þ 8:49 log 0:69� ¼ 0:00029

ml ¼ mh þ lN2 þ lCO2 þ lH2S ¼ 0:01þ 2:2� 10�5

þ 0:0062þ 0:00029 ¼ 0:0166 cp

by using Eq. (1.189)

mg

ml
¼ 2:08/mg ¼ 2:08� ml ¼ 2:08� 0:0166 ¼ 0:0346 cp

1.3.5.2 Lee et al. Method
Lee et al. (1966) suggested the following correlation for the prediction of gas
viscosity (in cp).
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h ¼ 10�4kv exp
h
xv
� r

62:4

�yvi
(1.190)

where r is the gas density (in lbm/ft
3) at the prevailing pressure and

temperature. The following equation can be used to calculate xv, yv,
and kv:

xv ¼ 3:448þ 986:4
T

þ 0:01009 MW (1.191)

yv ¼ 2:4� 0:2xv (1.192)

kv ¼ ð9:379þ 0:0160 MWÞT 1:5

209:2þ 19:26 MWþ T
(1.193)

where MW and T are the molecular weight of mixture (in lbm/lb mol) and
temperature (in �R), respectively. This correlation is based on experi-
mental data measured in the range of 560e800�R for temperature and up
to 8000 psi for pressure. For most engineering purposes, the Lee et al.
model provides results with acceptable accuracy (a standard deviation of
�3%).

Example 1.13
Calculate the viscosity for gas given in Example 1.10 at 700�R and 5000 psi using
the Lee et al. method.

Solution

xv ¼ 3:448þ 986:4
T

þ 0:01009 MW ¼ 3:448þ 986:4
700

þ 0:01009� 30:29

¼ 5:16

yv ¼ 2:4� 0:2xv ¼ 2:4� 0:2� 5:615 ¼ 1:368 ¼ 1:367

kv ¼ ð9:379þ 0:0160� 30:29Þ7001:5
209:2þ 19:26� 30:29þ 700

¼ 122:39

h ¼ 10�4kv exp
h
xv
� r

62:4

�yvi ¼ 10�4 � 122:39 exp

"
5:16

�
20:16
62:4

�1:367
#

¼ 0:036 cp
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1.4 INTERFACIAL TENSION

Interfacial tension (IFT) is known as one of the most important
parameters affecting sweep efficiency, particularly during enhanced oil
recovery processes such as gas flooding. When two immiscible phases are
in contact, the surface layer between the two phases is in tension due to
an imbalance of molecular forces at the interface. The forces on the mole-
cules located on the surface of a phase differing from the molecules in the
bulk and the surface layer tend to form the smallest area. Generally, the
IFT between a liquid and a vapor is called surface tension.

IFT is defined as the energy required to impose an increase in the surface
area.

s ¼
	
vG
vA



T ;V ;N

(1.194)

There are several experimental methods for IFT measurement such as
the pendant drop method, the spinning drop method, the Wilhelmy plate
method, and the ring method. Moreover, some models and correlations
have been proposed for estimating the IFT of different fluid systems.

1.4.1 Parachor Model
This model was proposed for the IFT prediction of pure compounds using
the density of two phases by Macleod (1923) and Sugden (1932) as follows:

s ¼ �Pa�rLm � rgm
�4

(1.195)

where s is the IFT,mN/m; rLm is themolar density of the liquid phase, mol/cm3;
rgm is the molar density of the gas phase, mol/cm3; and Pa is the Parachor
value for pure components.

The equation was modified for hydrocarbon mixtures using an averaging
technique:

s ¼
h
rLm

X
xiPai � rgm

X
yiPai

i4
(1.196)

where xi is the mole fraction of the component i in the liquid phase, and yi is
the mole fraction of the component i in the gas phase.

Note that the Parachor value of a component in a mixture and in the
pure form is the same. Generally, the model is used for IFT prediction of
liquidevapor systems in the petroleum industry; however, the Parachor
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model considers each component of a mixture independently, and therefore
it does not account for the mass transfers between two phases. The Parachor
values of pure components are given in Table 1.14.

There are several correlations for estimating the Parachor value of compo-
nents using MW. The Parachor of the C7þ component can be calculated by

PaC7þ ¼ 59:3þ 2:34 MWC7þ (1.197)

Example 1.14
The equilibrium composition of a crude oil and its associated gas is presented in
the following table. Also, some PVT data are available below. Calculate the IFT of
the system.

MWC7þ ¼ 220

rL ¼ 50 lb
�
ft3

rg ¼ 16 lb
�
ft3

Component Liquid Composition Component Gas Composition

C1 0.10 C1 0.66
C2 0.09 C2 0.08
C3 0.04 C3 0.05
i-C4 0.08 i-C4 0.05
n-C4 0.07 n-C4 0.02
i-C5 0.10 i-C5 0.05
n-C5 0.09 n-C5 0.04
n-C6 0.05 n-C6 0.03
C7þ 0.38 C7þ 0.02

Table 1.14 Parachor Values of Pure Components
Component Parachor Component Parachor

C1 77.0 n-C7 312.5
C2 108.0 n-C8 351.5
C3 150.3 n-C9 393.0
i-C4 181.5 n-C10 433.5
n-C4 189.9 N2 41.0
i-C5 225.0 CO2 78.0
n-C5 233.9 H2S 80.1
n-C6 271.0
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Solution

MWL ¼
X

xiMWi ¼ 116:34

MWg ¼
X

yiMWi ¼ 32:68

rLm ¼ rL

62:4�MWL
¼ 50

62:4� 116:34
¼ 0:0069

rgm ¼ rg

62:4�MWg
¼ 16

62:4� 32:68
¼ 0:0078

PaC7þ ¼ 59:3þ 2:34 MWC7þ ¼ 59:3þ 2:34� 220 ¼ 574:1

s ¼
h
rLm

X
xiPai � rgm

X
yiPai

i4
¼ ð0:0069� 326:5� 0:0078� 120:1Þ4 ¼ 2:99 dyne=cm

Problems
1.1 Estimate the oil density with the following composition at 650�R

and 2000 psi using the AlanieKennedy, StandingeKatz, and API
methods.

Component Composition

C1 0.145
C2 0.081
C3 0.065
i-C4 0.007
n-C4 0.032
n-C5 0.014
n-C6 0.007
N2 0.003
H2S 0.006
C7þ 0.640
MWC7þ ¼ 220 lb/lb mol,
specific gravity of C7þ ¼ 0.92
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1.2 The following experimental data are available for a crude oil sample.
Calculate the oil compressibility factor and the total formation volume
factor at 3200 and 1700 psi.

T ¼ 200 F API ¼ 32 gg ¼ 0:75

Pressure (psi) Bo (bbl/STB) Rs (SCF/STB)

3500 1.30
3200 1.32
2900 1.35
2600 1.38 672
2300 1.31 659
2000 1.26 540
1700 1.21 452
1400 1.13 338
1100 1.08 249

1.3 In the table below, the oil sample properties for a reservoir are shown.
Calculate the bubble point pressure using the Standing, Vasqueze
Beggs, Al-Marhoun, Glaso, and Petrosky methods.

Property Value

API 41.2
ggas 0.83
T, R 650
Rs, SCF/STB 760

1.4 Calculate the oil formation volume factor of the crude oil with the
following available data using the Standing, Vasquez and Beggs, and
Petrosky correlations. Calculate the absolute average error for each
method using the experimental value of 1.529 for the formation
volume factor.

T ¼ 260 �F P ¼ Pb ¼ 2051 psi Rs ¼ 693

Psep ¼ 100 psi Tsep ¼ 72 psi API ¼ 48:6

gg ¼ 0:9

1.5 Calculate the gas formation volume factor for a gas mixture with a spe-
cific gravity of 0.8 and a density of 10 lb/ft3 at the reservoir pressure
and temperature.
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1.6 Compute the viscosity using the LohrenzeBaryeClark and Qui-
~nones-Cisnero methods for oil given as

Component Composition

C1 0.2836
C2 0.1193
C3 0.0756
i-C4 0.0133
n-C4 0.0373
n-C5 0.0144
n-C6 0.0487
N2 0.0042
H2S 0.0013
C7þ 0.4023
MWC7þ ¼ 205 lb/lb mol,
specific gravity of C7þ ¼ 0.83

1.7 The following table provides measured properties for an oil sample.
According to the VasquezeBeggs, Glaso, CheweConnally, Beggse
Robinson, and Beal methods, calculate
a. dead oil viscosity at 620�R
b. oil viscosity at the bubble point pressure
c. at 4300 psi and 620�R

Parameter Value

Pb, psi 3000
API 35
md, measured, cp 2.58
mb, measured, cp 0.54
Rs, SCF/STB 793

1.8 The gas composition for a gas reservoir is presented in the following
table. Calculate the gas compressibility factor (Z) for 700�R and
2600 psi using the Abou-Kassem and Dranchuk method, and then
determine the gas density.

Component Mole

C1 0.9246
C2 0.0318
C3 0.0101
i-C4 0.0028
n-C4 0.0024
n-C5 0.0013
n-C6 0.0014
N2 0.0013
CO2 0.0051
H2S 0.0192
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1.9 Estimate the viscosity for the gas given in the previous example at the
specified condition by applying the Carr et al. and Lee et al. methods.

1.10 Calculate the interfacial tension of an oil mixture with the following
equilibrium composition:

MWC7þ ¼ 200

rL ¼ 48lb
�
ft3

rg ¼ 15lb
�
ft3

Component Liquid Composition Component Gas Composition

C1 0.354 C1 0.802
C2 0.071 C2 0.091
C3 0.052 C3 0.041
i-C4 0.009 i-C4 0.006
n-C4 0.024 n-C4 0.013
i-C5 0.011 i-C5 0.004
n-C5 0.014 n-C5 0.004
n-C6 0.019 n-C6 0.005
C7þ 0.446 C7þ 0.034
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CHAPTER TWO

Equations of State
M. Mesbah1, A. Bahadori2,3
1Sharif University of Technology, Tehran, Iran
2Southern Cross University, Lismore, NSW, Australia
3Australian Oil and Gas Services Pty Ltd, Lismore, NSW, Australia

2.1 INTRODUCTION

An equation of state (EOS) simply refers to any relation that describes
the relationship between various macroscopically measurable properties of a
system. Usually, the interconnection between pressure, volume, and tem-
perature can be described by an EOS. Although the EOSs have been devel-
oped for pure components, they can also be applied for mixtures by
employing some mixing rules. The calculation of properties and the phase
condition of hydrocarbon mixture are some applications of the EOSs in
the oil and gas industry.

The Van der Waals EOS, which is the simplest cubic EOS, originated in
1873. Van der Waals improved the ideal gas equation by introducing the
repulsive and attractive intermolecular interactions. This EOS is the first
EOS capable of representing vaporeliquid coexistence. Many authors
revised and modified the Van der Waals EOS (Redlich and Kwong,
1949; Soave, 1972, 1993; Peng and Robinson, 1976; Boston and Mathias,
1980; Harmens and Knapp, 1980; Mathias, 1983; Mathias and Copeman,
1983; Stryjek and Vera, 1986a,b,c, Yu and Lu, 1987; Carrier et al., 1988;
Androulakis et al., 1989; Twu et al., 1991; 1995a,b; Gasem et al., 2001;
Farrokh-Niae et al., 2008; Haghtalab et al., 2011; Forero and Vel�asquez,
2013). These equations are usually called cubic EOSs. Liquid density predic-
tion, for saturated liquid and compressed liquid by two constant EOSs, such
as Van der Waals EOS, RedlicheKwong EOS, SoaveeRedlicheKwong
EOS, and PengeRobinson EOS, is poor. However, the predicted liquid
density by cubic EOS can be corrected by using a volume-translation
parameter. Noncubic equations [such as BenedicteWebbeRubin (BWR)
(Bendict et al., 1940) EOS and its modifications] are more suitable for
liquid-density prediction and phase-behavior calculation. However, this
advantage is followed by a disadvantage. Noncubic equations have many
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more adjustable constants than cubic EOSs, which require more computa-
tional time for phase-equilibrium calculation.

Cubic EOS, noncubic EOS, and mixing rules will be discussed in this
chapter.

2.2 CUBIC EQUATION OF STATE (EOS)

The EOS that is cubic with respect to volume, like the Van der Waals
EOS, is usually called a cubic EOS. These EOSs generally are modifications
of the Van der Waals EOS. The repulsive term of most of these equations is
identical with the repulsive term in the Van der Waals EOS and the attrac-
tive term is modified. The most commonly used cubic EOS is reviewed in
this section.

The simplest cubic EOS is the Van der Waals EOS that originated in
1873. Van der Waals EOS is composed of contributions of repulsive and
attractive terms. The Van der Waals EOS is given by:�

P þ a
V 2

�
ðV � bÞ ¼ RT (2.1)

in which a and b are the constants and have different values for each
component, but are independent of temperature and pressure. If a and b are
set to zero, Eq. (2.1) reduces to an ideal gas EOS. Eq. (2.1) is usually written as:

P ¼ RT
V � b

� a
V 2 (2.2)

To find the molar volume from pressure and temperature, this equation
may be rearranged in the following form:

V 3 �
�
bþ RT

P

�
V 2 þ

�a
P

�
V � ab

P
¼ 0 (2.3)

Eq. (2.3) is a cubic equation in terms of volume. For this reason, the Van
der Waals EOS (and its modifications) is called a cubic EOS. The terms a

V 2

and b in Eq. (2.1) are the attractive and repulsive terms, respectively. The
constants a and b in Eq. (2.1) have physical meaning. The term a

V 2 corrects
the pressure due to forces of attraction between molecules; in other words,
the amount of pressure exerted by an ideal gas minus a

V 2 is equal to the
amount of pressure exerted by a Van der Waals gas. If the pressure ap-
proaches infinity, the molar volume equals b. Therefore, the b parameter
can be considered as the volume of 1 mol of hard-sphere volume and is
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usually called covolume. Covolume is always less than V, and (V-b) is a pos-
itive term that represents the free space between molecules.

Example 2.1
Determine a and b parameters in Eq. (2.1) in terms of critical temperature and
critical pressure. Note that, at the critical point of a pure component, the first
and second derivatives of pressure with respect to pressure at constant temper-
ature are zero. �

vP
vV

�
Pc;Vc;Tc

¼
�
v2P
vV2

�
Pc;Vc;Tc

¼ 0

It means the critical isotherm shows a horizontal inflection at the critical
point.

Solution
The first and second derivatives of pressure with respect to pressure at constant
temperature are calculated from Eq. (2.2).�

vP
vV

�
T
¼ � RT

ðV � bÞ2 þ
2a
V3

�
v2P
vV2

�
T
¼ 2RT

ðV � bÞ3 �
6a
V4

At the critical point we have:�
vP
vV

�
Tc

¼ � RTc
ðVc � bÞ2 þ

2a
V3
c
¼ 0

�
v2P
vV2

�
Tc

¼ 2RTc
ðVc � bÞ3 �

6a
V4
c
¼ 0

From the last two equations we have:

b ¼ Vc
3

a ¼ 9
8
TcVc

At the critical point, the volume is equal to the critical volume. This can
be written in the following form:

V � Vc ¼ 0 or ðV � VcÞ3 ¼ 0
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Expansion of this equation gives:

ðV � VcÞ3 ¼ V 3 � 3VcV
2 þ 3V 2

c V � V 3
c ¼ 0

Comparing this equation with Eq. (2.3) at Tc and Pc, we can write:

�
�
bþ RTc

Pc

�
¼ �3Vc Coefficients of V 2

a
Pc

¼ 3V 2
c Coefficients of V

� ab
Pc

¼ �V 3
c Coefficients of V 0

hence, a and b can be determined as follows:

�ab
Pc
a
Pc

¼ �V 3
c

3V 2
c
/ b ¼ Vc

3
������������!�
�
bþRTc

Pc

�
¼�3Vc

b ¼ RTc

8Pc

a ¼ 9
8
TcVc ��������!b¼RTc

8Pc
;b¼Vc

3
a ¼ 27R2T 2

c

64Pc

Eq. (2.3) may be written in terms of compressibility factor:

Z3 � ð1þ BÞZ2 þ AZ � AB ¼ 0 (2.4)

in which dimensionless parameters A and B are defined as follows.
Eqs. (2.3) and (2.4) give three roots for molar volume or compressibility

factor at subcritical temperature (at pressure P1) as shown in Fig. 2.1. The
biggest root for volume (V1) or compressibility factor corresponds to satu-
rated vapor, the smallest root for volume (V2) or compressibility factor cor-
responds to saturated liquid, and the intermediate root does

A ¼ aP

ðRTÞ2 (2.5)

B ¼ bP
RT

(2.6)

not have physical meanings. At this point, the value of
�
vP
vV

�
T
is positive, that is,

not physically possible for a pure component. For a pure component, as the

pressure increases the molar volume decreases. Therefore,
�
vP
vV

�
T

has to be
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Figure 2.1 Predicted pressureevolume behavior of a pure component at subcritical,
critical, and supercritical temperatures by Van der Waals-type equation of state (EOS).

negative. Note that at pointsV1 andV3,
�
vP
vV

�
T
is negative. For a liquid phase for

a very large pressure, molar volume change is very small. In other words,
�
vP
vV

�
T

is relatively high for a liquid phase (which is seen in left-hand side of curve I).
At supercritical temperature, equations give one real root (acceptable root)

and two complex roots (not acceptable roots). It should be checked whether
the value of the root is near b or RT/P. If the value of root is near b,
then the phase is compressed liquid, and if the value of root is near RT/P,
then the phase is gas or superheated vapor. At critical temperature, all three
roots are equal to critical volume.

Example 2.2
Determine the critical compressibility factor by Van der Waals EOS.

Solution
From previous example, we have:

b ¼ RTc
8Pc

b ¼ Vc
3

(Continued)
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Equating these two equations,

Vc
3
¼ RTc

8Pc
/

PcVc
RTc

¼ 3
8
����!Zc¼PcVc

RTc Zc ¼ 3
8
¼ 0:375

So the Van der Waals EOS gives a constant value for all components,
whereas very few components such as quantum gas have a critical compress-
ibility factor greater than 0.30 (for most real gas, critical compressibility factor
ranges from 0.22 to 0.30).

The a and b parameters in Van der Waal EOS use a boundary condition
(as seen in Example 2.1). As mentioned before, this equation cannot accu-
rately predict the behavior of dense fluids. Several modifications have been
done to improve the capability of the equation by modifying the attractive
and repulsive terms. In modified-version equations, the boundary condi-
tions are also satisfied. In addition, experimental data on pure fluids have
been used in the determination of parameters of EOS. Therefore, these
equations are semiempirical EOSs.

Example 2.3
Estimate the vapor molar volume and compressibility factor of normal octane at
552.65K and 1.99 MPa from Van der Waals EOS. The experimental value of vapor
molar volume at this condition is 0.001216 m3/mol (Riazi, 2005).

Solution
The critical temperature and critical pressure of normal octane are 568.7K and
2.49 MPa, respectively (Danesh, 1998). The a and b parameters are determined
using the results of Example 2.1.

a ¼ 27R2T2c
64Pc

¼ 27ð8:314Þ2ð568:7Þ2
64ð2:49� 106Þ ¼ 3:7877 Pa

�
m3	mol

�2
b ¼ RTc

8Pc
¼ 8:314ð568:7Þ

8ð2:49� 106Þ ¼ 2:3736� 10�4 �m3	mol
�

The dimensionless parameter is calculated by Eqs. (2.5) and (2.6) as follows.

A ¼ 0:3570; B ¼ 0:1028

Substituting the A and B values in Eq. (2.4) results in the following cubic
equation:

Z3 � 1:1028Z2 þ 0:3570Z � 0:0367 ¼ 0
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Solving the previous equation gives two complex roots and one real root
equal to 0.6263. Hence, the molar volume is:

V ¼ ZRT
P

¼ 0:6263� 8:314� 552:65
1:99� 106

¼ 0:001446
�
m3	mol

�
which is near to RT/P (RT/P¼ 0.002308 m3/mol, b ¼ 2.3736E�4 m3/mol) and corre-
spond to vapor phase.

Redlich and Kwong (1949) modified the attractive term of Van der
Waals EOS. They proposed temperature dependencies of attractive term
as follows:

P ¼ RT
V � b

� aca
V ðV þ bÞ (2.7)

in which

a ¼ T�0:5
r (2.8)

Tr is the reduced temperature and defined as the ratio of temperature to
critical temperature.

The repulsive term in RedlicheKwong (RK) EOS is identical to the
Van der Waals EOS. The form of expressions that described the parameters
are similar to Van der Waals EOS, but with a different coefficient.

Eqs. (2.9) and (2.10) describe ac and b parameters.

ac ¼ 0:42747
R2T 2

c

Pc
(2.9)

b ¼ 0:08664
RTc

Pc
(2.10)

Zudkevitch and Joffe (Zudkevitch and Joffe, 1970) and Joffe et al. (Joffe et
al., 1970) assume the coefficients in Eqs. (2.9) and (2.10) are temperature
dependent. The coefficients are obtained for each pure component by match-
ing the calculated liquid density and vapor pressure by experimental values
with the help of a generalized fugacity correlation for saturated vapor.

Soave (1972) proposed a more general form of temperature-dependent
term in the attractive term in RK EOS, T�0:5

r .

a ¼ 
1þ k
�
1� T 0:5

r

��2
(2.11)

Equations of State 71



Soave correlated k against acentric factor by equating the fugacities of
saturated liquid and vapor phase at reduced temperature equal to 0.7.

k ¼ 0:480þ 1:574u� 0:176u2 (2.12)

where u is the acentric factor. Soave calculated the vapor pressure of several
pure components and binary mixture system with SoaveeRedlicheKwong
(SRK) EOS, and compared with the experimental data SRK EOS showed
superior results compared to the RK EOS.

Later in 1993, Soave et al. proposed that dividing the value of k deter-
mined by Eq. (2.12) by 1.18 can improve the accuracy of results.

The SRK and RK equations in terms of the compressibility factor are
given by Eq. (2.13).

Z3 � Z2 þ �A� B� B2�Z � AB ¼ 0 (2.13)

The dimensionless parameters A and B are given by Eqs. (2.5) and (2.6).
SRK EOS is well capable to predict the vaporeliquid equilibrium but does
not gives reliable results for liquid density.

Peng and Robinson (1976) developed a new EOSmainly to improve the
liquid density in comparison with SRK EOS.

P ¼ RT
V � b

� aca
V ðV þ bÞ þ bðV � bÞ (2.14)

in which:

ac ¼ 0:457235
R2T 2

c

Pc
(2.15)

b ¼ 0:077796
RTc

Pc
(2.16)

They used a similar form function for a that has been suggested by
Soave, Eq. (2.11). Peng and Robinson correlated k against acentric factor
by equating the fugacities of saturated liquid and vapor phases, at tempera-
ture ranges from normal boiling point temperature to critical temperature.

k ¼ 0:37464þ 1:54226u� 0:26992u2 (2.17)

PengeRobinson (PR) EOS in terms of compressibility factor takes the
following form:

Z3 � ð1� BÞZ2 þ �A� 2B� 3B2�Z � �AB� B2 � B3� ¼ 0 (2.18)

in which dimensionless parameters A and B are defined similar to previous
EOSs.
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Example 2.4
JouleeThomson coefficient is an important property of a given gas. This coeffi-
cient is important from two standpoints, intermolecular interaction and liquefac-
tion of gases. JouleeThomson coefficient is defined as the change in gas
temperature due to change in pressure at constant enthalpy (i.e., there is no
heat transfer to or from the gas and no external work is done).

mJ�T ¼
�
vT
vP

�
H

in which H is the enthalpy. The JouleeThomson coefficient for an ideal gas is
always equal to zero. For real gases, there is a temperature at which the
JouleeThomson coefficient changes sign (or JouleeThomson coefficient equal
to zero), this temperature is called inversion temperature. Below the inversion
temperature, the JouleeThomson coefficient is positive and gas cools due to
expansion process, and for temperature above the inversion temperature the
JouleeThomson coefficient is negative and gas warms due to expansion.
Determine the JouleeThomson coefficient for a gas that obeys the Van der
Waals EOS.

Solution
Consider that enthalpy is a function of temperature and pressure, H ¼ H(P,T).
Then the total differential of H is defined as:

dH ¼
�
vH
vP

�
T
dP þ

�
vH
vT

�
P
dT (a)

In Eq. (a),

�
vH
vT

�
P
is the heat capacity at constant pressure. Hence:

dH ¼
�
vH
vP

�
T
dP þ CPdT (b)

At constant enthalpy, dH ¼ 0 and we have:

mJ�T ¼
�
vT
vP

�
H
¼ �

�
vH
vP

�
T

�
CP (c)

From fundamental property relation, total differential of enthalpy is defined as:

dH ¼ VdP þ TdS (d)

in which S is the entropy. Taking derivative from both sides of Eq. (d) with respect
to P at constant T: �

vH
vP

�
T
¼ V þ T

�
vS
vP

�
T

(e)

(Continued)
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From Maxwell’s equation,

�
vS
vP

�
T
¼ �

�
vV
vT

�
P
. Hence, Eq. (e) can be written as

follows: �
vH
vP

�
T
¼ V � T

�
vV
vT

�
P

(f)

Substituting Eq. (f) in Eq. (c) results in

mJ�T ¼

"
T

�
vV
vT

�
P
� V

#
CP

(g)

Evaluate the

�
vT
vV

�
P
(note that

�
vV
vT

�
P
¼ 1
	�

vT
vV

�
P
) by taking derivative from

Eq. (2.2).

0 ¼ R
ðV � bÞ

�
vT
vV

�
P
� RT

ðV � bÞ2 þ 2
a
V3 (h)

Rearranging Eq. (h) gives:

�
vV
vT

�
P
¼

R
ðV � bÞ
RT

ðV � bÞ2 � 2
a
V3

(i)

Finally, substituting Eq. (i) in Eq. (g) gives the JouleeThomson coefficient as
follows:

mJ�T ¼

26664
RT

ðV � bÞ
RT

ðV � bÞ2 � 2 a
V3

� V

37775
CP

(j)

Example 2.5
Pressureevolume data for water at temperature 448.15K is reported in the
following table.
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P (Pa) Vmass (m
3/g)

325,000 0.000622
350,000 0.000577
375,000 0.000537
400,000 0.000503
425,000 0.000472
450,000 0.000445
475,000 0.000421
500,000 0.000399
525,000 0.000380
550,000 0.000362
575,000 0.000345
600,000 0.000330
625,000 0.000316
650,000 0.000304
675,000 0.000292
700,000 0.000281
725,000 0.000270

Estimate the molecular weight of water. The experimental value is 18.

Solution
In the limit of zero pressure, all gases are ideal and obey the following relation.

PV ¼ RT

in which V is the molar volume and related to Vmass by the following equation.

V ¼ Vmass �MW

Vmass is equal to the inverse of density; hence, we can write:

MW ¼ RT
�r
P

�
P¼0

The best value for molecular weight is calculated from an extrapolation of
r/P versus P to zero pressure. In other words, the intercept of line r/P versus P
is MW/RT. Determine the r/P at each pressure.

(Continued)P (Pa) Vmass (m
3/g) r (g/m3) r/P (g/(m3 Pa))

325,000 0.000622 1606.658 0.0049436
350,000 0.000577 1733.403 0.0049526
375,000 0.000537 1860.604 0.0049616
400,000 0.000503 1988.348 0.0049709
425,000 0.000472 2116.536 0.0049801
450,000 0.000445 2245.274 0.0049895
475,000 0.000421 2374.507 0.0049990
500,000 0.000399 2504.32 0.0050086
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Using least-squares method to fit a straight line gives:

r

P
¼ �4� 10�10�P þ 0:0048

From the previous equation
�
r
P

�
P¼0

equals 0.0048 and the molecular weight
is calculated as follows:

MW ¼ 8:314� 448:15� 0:0048 ¼ 17:88

That is near to the experimental value.

Example 2.6
The value of the compressibility factor is a description of intermolecular forces.
When the compressibility factor is less than 1, attractive intermolecular forces
dominate, and when the compressibility factor is greater than 1, repulsive inter-
molecular forces dominate. The temperature at which the gas behaves ideally
and the attractive intermolecular forces are equal to repulsive intermolecular
forces is called the Boyle temperature. Below the Boyle temperature, the gas is
less compressible than an ideal gas, and above the Boyle temperature, the gas
is more compressible than ideal gas.

Boyle temperature is formally defied as:

limV/N

�
vZ

vð1=VÞ
�
T
¼ 0 at TBoyle

Determine the Boyle temperature for a gas that obeys the Van der Waals EOS.

dcont'd

P (Pa) Vmass (m
3/g) r (g/m3) r/P (g/(m3 Pa))

525,000 0.000380 2634.63 0.0050183
550,000 0.000362 2765.487 0.0050282
575,000 0.000345 2896.871 0.0050380
600,000 0.000330 3028.835 0.0050481
625,000 0.000316 3161.456 0.0050583
650,000 0.000304 3294.567 0.0050686
675,000 0.000292 3428.297 0.0050790
700,000 0.000281 3562.649 0.0050895
725,000 0.000270 3697.541 0.0051001
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Solution
To calculate the Boyle temperature it is convenient to calculate the compress-
ibility factor in terms of pressure and molar volume.

Z ¼ PV
RT

¼

�
RT

V � b
� a
V2

�
V

RT
¼ V

V � b
� a
VRT

vZ
vð1=VÞ can be rewritten as follows:

vZ
vð1=VÞ ¼

�
vZ
vV

�
�
�

vV
vð1=VÞ

�
¼ �V2

�
vZ
vV

�
�vZ
vV

�
is calculated by taking the derivative from the compressibility factor rela-

tion with respect to volume.�
vZ
vV

�
¼ v

vV

�
V

V � b
� a
VRT

�
¼
 

�V

ðV � bÞ2 þ
1

V � b
þ a
V2RT

!

¼ �b

ðV � bÞ2 þ
a

V2RT

So the Boyle temperature is calculated with the following relation:

limV/N

"
�V2

 
�b

ðV � bÞ2 þ
a

V2RT

!#
¼ b� a

RT
¼ 0

Van der Waals, RK, SRK, and PR equations give a consistent critical
compressibility factor (0.375, 0.333, 0.333, and 0.307 respectively), whereas
the critical compressibility factor of components ranges from 0.24 to 0.30
as mentioned earlier. Previous EOSs used critical temperature and critical
pressure as input data.

In 1980, Schmidt and Wenzel introduced a Van der Waals-type cubic
EOS which uses three input data sets of critical temperature, critical pressure,
and acentric factor. This EOS yields a substance-dependent critical
compressibility factor. The repulsive term in the SchmidteWenzel EOS is
similar to Van der Waals EOS and the denominator of attraction term in
the original Van der Waals EOS was replaced with a more general
second-order polynomial in terms of volume. SchmidteWenzel EOS is
expressed in the following form:

P ¼ RT
V � b

� aca
V 2 þ ð1þ 3uÞbV � 3ub2

(2.19)
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in which a is a function of temperature and b is temperature independent.
PR and SRK equations can be considered as a general form of Schmidte
Wenzel EOS. If the acentric factor in Eq. (2.19) substituted by values zero
and 1/3, SchmidteWenzel EOS reduces to PR and SRK equations,
respectively.

The ac and b parameters in SchmidteWenzel EOS determine by Eqs.
(2.20) and (2.21), respectively (these equation obtained by apply the condi-

tion at critical point,

�
vP
vV

�
Pc;Vc;Tc

¼
�

v2P
vV 2

�
Pc;Vc;Tc

¼ 0.

ac ¼ Uac
R2T 2

c

Pc
(2.20)

b ¼ Ub
RTc

Pc
(2.21)

in which:

Uac ¼ ½1� cð1� qÞ�3 (2.22)

Ub ¼ cq (2.23)

in which c represents the critical compressibility factor, as predicted by
Eq. (2.19). The q parameter related to c by Eq. (2.24).

c ¼ 1
½3ð1þ quÞ� (2.24)

Parameter q is defined as b over critical volume and is the solution of the
following equation:

ð6uþ 1Þq3 þ 3q2 þ 3q� 1 ¼ 0 (2.25)

If Eq. (2.25) gives more than one root, the smallest positive root is q. The
approximate value of q is given by Eq. (2.26).

This approximation uses an initial guess to solve Eq. (2.25).
The form of a in the SchmidteWenzel EOS is the same as that proposed

by Soave, Eq. (2.11).

q ¼ 0:25989� 0:0217uþ 0:00375u2 (2.26)

however, here, k is a function of acentric factor and reduced temperature.
Eqs. (2.27) through (2.31) represent k function for different ranges of
acentric factor (Danesh, 1998).

k h k1 ¼ k0 þ 0:01429ð5Tr � 3k0 � 1Þ2 for u � 0:4 (2.27)
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k h k2 ¼ k0 þ 0:71ðTr � 0:779Þ2 for u � 0:55 (2.28)

k h k1


0:55� u

0:15

�
þ k2


u� 0:4
0:5

�
for 0:4 < u < 0:55 (2.29)

in which:

k0 ¼ 0:465þ 1:347u� 0:528u2 for u � 0:3671 (2.30)

k0 ¼ 0:5361þ 0:9593u for u > 0:3671 (2.31)

and for supercritical compounds:

a ¼ 1� ð0:4774þ 1:328uÞln Tr (2.32)

Example 2.7
Estimate the vapor and liquid molar volume of normal octane at 552.65K and
1.99 MPa from the SchmidteWenzel EOS. The experimental value of vapor
and liquid molar volume at this condition is 0.001216 m3/mol and
0.000304 m3/mol, respectively (Riazi, 2005).

Solution
The critical temperature, critical pressure, and acentric factor of normal octane
are 568.7K, 2.49 MPa, and 0.3996 respectively (Danesh, 1998). To calculate ac
and b parameters, we need to know the values of c and q. The acentric factor
is less than 0.3671; hence, k0 can be calculated from Eq. (2.31).

k0 ¼ 0:5361þ 0:9593ð0:3996Þ ¼ 0:9194

The reduced temperature equal to Tr ¼ 552.65/568.7 ¼ 0.9718. k and a can
be determined using Eqs. (2.27) and (2.11):

k ¼ 0:9194þ 0:01429½5ð0:9718Þ � 3ð0:9194Þ � 1�2 ¼ 0:9367

a ¼ 
1þ 0:9367
�
1� 0:97180:5

��2 ¼ 1:0268

Solution of Eq. (2.25) gives one real root, 0.2518, and two complex roots,
�0.5674 � 0.9202i, therefore, q is equal to 0.2518 and c is determined from
Eq. (2.24).

c ¼ 1
½3ð1þ ð0:2518� 0:3996ÞÞ� ¼ 0:3029

(Continued)

Equations of State 79



Coefficients Uac and Ub are determined by Eqs. (2.22) and (2.23),
respectively.

Uac ¼ ½1� 0:3029ð1� 0:2518Þ�3 ¼ 0:4626

Ub ¼ 0:3029� 0:2518 ¼ 0:0763

Hence, parameters ac and b are 4.1535 Pa (m3/mol)2 and 1.4482Ee04 m3/mol,
respectively [calculated from Eqs. (2.20) and (2.21)]. Substituting pressure, temper-
ature, a, acentric factor, and parameters ac and b in Eq. (2.19) gives the following
equation in terms of volume:�

1:99� 106
�� 8:314� 552:65

V � 1:4482� 10�4

þ 4:1535� 1:0268
V2 þ 1:4482� 10�4ð2:1988ÞV � 2:5143� 10�8 ¼ 0

Solving this equation gives three roots, 0.000348, 0.000604, and 0.001183.
The smallest root corresponds to the liquid phase, the largest root corresponds
to the vapor phase, and the intermediate root does not have physical meaning.
Therefore: V liquid ¼ 0.000348 m3/mol and V vapor ¼ 0.001183.

Patel and Teja (1982) presented an extension of the works of Soave, of
Peng and Robinson, and of Schmidt and Wenzel. The PateleTeja EOS
also uses three input data sets of critical temperature, critical pressure,
and acentric factor as in the SchmidteWenzel EOS. The PateleTeja
EOS gives a substance-dependent critical compressibility factor; in addi-
tion, this EOS can be applied for polar fluids such as alcohols, water, and
ammonia (Patel and Teja, 1982). The EOS presented by Patel and Teja
has the following form:

P ¼ RT
V � b

� aca
V ðV þ bÞ þ cðV � bÞ (2.33)

Similar to previous equations, the repulsive term is identical to the repul-
sive term in the Van der Waals EOS. The denominator of the attraction
term in the original Van der Waals EOS is replaced by a new second-
order polynomial.

The c parameter in Eq. (2.33) is defined as:

c ¼ Uc
RTc

Pc
(2.34)
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in which

Uc ¼ 1� 3c (2.35)

c is the adjusted critical compressibility factor and is calculated by match-
ing liquid density. It was correlated with the acentric factor for nonpolar
substances by Eq. (2.36).

c ¼ 0:329032� 0:076799uþ 0:0211947u2 (2.36)

The values of c for water, ammonia, methanol, and ethanol are 0.269,
0.282, 0.272, and 0.300 respectively.

Note that the prediction of the critical compressibility factor (which in
SchmidteWenzel and PateleTeja equations was denoted byc) is not a
significant indicator of overall performance of any equation (Leland and
Chappelear, 1968). For this reason, Schmidt and Wenzel and Patel and
Teja assume that the critical compressibility factor is an empirical parameter
instead of a value equal to the experimental value.

The parameters ac and b are defined similar to the SchmidteWenzel
EOS by Eqs. (2.20) and (2.21) respectively, with different values for Uac

and Ub which are determined by applying the condition at critical point

(i.e.,

�
vP
vV

�
Pc;Vc;Tc

¼
�

v2P
vV 2

�
Pc;Vc;Tc

¼ 0). Ub is the smallest positive root

of Eq. (2.37).

U3
b þ ð2� 3cÞU2

b þ 3c2Ub � c3 ¼ 0 (2.37)

The initial guess for solving Eq. (2.37) is chosen from Eq. (2.38).

Ub ¼ 0:32429c� 0:022005 (2.38)

Uac is determined in terms of Ub and c by Eq. (2.39).

Uac ¼ 3c2 þ 3ð1� 2cÞUb þ U2
b þ ð1� 3cÞ (2.39)

The form of a in the PateleTeja EOS is also the same as proposed by
Soave, Eq. (2.11). k correlated with the acentric factor for nonpolar sub-
stances by Eq. (2.40).

k ¼ 0:452413þ 1:30982u� 0:295937u2 (2.40)

The values of k for water, ammonia, methanol, and ethanol are
0.689803, 0.627090, 0.704657, and 1.230395 respectively.

If the values of 0.307 and 0.333 are substituted for c, PateleTeja EOS
reduces to PR and SRK equations, respectively.
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Example 2.8
Repeat Example 2.7 by PateleTeja EOS.

Solution
c is calculated by Eq. (2.36) as follows:

c ¼ 0:329032� 0:076799ð0:3996Þ þ 0:0211947ð0:3996Þ2 ¼ 0:3017

Substitute the c value in Eq. (2.37). Solving Eq. (2.37) gives one real root,
0.0759, and two complex roots �0.5853 � 0.1390i. Hence, the Ub parameter is
equal to 0.0759. Substituting the values 0.3017 and 0.0759 for c and Ub, respec-
tively, in Eq. (2.39) gives 0.4640 forUac value. The values of k can be calculated by
substituting 0.3996 for the acentric value in Eq. (2.40), 0.9286. Hence, a is equal to
1.0266.

The a, b, and c parameters can be calculated as follows:

ac ¼ 0:4640
ð8:314� 568:7Þ2

2490000
¼ 4:1656 Pa

�
m3	mol

�2
b ¼ 0:0759

8:314� 568:7
2490000

¼ 1:4410� 10�4�m3	mol
�

c ¼ ½1� ð3� 0:3017Þ� 8:314� 568:7
2490000

¼ 1:8005� 10�4�m3	mol
�

Solving the following equation gives three roots 0.000346, 0.000602, and
0.001181.�

1:99� 106
�� 8:314� 552:65

V � 1:4410� 10�4

þ 4:1656� 1:0266
VðV þ 1:4410� 10�4Þ þ 1:8005� 10�4ðV � 1:4410� 10�4Þ ¼ 0

The smallest root corresponds to the liquid phase, the largest root
corresponds to the vapor phase, and the intermediate root does not
have physical meaning. Therefore: V liquid ¼ 0.000346 m3/mol and V vapor ¼
0.001181 m3/mol.

Example 2.9
Consider two EOSs, (A) a first order in volume, and (B) a second order in volume.
Is it possible either equation (A) or (B) predicts the liquefaction of a gas? Is it
possible either equation (A) or (B) predicts the critical temperature?

Solution
The maximum temperature at which a gas can be liquefied by increasing
the pressure is known as critical temperature. In other words, the gas with a
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temperature greater than critical temperature cannot be liquefied by increasing
pressure. Below the critical temperature, the liquid and vapor phases coexist in
equilibrium. It means at the same temperature and pressure two molar volumes
exist. In fact, a reliable EOS should predict two molar volumes (two real roots) at
some temperature and pressure. On the other hand, as the temperature
increases above the critical temperature, there is only one phase. It means a reli-
able EOS should predict one molar volume (one real root).

Consider the polynomial P with degree n with the real coefficients. The
polynomial P gives n roots. These roots may be real or complex. Based on the
complex conjugate root theorem, the complex roots come in conjugate pairs
(i.e., if a þ bi is a zero of P, the a � bi is a zero of P) (McGuire and O’Farrell,
2002). In other words, any polynomial with even degree gives an even number
of roots and any polynomial with odd degree gives at least one real root (Jeffrey,
2005). Hence, a second-order EOS (B) never has just one real root (it has two real
roots or two complex conjugate roots) and cannot predict the critical tempera-
ture. The EOS (B) may predict the two-phase condition, because it may have two
real roots in some situation, but it cannot predict the liquefaction process. The
EOS (A) cannot predict critical temperature, liquefaction process, or two-phase
coexistence.

2.3 NONCUBIC EOS

One of the well-known noncubic EOSs is the virial equation. The
virial EOS is based on theories of statistical mechanics (Mason and Spurling,
1969). The original version of virial EOS was presented by Onnes in 1901
and it may be written in a power series of molar density (pressure explicit) or
pressure (volume explicit) as follows:

Z ¼ 1þ B
V

þ C

V 2 þ
D

V 3 þ.�
Z ¼ 1þ BrM þ Cr2M þDr3M þ.

� (2.41)

Z ¼ 1þ B0P þ C0P2 þD0P3 þ. (2.42)

in which Z is the compressibility factor, V is the molar volume, rM is the
molar density, P is the pressure and B, C, D,. are the second, third, fourth,
and so on, virial coefficients. The coefficient B corresponds to interaction
between two molecules, coefficient C corresponds to interaction between
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three molecules, and so on. For a given substance, the virial coefficients
depend only on the temperature.

The virial series expansion, in theory, is an infinite series, but in practice,
terms above the third virial coefficients are rarely used. More data is available
for the second virial coefficient, but fewer data are available for the third
virial coefficient. Second virial coefficients for several gases at different tem-
peratures are reported in Table 2.1.

It is remarkable to note that the EOS of a real gas coincides with the EOS
of a perfect gas as the pressure approaches zero; however, it is not necessary
that all properties of real gas coincide with those of a perfect gas at this limit.
For example, the slope of a graph of compressibility factor against the pres-
sure (i.e., dZ/dP) for a perfect gas is always equal to zero (for a perfect gas,
Z ¼ PV/RT ¼ 1 at all pressures); however, for a real gas that obeys the virial
EOS according to Eq. (2.42), this can be written:

dZ
dP

¼ B0 þ C0P þ 2D0P þ. ����!as P/0 dZ
dP

¼ B0 ¼ B
RT

(2.43)

So the slope of a graph of compressibility factor against pressure for a real
gas that obeys the virial EOS is zero if the second virial coefficient (B or B0) is
equal to zero. The temperature at which second virial coefficient is equal to
zero known as Boyle temperature. The Boyle temperature for Ar, CH4, CO2,
H2, and N2 are 411.5K, 510K, 714.8K, 110K, and 327.2K respectively
(Atkins and De Paula, 2006).

Table 2.1 Second Virial Coefficient for Several Gases (Dymond and Smith, 1980;
Atkins and De Paula, 2006)
Temperature (K) 100 200 273 300 373 400 500 600

Air �167.3 �13.5 3.4 19
Ar �187 �21.7 �4.2 11.9
CH4 �105 �53.6 �42 �21.2 �15 �0.5 8.1
C2H6 �410 �182 �96 �52
C3H8 �382 �208 �124
CO2 �142 �122.7 �72.2 �29.8 �12.4
H2 �2 13.7 15.6
He 11.4 12 11.3 10.4
Kr �62.9 �28.7 1.7
N2 �160 �35.2 �10.5 �4.2 6.2 9 16.9 21.7
Ne �6 10.4 12.3 13.8
O2 �197.5 �22 �3.7 12.9
Xe �153.7 �81.7 �19.6

Values of second virial coefficient given in cm3/mol.
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Example 2.10
Convert the Van der Waals EOS to a virial EOS and obtain the second and third
virial coefficients in terms of parameters of the Van der Waals EOS.

Note that according to Taylor series for �1 < x < 1, it can be written
(Abramowitz and Stegun, 1966; Perry et al., 1997):

1
1� x

¼ 1þ x þ x2 þ x3 þ.

Solution
Multiplying both sides of Van der Waals EOS by V/RT gives:

PV
RT

¼ V
V � b

� a
RTV

Z ¼ V
V � b

� a
RTV

Dividing numerator and denominator of the first term on right-hand side of
the previous equation by V:

Z ¼ 1

1� b
V

� a
RTV

The (b/V) is less than 1. Hence, the expansion of 1

1�
b
V

is:

1

1� b
V

¼ 1þ b
V
þ
�
b
V

�2

þ.

Substituting the previous expression in “Z ¼ 1

1�
b
V

� a
RTV” gives:

Z ¼ 1þ b
V
þ
�
b
V

�2

þ.� a
RTV

¼ 1þ
�
b� a

RT

� 1
V
þ �b2� 1

V2 þ.

Comparing the previous equation with Eq. (2.41), the second and third
virial coefficients in terms of the parameters of the Van der Waals EOS are as
follows:

B ¼ b� a
RT

C ¼ b2
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Example 2.11
Estimate the Boyle temperature for methane using the Van der Waals EOS.

Solution
As mentioned earlier, at Boyle temperature the second virial coefficient is equal
to 0. According to Example 2.10, the second virial coefficient for a gas that obeys
Van der Waals EOS is:

B ¼ b� a
RT

Hence, Boyle temperature may be calculated as follows:

b� a
RTBoyle

¼ 0 / TBoyle ¼
a
bR

The critical temperature and critical pressure for methane are 190.56K and
4,599,000 Pa, respectively (Danesh, 1998). The a and b parameters are
0.2302 Pa(m3/mol)2 and 4.3061E�05 (m3/mol), respectively. Therefore, the Boyle
temperature is:

TBoyle ¼
0:2302

4:3061� 10�5 � 8:314
¼ 643:14

Many authors proposed correlations to estimate the second virial coeffi-
cient (McGlashan and Potter, 1962; McGlashan and Wormald, 1964;
Tsonopoulos, 1974; Schreiber and Pitzer, 1989; Prausnitz et al., 1998).
Prausnitz et al. (1998) reviewed a number of correlations for estimating
the second virial coefficient. McGlashan et al. (McGlashan and Potter,
1962; McGlashan and Wormald, 1964). proposed a correlation to estimate
second virial coefficient for normal alkanes and alpha olefin.

B
Vc

¼ 0:430� 0:886T�1
r � 0:694T�2

r � 0:0375ðn� 1ÞT�4:5
r for n � 8

(2.44)

in which Tr is the reduced temperature and n is the number of carbon atoms.
For example, the second virial coefficient for methane is obtained by
substituting n ¼ 1 in Eq. (2.44). The critical volume and critical temperature
for methane are 98.6 cm3/mol and 19.56K, respectively. Therefore, the
second virial coefficient relation for methane is:

B ¼ 98:6

"
0:430� 0:886

�
T

190:56

��1

� 0:694

�
T

190:56

��2
#

(2.45)
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Eq. (2.45) and the experimental value for second virial coefficient of
methane are plotted in Fig. 2.2. Good agreement exists between predicted
and experimental data.

Schreiber and Pitzer (1989) suggested Eq. (2.46) for estimation of second
virial coefficient:

BPc
RTcZc

¼ c1 þ c2T
�1
r þ c3T

�2
r þ c4T

�6
r (2.46)

in which Zc is the critical compressibility factor and estimated by
Zc ¼ 0.291 � 0.08u. The coefficients c1, c2, c3, and c4 related to acentric
factor by Eq. (2.47).

ci ¼ ci;0 þ uci;1 (2.47)

Coefficients ci,0 and ci,1 for nonpolar and slightly polar fluid are reported
in Table 2.2.

The coefficients reported in Table 2.2 are not valid for highly polar fluids
such as H2O, alcohols, and acids, and for quantum gases such as H2, He,
and Ne.
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Figure 2.2 Second virial coefficient for methane.

Table 2.2 Coefficients ci,0 and ci,1 for Eq. (2.47)
i ci,0 ci,1

1 0.442259 0.725650
2 �0.980970 0.218714
3 �0.611142 �1.249760
4 �0.00515624 �0.189187
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Tsonopoulos (1974) gives another correlation for prediction of second
virial coefficient.

BPc
RTc

¼ Bð0Þ þ uBð1Þ (2.48)

Bð0Þ ¼ A0 þ A1

Tr
þ A2

T 2
r
þ A3

T 3
r
þ A4

T 8
r

(2.49)

Bð1Þ ¼ A5 þ A6

T 2
r
þ A7

T 3
r
þ A8

T 8
r

(2.50)

The coefficients for Eqs. (2.49) and (2.50) are reported in Table 2.3.
The second virial coefficient is negative at low and moderate tempera-

ture and approaches a positive number as temperature approaches infinity
[as can be seen in Fig. 2.2 and from Eqs. (2.44), (2.46), and (2.48)].

As mentioned before, fewer data are available for third virial coefficient;
hence, the correlations for third virial coefficient are less accurate and devel-
oped based on fewer data. A generalized correlation for third virial coeffi-
cient has been proposed by Orbey and Vera (1983).

CP2
c

ðRTcÞ2
¼ Cð0Þ þ uCð1Þ (2.51)

Cð0Þ ¼ A0 þ A1

T 2:8
r

þ A2

T 10:5
r

(2.52)

Cð1Þ ¼ A3 þ A4

T 2:8
r

þ A5

T 3
r
þ A6

T 6
r
þ A7

T 10:5
r

(2.53)

Table 2.3 Coefficients Ai for Eqs. (2.47), (2.49), and
(2.50) (Tsonopoulos, 1974)
i Ai

0 0.1445
1 �0.330
2 �0.1385
3 �0.0121
4 �0.000607
5 0.0637
6 0.331
7 �0.423
8 �0.008
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The coefficients for Eqs. (2.49), (2.52), and (2.53) are reported in
Table 2.4.

Table 2.4 Coefficients Ai for Eqs. (2.52) and (2.53)
(Orbey and Vera, 1983)
i Ai

0 0.01407
1 0.02432
2 �0.00313
3 �0.02676
4 0.0177
5 0.040
6 �0.003
7 �0.00228

Example 2.12
Estimate the second virial coefficient for methane at temperature 200K, 273K,
300K, 373K, 400K, 500K, and 600K (a) by Eq. (2.48), (b) Eq. (2.46), and compare
with experimental value.

Solution
1. The critical temperature, critical pressure, and acentric factor for

methane are 190.56K, 4,599,000 Pa, and 0.0115, respectively (Danesh,
1998). At temperature 200K, the reduced temperature is equal to 1.050.
Parameters B(0) and B(1) determined by Eqs. (2.49) and (2.50) are as
follows:

Bð0Þ ¼ 0:1445� 0:330
1:050

� 0:1385
1:0502

� 0:0121
1:0503

� 0:000607
1:0508

¼ �0:3065

Bð1Þ ¼ 0:0637þ 0:331
1:0502

� 0:423
1:0503

� 0:008
1:0508

¼ �0:00713

Hence, the value of second virial coefficient is:

B ¼
�
Bð0Þ þ uBð1Þ

� RTc
Pc

¼ ½ �0:3065� ð0:0115� 0:0071Þ� 8:314� 190:56
4599000

¼ �1:0563� 10�4 m3	mol

B ¼ �105:63 cm3	mol

(Continued)
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The relative deviation is �105:63 � ð�105Þ
�105 � 100 ¼ 0:60%. The results for other

temperature are reported in the following table.

2. The critical compressibility factor is Zc ¼ 0.291� 0.08(0.0115)¼ 0.2901. The
values of coefficients c1, c2, c3, and c4 are 0.450604, �0.978455,
�0.625514, and �0.007332 [determined by Eq. (2.47)]. At temperature 200K,
the reduced temperature is equal to 1.050.

BPc
RTcZc

¼ 0:450604� 0:978455ð1:050Þ�1 � 0:625514ð1:050Þ�2

� 0:007332ð1:050Þ�6

¼ �1:0550

B ¼ �1:0550


8:314� 190:56� 0:2901

4599000

�
¼ �1:0543� 10�4 m3	mol

B ¼ �105:43 cm3	mol

The results for other temperatures are reported in the following table.

T
(K) Tr

B(0)

Eq.
(2.49)

B(1)

Eq.
(2.50)

B(0) D u

B(1)
B (m3/mol)
Eq. (2.48)

B
(cm3/
mol)

Bexp.
(cm3/
mol) RD%

200 1.050 �0.3065 �0.0071 �0.3066 �1.0563E�04 �105.63 �105 0.60

273 1.433 �0.1575 0.0807 �0.1566 �5.3930E�05 �53.93 �53.6 0.62

300 1.574 �0.1241 0.0886 �0.1231 �4.2405E�05 �42.41 �42 0.97

373 1.957 �0.0619 0.0937 �0.0608 �2.0938E�05 �20.94 �21.2 �1.23

400 2.099 �0.0455 0.0931 �0.0444 �1.5290E�05 �15.29 �15 1.94

500 2.624 �0.0021 0.0884 �0.0010 �3.5863E�07 �0.36 �0.5 �28.27

600 3.149 0.0253 0.0835 0.0263 9.0582E�06 9.06 8.1 11.83

T (K) Tr

c1Dc2TL1
r

Dc3T
L2
r Dc4T

L6
r

B
(m3/mol)
Eq. (2.48)

B
(cm3/mol)

Bexp.
(cm3/mol) RD%

200 1.050 �1.0550 �1.0543E�04 �105.43 �105 0.41
273 1.433 �0.5380 �5.3762E�05 �53.76 �53.6 0.30
300 1.574 �0.4238 �4.2348E�05 �42.35 �42 0.83
373 1.957 �0.2127 �2.1252E�05 �21.25 �21.2 0.24
400 2.099 �0.1576 �1.5747E�05 �15.75 �15 4.98
500 2.624 �0.0132 �1.3175E�06 �1.32 �0.5 163.51
600 3.149 0.0767 7.6690E�06 7.67 8.1 �5.32
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Example 2.13
The pressureevolume data for superheated steam at 250�C are reported in the
following table (Abbott et al., 2001).

P (Pa) Vmass (m
3/g)

200,000 1198.9
225,000 1064.7
250,000 957.41
275,000 869.61
300,000 796.44
1,350,000 169.96
1,400,000 163.55
1,450,000 157.57
1,500,000 151.99
1,550,000 146.77
1,600,000 141.87
1,650,000 137.27
1,700,000 132.94
1,750,000 128.85
1,800,000 124.99
1,850,000 121.33
1,900,000 117.87
1,950,000 114.58
2,000,000 111.45
2,100,000 105.64
2,200,000 100.35
2,300,000 95.513

Find the second and third virial coefficients (neglect the higher-order terms).
The reported values for second and third virial coefficients are �152.2 cm3/mol
and �5800 cm6/mol2 (Riazi, 2005).

Solution
The molar volume may be calculated by multiplying Vmass by 18 � 10�6. The
compressibility factor is equal to Z ¼ PV/RT in which R is 8.314 J mol�1 K�1.
Assuming f ¼ Z � 1, x ¼ 1/V and y ¼ 1/V2

(Continued)

P (Pa) Vmass (m
3/g) V (m3/mol) Z f x y

200,000 1198.9 0.02158 0.9923 �0.0077 46.3 2,147.3
225,000 1064.7 0.01916 0.9914 �0.0086 52.2 2,722.7
250,000 957.41 0.01723 0.9905 �0.0095 58.0 3,367.1
275,000 869.61 0.01565 0.9897 �0.0103 63.9 4,081.4
300,000 796.44 0.01434 0.9888 �0.0112 69.8 4,865.7
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Use the least squares method to find the regression coefficients B and C in
the following equation:

f ¼ Bx þ Cy

Note that the coefficients B and C are identical with B and C in Eq. (2.41). The
results of the least squares method are as follows:

f ¼ �0:0001533x � 4:259� 10�9y ��������!x¼1
V;y¼ 1

V2
; f¼Z�1

Z ¼ 1� 0:0001533
V

� 4:259� 10�9

V2

Correlation coefficient ¼ 0.999.
Hence, the second and third virial coefficients �153.3 cm3/mol and

�4259 cm6/mol2 are close to reported values.

dcont'd
P (Pa) Vmass (m

3/g) V (m3/mol) Z f x y

1,350,000 169.96 0.00306 0.9495 �0.0505 326.9 106,846.8
1,400,000 163.55 0.00294 0.9476 �0.0524 339.7 115,386.2
1,450,000 157.57 0.00284 0.9455 �0.0545 352.6 124,310.5
1,500,000 151.99 0.00274 0.9435 �0.0565 365.5 133,605.7
1,550,000 146.77 0.00264 0.9415 �0.0585 378.5 143,278.3
1,600,000 141.87 0.00255 0.9394 �0.0606 391.6 153,346.5
1,650,000 137.27 0.00247 0.9373 �0.0627 404.7 163,796.2
1,700,000 132.94 0.00239 0.9353 �0.0647 417.9 174,640.0
1,750,000 128.85 0.00232 0.9332 �0.0668 431.2 185,902.9
1,800,000 124.99 0.00225 0.9311 �0.0689 444.5 197,562.5
1,850,000 121.33 0.00218 0.9289 �0.0711 457.9 209,661.5
1,900,000 117.87 0.00212 0.9268 �0.0732 471.3 222,151.1
1,950,000 114.58 0.00206 0.9247 �0.0753 484.9 235,091.7
2,000,000 111.45 0.00201 0.9225 �0.0775 498.5 248,481.9
2,100,000 105.64 0.00190 0.9181 �0.0819 525.9 276,565.6
2,200,000 100.35 0.00181 0.9136 �0.0864 553.6 306,492.8
2,300,000 95.513 0.00172 0.9091 �0.0909 581.7 338,321.8

The best-known and mostly widely used noncubic EOSs are the
BenedicteWebbeRubin (BWR)-type EOS. The BWR EOS is an
empirical extension of virial EOS. The BWR EOS can be expressed
as follows (Benedict et al., 1940):

P ¼ RTrM þ �B0RT � A0 � C0T
�2�r2M þ ðbRT � aÞr6M

þ cT�2r3M
�
1þ gr2M

�
exp
��gr2M

� (2.54)
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in which rM is the molar density. The constants of Eq. (2.54) for several
substances are given in Table 2.5 (taken from Novak et al., 1972). Many
variations of BWR EOS have been proposed since the introduction of the
BWR EOS (Benedict et al., 1940; Starling, 1966, 1973; Nishiumi and
Saito, 1975; Nishiumi, 1980; Nishiumi et al., 1991; Soave, 1995; Wang
et al., 2001). The most widely used BWR-type EOS is the Benedicte
WebbeRubineStarling (BWRS) EOS, which has been introduced by
Starling (1973).

The BWRS EOS is given by Eq. (2.55).

P ¼ RTrM þ �B0RT � A0 � C0T
�2 þD0T

�3 � E0T
�4�r2M

þ �bRT � a� dT�1�r3M þ a
�
aþ dT�1�r6M

þ cT�2r3M
�
1þ gr2M

�
exp
��gr2M

�
(2.55)

in which rMc ¼ 1/Vc. The coefficients of Eq. (2.55) can be determined by
the following equations.

rMcB0 ¼ A1 þ A2u (2.56)

rMcA0

RTc
¼ A3 þ A4u (2.57)

rMcC0

RT 3
c

¼ A5 þ A6u (2.58)

rMcD0

RT 4
c

¼ A7 þ A8u (2.59)

rMcE0

RT 5
c

¼ A9 þ A10 expðA11uÞ (2.60)

r2Mcb ¼ A12 þ A13u (2.61)

r2Mca
RTc

¼ A14 þ A15u (2.62)

r2Mcd
RT 2

c
¼ A16 þ A17u (2.63)

r3Mca ¼ A18 þ A19u (2.64)
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Table 2.5 Values of Constants of BWR EOS, Taken From Novak et al. (1972)
Substance A0 B0 C0 a b

Hydrogena 9.73E�02 1.8041E�02 3.8914Eþ02 �9.2211E�03 1.7976E�04
Nitrogen 1.1925 0.0458 5.8891Eþ03 0.0149 1.98154E�03
Nitrogen 0.872086 2.81066E�02 7.81375Eþ03 3.12319E�02 3.2351E�03
Oxygen 1.4988 4.6524E�02 3.8617Eþ03 �4.0507E�02 �2.7963E�04
CO 1.34122 5.45425E�02 8.562Eþ03 3.665E�02 2.6316E�03
CO 1.03115 0.040 1.124Eþ04 3.665E�02 2.6316E�03
CO2 2.7374 4.9909E�02 4.35200E�02 1.3681E�01 7.2105E�03
CO2 2.51604 4.48842E�02 1.474405Eþ05 1.3688E�01 4.12381E�03
CO2

a 2.7634 4.5628E�02 1.1333Eþ05 5.1689E�02 3.0819E�03
SO2 7.08538 0.10896 4.43966Eþ05 6.87046E�02 1.93727E�03
SO2 2.12042 2.61817E�02 7.93840Eþ05 0.844680 1.46531E�02
N2O

a 3.0868 5.1953E�02 1.2725Eþ05 0.10946 3.7755E�03
H2S 3.10377 3.48471E�02 1.9721Eþ05 0.144984 4.42477E�03
NH3 3.78928 5.16461E�02 1.78567Eþ05 0.10354 7.19561E�03
Methane 1.8550 4.2600E�02 2.257Eþ04 0.0494 3.38004E�03
Methane 1.79894 4.54625E�02 3.18382Eþ04 0.04352 2.52033E�03
Ethane 4.15556 6.27724E�02 1.79592Eþ05 0.34516 1.1122E�02
Ethylene 3.33958 5.56833E�02 1.31140Eþ05 0.259 0.00860
Acetylene 1.5307 5.5851E�03 2.1586Eþ05 �0.10001 �3.7810E�05
Propane 6.87225 9.7313E�02 5.08256Eþ05 0.9477 0.0255
Propynea 5.10806 6.9779E�02 6.40624Eþ05 0.69714 1.4832E�02
Isobutane 10.23264 1.37544E�01 8.49943Eþ05 1.93763 4.24352E�02
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Butane 10.0847 1.24361E�01 9.9283Eþ05 1.88231 3.99983E�02
Isobutylene 8.95325 1.16025E�01 9.2728Eþ05 1.6927 3.48156E�02
Pentane 12.1794 0.156751 2.12121Eþ06 4.0748 6.6812E�02
Isopentane 12.7959 0.160053 1.74632Eþ06 3.7562 6.6812E�02
Neopentanea 14.9413 0.19534 1.07186Eþ06 2.72334 5.71607E�02
Neopentanea 7.06955 5.17798E�02 1.62085Eþ06 2.06202 4.62003E�02
Hexane 14.4373 1.77813E�01 3.31935Eþ06 7.11671 1.09131E�01
Heptane 17.5206 1.99005E�01 4.75574Eþ06 10.36475 1.51954E�01
Nonane �41.456199 �9.64946E�01 2.75136Eþ06 37.17914 6.04989E�01
Decane �19.38795 �9.46923E�01 3.43152Eþ06 59.87797 9.86288E�01

Substance c a g

Range of Validity

Pmax (atm)Temperature (�C) To dT

Hydrogena �2.4613Eþ02 �3.4215E�06 1.89E�03 (0)e(150) 2.5 2500
Nitrogen 5.48064Eþ02 2.91545E�04 7.5E�03 (�163)e(200) 1.25 600
Nitrogen 5.47364Eþ02 7.093E�05 4.5E�03 (�170)e(100) 2.0
Oxygen �2.0376Eþ02 8.641E�06 3.59E�03 (�110)e(125) 0.8
CO 1.04Eþ03 1.350E�04 0.006 (�140)e(�25)
CO 1.04Eþ03 1.350E�04 0.006 (�25)e(200)
CO2 1.49183Eþ04 8.4658E�05 5.393E�03 (10)e(150) 1000
CO2 1.49183Eþ04 8.4685E�05 5.253E�03 (150)e(250) 1000
CO2

a 7.0762Eþ03 1.1271E�04 4.94E�03 (0)e(275) 2.1 700
SO2 5.85038Eþ04 5.86479E�04 8.687E�03 (10)e(250) 2.0 700
SO2 1.13356Eþ05 7.1951E�05 5.923E�03 (10)e(250) 2.0 200
N2O

a 1.3794Eþ04 9.377E�05 5.301E�03 (�30)e(150) 2.0 200
H2S 1.87032Eþ04 7.0316E�05 4.555E�03 (5)e(170) 2.2 200
NH3 1.57536Eþ02 4.651890E�06 1.980E�02 (0)e(300) 1.5 700

(Continued)
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Table 2.5 Values of Constants of BWR EOS, Taken From Novak et al. (1972)dcont'd

Substance c a g

Range of Validity

Pmax (atm)Temperature (�C) To dT

Methane 2.454Eþ03 1.24359E�04 0.006 (�70)e(200) 1.8 400
Methane 3.5878Eþ03 3.30E�04 1.05E�02 (0)e(350) 1.8 400
Ethane 3.2726Eþ04 2.43389E�04 1.18E�02 (0)e(275) 1.6 300
Ethylene 2.112Eþ04 1.78E�04 9.23E�03 (0)e(200) 1.6 300
Acetylene 6.0162Eþ03 �5.549E�05 7.14E�03 (20)e(250) 1.6 150
Propane 1.29Eþ05 6.07175E�04 0.022 (100)e(275) 1.75
Propynea 1.09855Eþ05 2.73630E�04 1.245E�02 (50)e(200)
Isobutane 2.8601Eþ05 1.07408E�03 0.034 (100)e(240) 1.8
Butane 3.1640Eþ05 1.10132E�03 3.4E�02 (150)e(300) 1.8
Isobutylene 2.7492Eþ05 9.10889E�04 2.96E�02 (150)e(275) 1.8
Pentane 8.2417Eþ05 1.810E�03 4.75E�02 (140)e(280) 1.5 200
Isopentane 6.95Eþ05 1.70E�03 4.63E�02 (130)e(280) 1.5 200
Neopentanea 4.73969Eþ05 2.24898E�03 5.352E�02 (160)e(275) 2.1 250
Neopentanea 4.31017Eþ05 2.51254E�03 5.342E�02 (30)e(200) 1.7 70
Hexane 1.51276Eþ06 2.81086E�03 6.668E�02 (275)e(350) 1.8
Heptane 2.47Eþ06 4.35611E�03 9E�02 (275)e(350) 1.8
Nonane 2.516085Eþ00 3.230516E�03 1.223E�01 (40)e(250) 700
Decane 7.8223Eþ06 4.35394E�03 1.53E�01 (40)e(250) 700

P (atm), V (liters/mol), T (K), R ¼ 0.08206.
aConstants calculated with the aid of the standard program at the Department of Physical Chemistry, Institute of Chemical Technology, Prague, using literature data.
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r2Mcc
RT 3

c
¼ A20 þ A21u (2.65)

r2Mcg ¼ A22 þ A23u (2.66)

The generalized coefficients of Eqs. (2.56) through (2.66) are given in
Table 2.6.

The BWRS EOS is suitable for light hydrocarbons and reservoir fluids
(Riazi, 2005). The accuracy of predicted volumetric data from BWRS
EOS are better than cubic EOS; however, the BWRS EOS demands
high computational time and is not suitable when successive equilibrium
calculations are required.

Table 2.6 The Coefficients of Eqs. (2.56) Through
(2.66)
i Ai

1 0.443690
2 0.115449
3 1.28438
4 �0.920731
5 0.356306
6 1.70871
7 0.0307452
8 0.179433
9 0.006450
10 �0.022143
11 �3.8
12 0.528629
13 0.349261
14 0.484011
15 0.754130
16 0.07322828
17 0.463492
18 0.0705233
19 �0.044448
20 0.504087
21 1.32245
22 0.544979
23 �0.270896
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Example 2.14
Dieterici proposed a noncubic EOS in 1899. The Dieterici EOS is expressed as
follows:

P ¼ RT
V � b

exp

��a
RTV

�
The Dieterici EOS gives a more realistic critical compressibility factor

(Zc ¼ 0.2707) in comparison with other equations such as Van der Waals, RK,
SRK, and PR (Speakman and Partington, 1950; Glasstone, 1951; Hirschfelder
et al., 1954; Atkinz and Paula, 2006) and has been revisited by a number of
authors (Sadus, 2001, 2002, 2003; Roman et al., 2004).

1. Determine a and b in terms of critical temperature and critical volume by
applying the condition at critical point.

2. Determine the critical compressibility factor.

Solution
1. The derivative of pressure with respect to molar volume at the critical point

is 0. Taking derivative from Pwith respect to V at constant temperature gives:�
vP
vV

�
Tc

¼ P


aV � ab� RTV2

RTV2ðV � bÞ
�

(a)

�
v2P
vV2

�
Tc

¼
�
vP
vV

�
Tc


aV � ab� RTV2

RTV2ðV � bÞ
�

þ P

"
�2aV2 þ 4Vabþ RTV3 � 2ab2

RTV3ðV � bÞ2
# (b)

Eqs. (a) and (b) are equal to 0 at critical point, which gives Eq. (c) and (d).

aVc � ab� RTcV
2
c ¼ 0 (c)

�2aV2
c þ 4Vcabþ RTcV

3
c � 2ab2 ¼ 0 (d)

From Eq. (c) we have:

RTcV
3
c ¼ aV2

c � abVc (e)

Substituting Eq. (e) into Eq. (d) results in

V2
c � 3bVc þ 2b2 ¼ 0 (f)

Solving Eq. (f) gives two real roots for Vc, Vc ¼ b, and Vc ¼ 2b. Vc ¼ b is
rejected because it is a singularity point for Dieterici EOS, hence:

b ¼ Vc
2

(g)
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Substituting Eq. (g) into Eq. (f) results in

a ¼ 2RTcVc (h)

2. Setting the Dieterici EOS at critical point.

Pc ¼ RTc
Vc � b

exp

� �a
RTcVc

�
(i)

Substituting Eqs. (g) and (h) in Eq. (i) gives:

Pc ¼ 2RTc
Vc

expð�2Þ (j)

Zc ¼ PcVc
RTc

¼ 2 expð�2Þ ¼ 0:2707 (k)

2.4 CORRESPONDING STATE CORRELATIONS

According to the law of corresponding states (or principle of corre-
sponding states), all fluids with the same reduced temperature and reduced
pressure have almost the same deviation from ideal gas. In other words,
according to the law of corresponding states, all fluids with the same
reduced temperature and reduced pressure have almost the same
compressibility factor. This principle was originally stated by Van der
Waals in 1873. The principle of corresponding states can be expressed
in a mathematical form by Eq. (2.67)

Z ¼ f ðTr; PrÞ (2.67)

in which Z is the compressibility factor, Tr is the reduced temperature, and
Pr is the reduced pressure. The correlations in the form of Eq. (2.67) usually
called two-parameter corresponding states. Consider the RK EOS; at the critical
point (Tr ¼ Pr ¼ 1) the critical compressibility factor for all components is
0.333, however, the critical compressibility factor only for normal fluids
such as N2, CH4, O2, and Ar is relatively constant. For this reason, the RK
EOS is relatively accurate only for normal fluids. Standing and Katz (1942)
presented a graphical chart for estimation of the compressibility factor for
sweet natural gas. They developed the chart based on experimental data for
methane binary mixtures with ethane, propane, butane, and other natural
gases and suitable for sweet natural gas with a molecular weight less than 40
(Danesh, 1998). A number of investigators have attempted to fit an
equation that gives the original data of the StandingeKatz chart (Hall and
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Yarborough, 1973; Dranchuk and Kassem, 1975; Brill and Beggs, 1984).
Takacs (1976) reviewed and compared eight equations which represented
the StandingeKatz chart. HalleYarborough (Hall and Yarborough, 1973)
and DranchukeKassem (Dranchuk and Kassem, 1975) equations give re-
sults that are more accurate. These equations give reasonable results over a
wide range of reduced temperature and reduced pressure (reduced tem-
perature between 1 and 3, reduced pressure between 0.2 and 25) (Whitson
and Brulé, 2000). The equation that proposed by HalleYarborough is in
the following form:

Z ¼ 0:06125PrT�1
r x�1 exp

h
�1:2

�
1� T�1

r

�2i
(2.68)

in which Tr and Pr are the reduced temperature and reduced pressure,
respectively. The x is a dimensionless parameter that is obtained by solving
Eq. (2.69).

FðxÞ ¼ �0:06125PrT
�1
r exp

h
�1:2

�
1� T�1

r

�2i
þ xþ x2 þ x3 � x4

ð1� xÞ3 � �14:76T�1
r � 9:76T�2

r þ 4:58T�3
r

�
x2

þ �90:7T�1
r � 242:2T�2

r þ 42:4T�3
r

�
xð2:18þ2:82T�1

r Þ ¼ 0

(2.69)

The HalleYarborough equation (or, in other words, the StandingeKatz
chart) is suitable for natural gases and light hydrocarbons (Whitson and
Brulé, 2000; Riazi, 2005). For heavier fluids at the identical reduced temper-
ature and reduced pressure, the deviations are not the same and the two-
parameter corresponding states are no longer valid. Pitzer et al. (1955)
defined a new parameter, acentric factor, to extend the principle of corre-
sponding states to other components that are not normal. The acentric factor
is defined in terms of reduced vapor pressure at Tr ¼ 0.7 as follows:

u ¼ �log10P
sat
r

��
Tr¼0:7� 1:0 (2.70)

in which u is the acentric factor, and Psat
r is the reduced vapor pressure and

equal to Psat
r ¼ PsatjTr¼0:7

Pc
. The values of acentric factor for normal fluids

(spherical molecules) are zero or near zero (the acentric factor for N2, CH4,
and O2 are 0.0403, 0.0115, and 0.0218, respectively). Authors represent the
properties in the following general form:

M ¼ M ð0Þ þ uM ð1Þ þ u2M ð2Þ þ ::: (2.71)

in which M presented any property such as compressibility factor,
enthalpy, entropy, and fugacity coefficient.M(0),M(1),M(2),. in Eq. (2.71)
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are functions of reduced temperature and reduced pressure. This new
theorem known as three parameter corresponding states can be expressed as “all
fluids with the same reduced temperature, reduced pressure and acentric
factor have almost the same deviation from ideal gas” and can be expressed
by Eq. (2.72).

Z ¼ f ðTr;Pr;uÞ (2.72)

Eq. (2.71) is usually truncated after second term. For instance, the general
form equation for compressibility factor after truncated is in the following
form:

Z ¼ Zð0Þ þ uZð1Þ (2.73)

For normal fluid with an acentric factor near zero, the compressibility
factor is approximately equal to Z(0). Hence, Z(0) by itself represents a
two-parameter corresponding state. A number of Pitzer type correlations
are available. The most accurate Pitzer-type correlation was presented by
Lee and Kesler in 1975. LeeeKesler is a modified form of BWR EOS
which takes a table form. The original table that was presented by Lee
and Kesler covered a wide range of reduced pressure between 0.01 and
10. The Z(0) and Z(1) for reduced pressure ranging up to 14 are available
in the API technical data book (Daubert and Danner, 1997).

Example 2.15
Estimate the acentric factor for water. The reported acentric factor for water is
0.3449. The Antoine equation for water is as follows (Abbott et al., 2001):

ln Psat ¼ 16:2620� 3799:89
T � 46:80

in which Psat is the saturate vapor pressure in kPa and T is the temperature in K.

Solution
The critical temperature and critical pressure for water are 647.13K and
22,055 kPa, respectively. The temperature at which the reduced temperature is
T ¼ 0.7TC ¼ 0.7(647.13) ¼ 452.99K. The vapor pressure at the temperature
452.99K is determined as follows:

ln Psat ¼ 16:2620� 3799:89
452:99� 46:80

¼ 6:9071

Psat ¼ expð6:9071Þ ¼ 999:31 kPa

The reduced vapor pressure at Tr ¼ 0.7 is 999.31/22,055 ¼ 0.0453. Hence, the
acentric factor is calculated by Eq. (2.70) as follows:

u ¼ �log10ð0:0453Þ � 1:0 ¼ 0:3438
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Example 2.16
Pitzer et al. proposed the following equation for a second virial coefficient of
normal fluids (Abbott et al., 2001).

BPc
RTc

¼ Bð0Þ þ uBð1Þ

B(0) and B(1) are defined as follows:

Bð0Þ ¼ 0:083� 0:422
T1:6r

Bð1Þ ¼ 0:139� 0:172
T4:2r

in which Tr is the reduced temperature.

1. Estimate the reduced Boyle temperature (i.e., TBoyle/Tc) for normal fluids.
2. Estimate the Boyle temperature for methane.

Solution
1. As mentioned before, at the Boyle temperature the second virial coefficient

is equal to zero; hence, this can be written:

Bð0Þ þ uBð1Þ ¼ 0

For normal fluids, the acentric factor is near zero, hence the previous equa-
tion is reduced to the following equation:

Bð0Þ ¼ 0

Substitute the equation that has been given for B(0).

0:083� 0:422
T1:6r

¼ 0

Solving the previous equation for reduced temperature gives TBr ¼ 2.763 (in
which TBr is the reduced Boyle temperature). The reduced Boyle temperature
from Van der Waals EOS is equal to 3.375.

2. The critical temperature for methane is 190.56K (Danesh, 1998); hence, the
Boyle temperature for methane is TB ¼ 2.763 � 190.56 ¼ 526.53, which is
close enough to the expected value (i.e., 510K). When B(1) is considered,
the reduced Boyle temperature for methane is 2.729.
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No.
Chemical
Formula Component A B C D E

Tmin

(K)
Tmax

(K)

1 C4H10O 1-Butanol
(n-Butanol)

39.6673 �4.0017Eþ03 �1.0295Eþ01 �3.2572E�10 8.6672E�07 183.9 562.9

2 C4H8 1-Butene 27.3116 �1.9235Eþ03 �7.2064Eþ00 7.4852E�12 3.6481E�06 87.8 419.6
3 C3H8O 1-Propanol

(n-Propanol)
31.5155 �3.4570Eþ03 �7.5235Eþ00 �4.2870E�11 1.3029E�07 147.0 536.7

4 C3H6O Acetone 28.5884 �2.4690Eþ03 �7.3510Eþ00 2.8025E�10 2.7361E�06 178.5 508.2
5 NH3 Ammonia 37.1575 �2.0277Eþ03 �1.1601Eþ01 7.4625E�03 �9.5811E�12 195.4 405.7
6 C6H6 Benzene 31.7718 �2.7254Eþ03 �8.4443Eþ00 �5.3534E�09 2.7187E�06 276.7 562.2
7 CS2 Carbon

disulfide
25.1475 �2.0439Eþ03 �6.7794Eþ00 3.4828E�03 �1.0105E�14 161.6 552.0

8 CO2 Carbon
dioxide

35.0169 �1.5119 Eþ03 �1.1334 Eþ01 9.3368E�03 1.7136E�09 216.6 304.2

9 CO Carbon
monoxide

51.8145 �7.8824Eþ02 �2.2734Eþ01 5.1225E�02 6.1896E�11 68.2 132.9

10 C6H12 Cyclohexane 48.5529 �3.0874Eþ03 �1.5521Eþ01 7.3830E�03 6.3563E�12 279.7 553.5
11 C8H10 Ethylbenzene 36.1998 �3.3402Eþ03 �9.7970Eþ00 �1.1467E�11 2.5758E�06 178.2 617.2
12 C2H4 Ethylene 18.7964 �9.9962Eþ02 �4.5788Eþ00 9.9746E�11 6.7880E�06 104.0 282.4
13 H2 Hydrogen 3.4132 �4.1316Eþ01 1.0947Eþ00 �6.6896E�10 1.4589E�04 14.0 33.2
14 CH4 Methane 14.6667 �5.7097Eþ02 �3.3373Eþ00 2.1999E�09 1.3096E�05 90.7 190.6
15 C8H10 m-Xylene 34.6803 �3.2981Eþ03 �9.2570Eþ00 �4.3563E�10 2.4103E�06 225.3 617.1
16 C10H8 Naphthalene 34.9161 �3.9357Eþ03 �9.0648Eþ00 �2.0672E�09 1.5550E�06 353.4 748.4
17 C4H10 n-Butane 27.0441 �1.9049Eþ03 �7.1805Eþ00 �6.6845E�11 4.2190E�06 134.9 425.2
18 C10H22 n-Decane 26.5125 �3.3584Eþ03 �6.1174Eþ00 �3.3225E�10 4.8554E�07 243.5 618.5
19 C7H16 n-Heptane 65.0257 �3.8188Eþ03 �2.1684Eþ01 1.0387E�02 1.0206E�14 182.6 540.3
20 C6H14 n-Hexane 69.7378 �3.6278Eþ03 �2.3927Eþ01 1.2810E�02 �1.6844E�13 177.8 507.4
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21 N2 Nitrogen 23.8572 �4.7668Eþ02 �8.6689Eþ00 2.0128E�02 �2.4139E�11 63.2 126.1
22 C9H20 n-Nonane 8.8817 �2.8042Eþ03 1.5262Eþ00 �1.0464E�02 5.7972E�06 219.6 595.7
23 C8H18 n-Octane 29.0948 �3.0114Eþ03 �7.2653Eþ00 �2.2696E�11 1.4680E�06 216.4 568.8
24 C5H12 n-Pentane 33.3239 �2.4227Eþ03 �9.2354Eþ00 9.0199E�11 4.1050E�06 143.4 469.7
25 O2 Oxygen 20.6695 �5.2697Eþ02 �6.7062Eþ00 1.2926E�02 �9.8832E�13 54.4 154.6
26 C8H10 o-Xylene 37.2413 �3.4573Eþ03 �1.0126Eþ01 9.0676E�11 2.6123E�06 248.0 630.4
27 C8H10 p-Xylene 60.0531 �4.0159Eþ03 �1.9441Eþ01 8.2881E�03 �2.3647E�12 286.4 616.3
28 SO2 Sulfur dioxide 19.7418 �1.8132Eþ03 �4.1458Eþ00 �4.4284E�09 8.4918E�07 197.7 430.8
29 C7H8 Toluene 34.0775 �3.0379Eþ03 �9.1635Eþ00 1.0289E�11 2.7035E�06 178.2 591.8
30 H2O Water 29.8605 �3.1522Eþ03 �7.3037Eþ00 2.4247E�09 1.8090E�06 273.2 647.1



Example 2.17
The vapor pressure of pure components may be expressed by the following
equation:

log10P
sat ¼ Aþ B

T
þ C log10T þ DT þ ET2

in which Psat is the saturation pressure in mmHg; T is the temperature in K; and A,
B, C, D, and E are constants. The constants and range of validity for several pure
components are reported in the following table (Coker, 2007).

Develop a linear relationship between critical compressibility factor and
acentric factor. Lee and Kesler (1975) proposed the following relationship
between critical compressibility factor and acentric factor:

Zc ¼ 0:2901� 0:0879u

The critical properties for components are given in the following table
(Danesh, 1998; Abbott et al., 2001).

No. Component Pc (MPa) Tc (K) Zc

1 1-Butanol (n-Butanol) 4.423 563.1 0.260
2 1-Butene 4.02 419.59 0.2765
3 1-Propanol (n-Propanol) 5.175 536.8 0.254
4 Acetone 4.701 508.2 0.233
5 Ammonia 11.28 405.7 0.242
6 Benzene 4.898 562.16 0.2714
7 Carbon disulfide 7.9 552 0.275
8 Carbon dioxide 7.382 304.19 0.2744
9 Carbon monoxide 3.499 132.92 0.2948
10 Cyclohexane 4.075 553.54 0.2726
11 Ethylbenzene 3.609 617.17 0.2629
12 Ethylene 5.032 282.36 0.2767
13 Hydrogen 1.313 33.18 0.3053
14 Methane 4.599 190.56 0.2862
15 m-Xylene 3.541 617.57 0.2594
16 Naphthalene 4.051 748.4 0.269
17 n-Butane 3.796 425.12 0.2739
18 n-Decane 2.11 617.7 0.2465
19 n-Heptane 2.74 540.2 0.2611
20 n-Hexane 3.025 507.6 0.2659
21 Nitrogen 3.394 126.1 0.2917
22 n-Nonane 2.29 594.6 0.2520
23 n-Octane 2.49 568.7 0.2559
24 n-Pentane 3.37 469.7 0.2701
25 Oxygen 5.043 154.58 0.2880
26 o-Xylene 3.734 630.37 0.2630
27 p-Xylene 3.511 616.26 0.2598
28 Sulfur dioxide 7.884 430.75 0.2686
29 Toluene 4.109 591.79 0.2637
30 Water 22.055 647.13 0.2294
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Solution
The acentric factor is calculated similar to the previous example. Note that to
convert mmHg to MPa, multiply the number of mmHg by 0.101325/760. The re-
sults are given in the following table.

No. Component

T(@
Tr ¼ 0.7) ¼
0.7Tc

Psat

(mmHg)
Psat

(MPa)

Acentric
Factor Eq.
(2.70)

1 1-Butanol (n-Butanol) 394.17 846 0.113 0.594
2 1-Butene 293.71 1961 0.261 0.187
3 1-Propanol (n-Propanol) 375.76 915 0.122 0.627
4 Acetone 355.74 1741 0.232 0.306
5 Ammonia 283.99 4742 0.632 0.251
6 Benzene 393.51 2261 0.301 0.211
7 Carbon disulfide 386.40 4625 0.617 0.108
8 Carbon dioxide 212.93 3284 0.438 0.227
9 Carbon monoxide 93.04 2253 0.300 0.066
10 Cyclohexane 387.48 1877 0.250 0.212
11 Ethylbenzene 432.02 1346 0.179 0.304
12 Ethylene 197.65 3102 0.414 0.085
13 Hydrogen 23.23 1616 0.215 �0.215
14 Methane 133.39 3366 0.449 0.011
15 m-Xylene 432.30 1265 0.169 0.322
16 Naphthalene 523.88 1517 0.202 0.302
17 n-Butane 297.58 1798 0.240 0.200
18 n-Decane 432.39 515 0.069 0.488
19 n-Heptane 378.14 914 0.122 0.352
20 n-Hexane 355.32 1124 0.150 0.305
21 Nitrogen 88.27 2321 0.309 0.040
22 n-Nonane 416.22 618 0.082 0.444
23 n-Octane 398.09 747 0.100 0.398
24 n-Pentane 328.79 1427 0.190 0.248
25 Oxygen 108.21 3598 0.480 0.022
26 o-Xylene 441.26 1364 0.182 0.313
27 p-Xylene 431.38 1244 0.166 0.326
28 Sulfur dioxide 301.53 3364 0.448 0.245
29 Toluene 414.25 1678 0.224 0.264
30 Water 452.99 7478 0.997 0.345

Linear regression using least squares method yields the following relation
between critical compressibility factor and acentric factor:

Zc ¼ 0:2857� 0:0749u
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The correlation coefficient and percent average absolute are 0.766% and
2.61%, respectively. Actually, this equation (and the relation that was proposed
by Lee and Kelser) is not in good agreement with the experimental data. These
equations are suitable for hydrocarbons. If the nonhydrocarbon components are
not considered, linear regression using least square method yields the following
relation between critical compressibility factor and acentric factor:

Zc ¼ 0:2881� 0:0803u

The correlation coefficient and percent average absolute deviation are
0.983% and 0.70%, respectively, which shows this correlation more accurately
for hydrocarbon. The predicted critical compressibility factor and relative devia-
tion for hydrocarbon components are reported in the following table.

Component Zc Experimental Zc Predicted R.D. %

1-Butene 0.2765 0.2731 �1.23
Benzene 0.2714 0.2712 �0.08
Cyclohexane 0.2726 0.2711 �0.55
Ethylbenzene 0.2629 0.2637 0.31
Ethylene 0.2767 0.2813 1.65
Hydrogen 0.3053 0.3054 0.02
Methane 0.2862 0.2872 0.37
m-Xylene 0.2594 0.2622 1.09
Naphthalene 0.2690 0.2639 �1.91
n-Butane 0.2739 0.2721 �0.67
n-Decane 0.2465 0.2489 0.98
n-Heptane 0.2611 0.2598 �0.49
n-Hexane 0.2659 0.2636 �0.86
n-Nonane 0.2520 0.2525 0.18
n-Octane 0.2559 0.2561 0.09
n-Pentane 0.2701 0.2682 �0.72
o-Xylene 0.2630 0.2630 0.00
p-Xylene 0.2598 0.2619 0.82
Toluene 0.2637 0.2669 1.21

2.5 MIXING RULES

Most of the EOSs were originally developed for pure components.
Each EOS has a number of parameters which are usually based on the prop-
erties of pure components such as critical properties and acentric factor.
Extending the equations that had been developed for pure components for
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mixtures is important because most practical problems are encountered with
multicomponent mixtures. There are three approaches to extending equa-
tions to mixtures (Riazi, 2005). The first approach is determination of an
input parameter such as critical temperature, critical pressure, and acentric fac-
tor for mixtures (usually called pseudocritical properties). Then, the parame-
ters of an EOS are calculated by the properties of the mixture, and these
parameters are substituted into the EOS that had been developed for pure
components. The second approach is determination of required properties
(such as molar volume) for all pure components that were presented in this
approach gives good results but it demands high computational time. Hence,
the second approach is not suitable for the mixture composed from many
components, particularly when successive equilibrium calculations are
required. The third approach is calculated with the parameters of EOS for
mixtures using those values for pure components and the mole fraction or
weight fraction of components. The third approach is the most widely used.

Several mixing rules developed for mixture (Hirschfelder et al., 1954;
Huron and Vidal, 1979; Kwak and Mansoori, 1986; Stryjek and Vera,
1986a,b,c; Economou and Tsonopoulos, 1997; Prausnitz et al., 1998).
The cubic EOS is usually extended to mixtures by the quadratic mixing
rule. Peng and Robinson (1976), Redlich and Kwong (1949) and Soave
(1972) used the quadratic mixing rule in their papers. This type of mixing
rule is suitable for mixtures of nonpolar components (Soave, 1972). There
are a number of mixing rules which have been discussed by authors (Huron
and Vidal, 1979; Mathias et al., 1991; Schwartzentruber and Renon, 1991).

For a given mixture (vapor or liquid) with mole fraction zi, the param-
eters a (let a ¼ aca) and b for mixtures are calculated by the quadratic mixing
rule as follows:

a ¼
XN
i¼1

XN
j¼1

zizjaij (2.74)

b ¼
XN
i¼1

zibi (2.75)

in whichN is the total number of components in a mixture and aij is defined
by Eq. (2.76).

aij ¼ ðaiajÞ0:5ð1� kijÞ (2.76)

in which kij is the binary interaction parameter, kii ¼ 0, and kij ¼ kji. The
binary interaction parameters are found from experiment by minimization

108 M. Mesbah and A. Bahadori



between predicted and experimental data. The binary interaction parameters
that are used with a given EOS are different from the suitable binary
interaction parameters for other EOSs. In other words, the binary interac-
tion parameter is developed for particular EOSs and only should be used for
those EOSs. Some typical values and correlation for binary interaction pa-
rameters are presented in Chapter 7.

The second and third virial coefficients for a given mixture with molar
composition zi are given as follows (Prausnitz et al., 1998):

B ¼
XN
i¼1

XN
j¼1

zizjBij (2.77)

C ¼
XN
i¼1

XN
j¼1

XN
k¼1

zizjzkCijk (2.78)

Bii and Bjj are the second virial coefficients for components i and j,
respectively. Bij (Bij ¼ Bji) can be determined using the following equation
(Reid et al., 1987; Abbott et al., 2001):

Bij ¼ RTcij

Pcij

�
Bð0Þ þ uijB

ð1Þ
�

(2.79)

B(0) and B(1) are evaluated from Eqs. (2.49) and (2.50) or the equations
that were presented in Example 2.16 through Trij ¼ T/Tcij. The parameters
Tcij, Pcij, Vcij, Zcij, and ucij are calculated by Eqs. (2.80) through (2.84).

Tcij ¼ ðTciTcjÞ0:5ð1� kijÞ (2.80)

Pcij ¼ ZcijRTcij

Vcij
(2.81)

Zcij ¼ Zci þ Zcj

2
(2.82)

Vcij ¼
0@V 1=3

ci þ V 1=3
cj

2

1A3

(2.83)

uij ¼ ui þ uj

2
(2.84)
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Orbey and Vera (1983) proposed the following relation for determina-
tion of Cijk:

Cijk ¼ ðCijCikCjkÞ1=3 (2.85)

in which Cij is calculated by Eq. (2.51) using Tcij, Pcij, and uij. Tcij, Pcij, and
uij are calculated as for Bij.

To use the LeeeKesler correlation for mixtures, the required properties
of mixtures (i.e., critical temperature, critical pressure, and acentric factor)
may be calculated by molar averaging, but in most cases using molar
averaging leads to considerable errors. Lee and Kesler (1975) proposed
the following set of equations to evaluate the required properties for
mixtures.

Vci ¼ ZciRTci

Pci
(2.86)

Zci ¼ 0:2905� 0:085ui (2.87)

Vc ¼ 1
8

XN
i¼1

XN
j¼1

zizj
�
V 1=3
ci þ V 1=3

cj

�3
(2.88)

Tc ¼ 1
8Vc

XN
i¼1

XN
j¼1

zizj
�
V 1=3
ci þ V 1=3

cj

�3ðTciTcjÞ0:5 (2.89)

u ¼
XN
i¼1

ziui (2.90)

Pc ¼ ZcRTc

Vc
¼ ð0:2905� 0:085uÞRTc

Vc
(2.91)

Example 2.18
Estimate the molar volume of an equimolar mixture of methane and ethane at
temperature 1000K and pressure 50 MPa by virial EOS. Neglect the third- and
higher-order coefficients and set all kij to zero. The critical properties reported
in the following table (Danesh, 1998):

Component Tc (K) Pc (Pa) Vc (m
3/mol) Zc w

Methane 190.56 4559000 0.0000986 0.2862 0.0115
Ethane 184.55 4872000 0.0001445 0.2862 0.0995
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Solution
The second virial coefficient is calculated by equations that have been presented
in Example 2.16. To calculate the second virial coefficient, the value of B12 should
be known. To evaluate the parameter B12, the values of Tc12, Pc12, Vc12, Zc12, and
u12 are required which are calculated using Eqs. (2.80) through (2.84).

Tc12 ¼ ð190:56� 184:55Þ0:5ð1� 0Þ ¼ 187:53K

Zc12 ¼ 0:2862þ 0:2793
2

¼ 0:2828

u12 ¼ 0:0115þ 0:0995
2

¼ 0:0555

Vcij ¼
 
0:00009861=3 þ 0:00014451=3

2

!3

¼ 0:0001201 m3	mol

Pc12 ¼ 0:2828� 8:314� 187:53
0:0001201

¼ 3670891 Pa

The Tr12 ¼ 1000/187.53 ¼ 5.33; hence, the B12 determined as below:

Bð0Þ12 ¼ 0:083� 0:422
5:331:6

¼ 0:0540

Bð1Þ12 ¼ 0:139� 0:172
5:334:2

¼ 0:1388

B12 ¼ 8:314� 187:53
3670891

ð0:0540þ 0:0555� 0:1388Þ ¼ 2:3270� 10�5 m3	mol

The other calculation tabulated in below table.

(Continued)
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ij zizj Zc Vc (m
3/mol) Tcij (K) Tr Pcij (Pa) B(0) B(1) u Bij (m

3/mol) ZiZjBij (m
3/mol)

11 0.25 0.2862 0.0000986 190.56 5.25 4559000 0.0533 0.1388 0.0115 1.9063E�05 4.7657E�06
22 0.25 0.2793 0.0001445 184.55 5.42 4872000 0.0547 0.1389 0.0995 2.1592E�05 5.3980E�06
12 0.25 0.2828 0.0001201 187.53 5.33 3670891 0.0540 0.1388 0.0555 2.6213E�05 6.5533E�06

z1
2B11þz2

2B22
þ2z1z2B12
¼2.3270E�05
[m3/mol]
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Solving Eq. (2.41) gives the molar volume of the mixture.

50� 106 � V
8:314� 1000

� 1� 2:3270� 10�5

V
¼ 0

V ¼ 1:8697� 10�4 m3	mol

Problems
2.1 Prove that the critical compressibility factor as predicted by PR EOS is

0.307 for all components.
2.2 Using the condition at critical point, prove Eqs. (2.15) and (2.16).
2.3 Derive an expression for virial expansion of SRK EOS.
2.4 Determine the Boyle temperature of methane using PR EOS.
2.5 The molar volume of a given gas is calculated by Eqs. (2.41) and (2.42).

Is the calculated molar volume exactly the same value that you get from
the equation? Why?

2.6 Show that there are the following relations between the coefficients of
two forms of virial EOS.

B0 ¼ B
RT

C0 ¼ C � B2

ðRTÞ2

2.7 Repeat Example 2.6 using PR EOS.
2.8 Repeat Example 2.18 using LeeeKesler and PR equations. Set the bi-

nary interaction parameters to zero.
2.9 Show that the reduced form of PR EOS is as follows

BPc
RTc

¼ Bð0Þ þ uBð1Þ
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CHAPTER THREE

Plus Fraction Characterization
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3.1 INTRODUCTION

The prediction of phase behavior of petroleum fluids like bubble/dew
point pressure calculation, isothermal flash, and gas to oil ratio calculation is
important in some applications such as petroleum production, processing,
and transportation (Riazi, 2003). The cubic equation of state (EOS) is exten-
sively used for predicting the phase behavior. These equations were devel-
oped using experimental data for pure components but can also be used
for multicomponent systems by applying mixing rules. The reservoir fluid,
comprised of thousands components and experimental analysis, cannot
identify these components. The accurate prediction of phase behavior also
needs an accurate representation of the critical properties and acentric factor,
while the direct measurement of the critical properties for heavy fraction is
not practical. Therefore a full description of reservoir fluid may not possible.
On the other hand, performing phase behavior calculation by a large
number of components requires a high computational time. The mixture
composition usually presented in terms of the mole percent of pure hydro-
carbons up to C6 and for heavier grouped into single carbon number (SCN)
group. A conventional laboratory report contains mole fractions of well-
defined components (H2S, N2, CO2, C1, C2, C3, i-C4, n-C4, i-C5, n-C5,
and n-C6), the plus fraction and molecular weight, and the specific gravity
of the plus fraction (Luo et al., 2010). In practice, heavy fraction of a reser-
voir fluid is approximated by experimental and mathematical methods. The
characterization of heavy fraction can be divided into three major steps
(Yarborough, 1979; Pedersen et al., 1983; Whitson, 1983): (1) splitting the
plus fraction into a number of fractions with known molar compositions;
(2) assigning the molecular weight and boiling point to each splitting fraction;
and (3) predicting the critical properties, acentric factor, binary interaction
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coefficient, and other parameters used in EOS for each fraction. This chapter
outlines some methods that cover these three steps.

3.2 EXPERIMENTAL METHODS

Experimental methods are the most reliable way of characterizing
the plus fraction (Whitson and Brulé, 2000). True boiling point (TBP) dis-
tillation and chromatography are the most commonly used procedures.
Experimental data obtained from TBP distillation are the most accurate
way to characterize the plus fraction, particularly when the specific gravity
of each cut is calculated (Riazi, 2005). TBP analysis gives the most important
data, such as the boiling point, specific gravity, and molecular weight for
each cut. TBP distillation is costly and takes about 48 h.

Simulated distillation by gas chromatography (GC), presented in the
American Society for Testing and Materials (ASTM) 2887, is a simple
method of characterization of the plus fraction. Simulated distillation means
producing a distillation curve by GC. Simulated distillation by GC requires
less time and amount of sample than TBP distillation (Austad et al., 1983;
Chorn, 1984; MacAllister and DeRuiter, 1985). In fact, the amount of
mass of each carbon number fraction measured by GC and these data con-
verted to boiling point. TBP curves represent the actual boiling point, and
simulated distillation curves represent the boiling point at atmospheric pres-
sure; however, these two curves are very close to each other (Danesh, 1998;
Riazi, 2005).

In most cases, simulated distillation gives the required information for
plus fraction characterization with much less time and cost compared with
a complete TBP distillation. However, it is recommended that at least one
complete TBP analysis is performed for the cases of a gas condensate reser-
voir and a reservoir encounter with gas injection (Whitson and Brulé, 2000).

3.2.1 True Boiling Point Distillation Method
The TBP distillation method is a reliable method for separating stock-tank
liquid (oil or condensate) into fractions (cuts) by boiling point distribution.
The distillation is conducted using a tray column with 15e100 theoretical
stages with a relatively high reflux ratio (i.e., 5 or greater). High theoretical
stages and reflux ratio lead to high separation degrees for TBP distillation.
TBP cuts can be assumed to be a pure component with unique properties.
This assumption is more valid for a cut with a narrow boiling point range.
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The standard procedure for TBP distillation, including operating conditions
such as the amount of sample, reflux ratio, and equipment specification, is
fully described in ASTM 2892.

Distillation begins at atmospheric pressure. As the light components
vaporize, the concentration of heavier fractions increases. To avoid the
high temperature that can cause thermal cracking of components, the pres-
sure changes to subatmospheric pressure to vaporize the heavier fraction.
Usually the sample is distilled at an atmospheric pressure of up to n-C9 (or
the boiling point temperature equal to 151.3�C) and the pressure is lowered
to 26.6 mbar from C10 to C19 and 2.66 mbar from C20 to C29. Table 3.1

Table 3.1 Atmospheric Equivalent Boiling Point and Reduced Pressure
Boiling Point of the Hydrocarbon Groups (Roenningsen et al., 1989)

Hydrocarbon
Group

Normal Alkane
AEBP (�C)

Normal Alkane RPBP (�C)

26.6 mbar 2.66 mbar

C6 69.2
C7 98.9
C8 126.1
C9 151.3 51.3
C10 174.6 70.7
C11 196.4 88.6 46.5
C12 216.8 105.3 61.8
C13 235.9 121.5 76.5
C14 253.9 136.7 90.1
C15 271.1 151.1 103.3
C16 287 164 115
C17 303 178 128
C18 317 190 139
C19 331 202 151
C20 344 214 161
C21 357 225 172
C22 369 235 181
C23 381 245 191
C24 392 255 199
C25 402 264 208
C26 413 274 217
C27 423 283 225
C28 432 291 233
C29 441 299 241
C30 450 307 248

AEBP, atmospheric equivalent boiling point; RPBP, reduced pressure boiling point.
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gives the atmospheric equivalent boiling point and the reduced pressure
boiling point for the hydrocarbon group (Roenningsen et al., 1989). The
boiling point temperature at the subatmospheric pressure is converted to
the normal boiling point by correlations. The pressure correction in the cor-
relation usually appears as the logarithm of the subatmospheric pressure to
the atmospheric pressure. The most widely used correlation for converting
the boiling point temperature at the subatmospheric or superatmospheric
pressure to the normal boiling point is the Maxwell and Bonnell (1955) cor-
relation (Wauquier, 1995; Daubert and Danner, 1997; Riazi, 2005). This
correlation can be applied for a wide range of pressures (less than 2 mmHg
to greater than 760 mmHg).

The sample used in this method usually contains very heavy hydro-
carbons such as asphaltenes. These heavy components do not boil off and
will be left as the residue. Pedersen et al. (1984) proposed a correlation to
extrapolate the TBP curve to 100% distillate. However, the most reliable
method for characterizing residue is dividing it into a number of fractions.

The boiling point range for fraction is not specified in the ASTM
method. In practice, the boiling point ranges for fractions are listed in
Table 3.2. The boiling point range for each fraction in this table for the
Cn group is from the normal boiling point of normal alkane with an
n � 1 carbon number (plus 0.5�C) to the normal boiling point of normal
alkane with an n carbon number (plus 0.5�C).

Table 3.3 gives TBP results for a North Sea condensate. Table 3.3 also
gives the molecular weight and specific gravity for each fraction. The
average boiling point for each cut is usually read at the midvolume percent
from the TBP curve. For example, the second cut boils from 208.4 to
258.8�F. The initial volume percent is 15.95 and the final volume percent
is 27.35; the midvolume is therefore (15.95 þ 27.35)/2 ¼ 21.65. At this
volume percent, the boiling point from the TBP curve is about 235�F.

There are available correlations for estimation of the critical properties,
acentric factor, and other properties in terms of the boiling point, molecular
weight, and specific gravity. If the boiling point, molecular weight, and spe-
cific gravity for each cut is specified then the other properties can be esti-
mated. As mentioned before, the boiling point for each cut is taken from
the TBP curve at the midvolume percent. In Table 3.3 the residue is re-
ported as C21þ, because the last drop of distillate is collected at the normal
boiling point of nC20 (plus 0.5�C). Sometimes in the laboratory report of
TBP distillation the boiling point ranges are not reported. In these cases
the normal paraffin boiling point range is used.
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The molecular weight of each cut is measured by a cryoscopic method
based on freezing point depression. The concentration of oil in the solvent
is about 0.15 kg per kg of solvent (Danesh, 1998). The specific gravity can be
calculated by weighting a known volume amount of fraction, pycnometer,
or electronic densitometer.

Osjord et al. (1985) plotted the density for 11 North Sea crude oil
and condensate versus the carbon number. Their results show that it is
not necessary for all properties of the SCN groups to follow the same trend.

Table 3.2 Boiling Point Range of Petroleum Fractions (Katz and
Firoozabadi, 1978)

Hydrocarbon
Group

Boiling Range

(�C) (�F)

C6 36.5 to 69.2 97.9 to 156.7
C7 69.2 to 98.9 156.7 to 210.1
C8 98.9 to 126.1 210.1 to 259.1
C9 126.1 to 151.3 259.1 to 304.4
C10 151.3 to 174.6 304.4 to 346.4
C11 174.6 to 196.4 346.4 to 385.5
C12 196.4 to 216.8 385.5 to 422.2
C13 216.8 to 235.9 422.2 to 456.7
C14 235.9 to 253.9 456.7 to 489.2
C15 253.9 to 271.1 489.2 to 520
C16 271.1 to 287.3 520 to 547
C17 287 to 303 547 to 577
C18 303 to 317 577 to 603
C19 317 to 331 603 to 628
C20 331 to 344 628 to 652
C21 344 to 357 652 to 675
C22 357 to 369 675 to 696
C23 369 to 381 696 to 717
C24 381 to 392 717 to 737
C25 392 to 402 737 to 756
C26 402 to 413 756 to 775
C27 413 to 423 775 to 793
C28 423 to 432 793 to 810
C29 432 to 441 810 to 828
C30 441 to 450 828 to 842
C31 450 to 459 842 to 857
C32 459 to 468 857 to 874
C33 488 to 476 874 to 888
C34 476 to 483 888 to 901
C35 483 to 491 901 to 915
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Table 3.3 Experimental True Boiling Point Results for a North Sea Condensate (Whitson and Brulé, 2000)

Fraction
Upper Tb
(�F)

Ave. Tb
a

(�F) mi (g) SGi
b MWi Vi (cm

3) ni (mol) wi (%) xVi (%) xi (%) Swi (%)
S xVi
(%) KW

C7 208.4 194.0 90.2 0.7283 96 123.9 0.94 4.35 4.8 7.8 4.35 4.8 11.92
C8 258.8 235.4 214.6 0.7459 110 287.7 1.951 10.35 11.15 16.19 14.70 15.95 11.88
C9 303.8 282.2 225.3 0.7658 122 294.2 1.847 10.87 11.4 15.33 25.57 27.35 11.82
C10 347.0 325.4 199.3 0.7711 137 258.5 1.455 9.61 10.02 12.07 35.18 37.37 11.96
C11 381.2 363.2 128.8 0.783 151 164.5 0.853 6.21 6.37 7.08 41.4 43.74 11.97
C12 420.8 401.1 136.8 0.7909 161 173 0.85 6.6 6.7 7.05 48 50.44 12.03
C13 455.0 438.8 123.8 0.8047 181 153.8 0.684 5.97 5.96 5.68 53.97 56.41 11.99
C14 492.8 474.8 120.5 0.8221 193 146.6 0.624 5.81 5.68 5.18 59.78 62.09 11.89
C15 523.4 509.0 101.6 0.8236 212 123.4 0.479 4.9 4.78 3.98 64.68 66.87 12.01
C16 550.4 537.8 74.1 0.8278 230 89.5 0.322 3.57 3.47 2.67 68.26 70.33 12.07
C17 579.2 564.8 76.8 0.829 245 92.6 0.313 3.7 3.59 2.6 71.96 73.92 12.16
C18 604.4 591.8 58.2 0.8378 259 69.5 0.225 2.81 2.69 1.87 74.77 76.62 12.14
C19 629.6 617.0 50.2 0.8466 266 59.3 0.189 2.42 2.3 1.57 77.19 78.91 12.11
C20 653.0 642.2 45.3 0.8536 280 53.1 0.162 2.19 2.06 1.34 79.37 80.97 12.10
C21þ 427.6 0.8708 370 491.1 1.156 20.63 19.03 9.59 100 100
Sum 2073.1 2580.5 12.05 100 100 100
Ave. 0.8034 172 11.98

Reflux ratio ¼ 1:5; reflux cycle ¼ 18 s; distillation pressure ¼ 201.2e347�F; distillation at 100 mm Hg ¼ 347e471.2�F; and distillation at 10 mm
Hg ¼ 471.2e653�F.
Vi ¼ mi/SGi/0.9991; ni ¼ 100 � mi/2073.1; xVi ¼ 100 � Vi/2580.5; xi ¼ 100 � ni/12.05; and KW ¼ (Tbi þ 460)1/3/SGi.
aAverage taken at the midvolume point.
bWater ¼ 1.

122
M
.M

esbah
and

A
.Bahadori



Although the molecular weight increases with an increasing carbon number,
the density of an SCN group can be lower than the previous group.

Some references give procedures for the determination properties from
TBP analyses (Organick and Golding, 1952; Katz, 1959; Robinson and
Peng, 1978; Austad et al., 1983; Campbell, 1984; Riazi and Daubert,
1986, 1987).

3.2.2 Chromatography
GC is a laboratory technique that is used to identify and measure concentra-
tion. The mixture is separated into its components based on the relative
attraction to the two phases, one stationary phase (the coating) and one
moving phase (the carrier gas). The carrier gas should be chemically inert.
Nitrogen, helium, argon, and carbon dioxide are the most commonly used
carrier gases. The carrier gas system can contain a molecular sieve to remove
water or other possible impurities. This technique is also applied to identify
and measure the concentration of the liquid phase. In this case, the moving
phase is a liquid phase called liquid chromatography.

The sample is carried by the mobile phase into a column (the stationary
phase) and then enters to a detector where the concentration of each com-
ponent can be determined. A flame ionization detector and a thermal conduc-
tivity detector are the two most commonly used detectors. The flame
ionization detector is highly sensitive to any compound that creates ions in
flame (i.e., all organic compounds), but it cannot detect inorganic compounds
and gases such as N2, H2O, CO2, and O2. The response of this type of detec-
tor is proportional to the mass concentration of the ionized compound. The
thermal conductivity detector is sensitive to almost all compounds and is used
when the gas mixture contains nonhydrocarbon components. The flame
ionization detectors are more sensitive than the thermal conductivity
detectors.

Many columns are available to separate the mixture. The most com-
monly used columns are the capillary column and the packed column.
The packed column contains finely divided inert materials to maximize its
area. The efficiency of packed columns ranges from tens to hundreds of
equilibrium stages (Danesh, 1998). The operating condition is adjusted so
that the equilibrium stages in the column equal the stages in TBP distillation.
The results from this method are known as simulated distillation. The capil-
lary columns treated as many thousands theoretical equilibrium stage and
used in preferences to the packed columns. Table 3.4 shows a comparison
between results calculated by TBP distillation and simulated distillation
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(Osjord et al., 1985). As mentioned before, the results from simulated distil-
lation are in good agreement with the results of TBP distillation.

GC analysis reports the weight percent of the detected component
(the GC technique provides no information about the molecular weight
or density). The weight fraction is converted to the mole fraction using
molecular weight. Note that the GC technique identifies the components
(up to the C9 fraction), and the molecular weights can be extracted from
references. Table 3.5 shows a detailed gas phase analysis (Osjord and
Malthe-Sørenssen, 1983). As in Table 3.5, standard analysis will identify
iso and normal butane and iso and normal pentane, while heavier hydrocar-
bons are grouped based on their carbon number. Table 3.6 gives a chroma-
tography analysis for a liquid sample (Osjord et al., 1985). The analytical
conditions for liquid chromatography are given in Table 3.7. As can be
seen from Tables 3.5 and 3.6, the components are identified up to the C9

fraction. The liquid composition analysis for hydrocarbon up to C9 is per-
formed using capillary column chromatography. For the hydrocarbon group

Table 3.4 Comparison of Hydrocarbon Group Property Results Obtained by True
Boiling Point Distillation and Capillary Gas Chromatography Analysis (Osjord et al.,
1985)

Hydrocarbon
Group

TBP Distillation Simulated Distillation

Wt% MW
Density
(g/cm3) Wt% MW

Density
(g/cm3)

C5 0.886 65 0.621 0.792 63.1 0.597
C6 0.737 82 0.695 0.699 84.8 0.669
C7 2.371 91 0.751 2 89.4 0.754
C8 2.825 103 0.778 3.237 102 0.779
C9 2.539 116 0.793 2.429 116.3 0.799
C10þ 90.642 306 0.869 90.846 300.3 0.868
C10 2.479 132 0.798 2.437 133.6 0.801
C11 1.916 147 0.803 2.191 148 0.803
C12 2.352 163 0.81 7 2.523 161.5 0.81 2
C13 2.091 175 0.836 3.106 175.3 0.827
C14 3.667 190 0.843 3.124 189.8 0.84
C15 3.722 205 0.849 3.984 204.8 0.845
C16 2.034 215 0.853 3.383 217.9 0.851
C17 4.135 237 0.844 4.244 235.1 0.842
C18 3.772 251 0.846 3.201 149.8 0.845
C19 3.407 262 0.857 3.523 261.2 0.854
C20þ 61.057 426 0.885 59.13 421.6 0.888

MW, molecular weight; TBP, true boiling point.
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Table 3.5 Chromatography Analysis of a Gas Sample (Osjord and Malthe-Sørenssen,
1983)
Component Formula Wt% MW Tb (�C) Fraction

Nitrogen N2 1.6542 28.013 195.8 N2

Carbon dioxide CO2 2.3040 44.010 �78.5 CO2

Methane CH4 60.5818 16.043 161.5 C1

Ethane C2H6 15.5326 30.070 �88.5 C2

Propane C3H8 12.3819 44.097 �42.1 C3

Isobutane C4H10 2.0616 58.124 �11.9 i-C4

n-Butane C4H10 3.2129 58.124 �0.5 n-C4

2,2-Dimethylpropane C5H12 0.0074 72.151 9.5 i-C5

2-Methylbutane C5H12 0.7677 72.151 27.9 i-C5

n-Pentane C5H12 0.6601 72.151 36.1 n-C5

Cyclopentane C5H12 0.0395 70.135 49.3 C6

2,2-Dimethylbutane C6H14 0.0059 86.178 49.8 C6

2,3-Dimethylbutane C6H14 0.0212 86.178 58.1 C6

2-Methylpentane C6H14 0.1404 86.178 60.3 C6

3-Methylpentane C6H14 0.0603 86.178 63.3 C6

n-Heaxane C6H14 0.1302 86.178 68.8 C6

Methylcyclopentane C6H14 0.0684 84.162 71.9 C7

2,2-Dimethyl pentane C7H16 0.0001 100.205 79.3 C7

Benzene C6H6 0.0648 78.114 80.2 C7

3,3-Dimethylpentane C7H16 0.0005 100.205 80.6 C7

Cyclohexane C6H12 0.0624 82.146 83.0 C7

3,3-Dimethylpentane C7H16 0.0005 100.205 86.1 C7

1,1-Dimethylcyclo-
pentane

C7H14 0.0025 98.189 87.9 C7

2,3-Dimethylpentane C7H16 0.0045 100.205 89.8 C7

2-Methylhexane C7H16 0.0145 100.205 90.1 C7

3-Methylhexane C7H16 0.0125 100.205 91.9 C7

1,cis-3-Dimethylcyclo-
pentane

C7H14 0.0060 98.189 e C7

1,trans-3-Dimethylcyclo-
pentane

C7H14 0.0060 98.189 e C7

1,trans-2-Dimethylcyclo-
pentane

C7H14 0.0094 98.189 91.9 C7

n-Heptane C7H16 0.0290 100.205 98.5 C7

Methylcyclohexane C7H14 0.0565 98.189 101 C8

Ethylcyclopentane C7H14 0.0035 98.189 103.5 C8

1,trans-2,cis-4-Tri-
methylcyclo-pentane

C8H16 0.0004 112.216 e C8

1,trans-2,cis-3-Tri-
methylcyclo-pentane

C8H16 0.0002 112.216 e C8

Toluene C7H8 0.0436 92.141 110.7 C8

(Continued)
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Table 3.5 Chromatography Analysis of a Gas Sample (Osjord and Malthe-Sørenssen,
1983)dcont’d
Component Formula Wt% MW Tb (�C) Fraction

2-Methylheptane C8H18 0.0039 114.232 117.7 C8

3-Methylheptane C8H18 0.0025 114.232 119 C8

1,trans-4-Dimethylcyclo-
hexane

C8H16 0.0022 112.216 119.4 C8

1,cis-3- Dimethylcyclo-
hexane

C8H16 0.0044 112.216 123.5 C8

n-Octane C8H18 0.0099 114.232 125.7 C8

mþp-Xylene C8H10 0.0029 106.168 138.8 C9

o-Xylene C8H10 0.0029 106.168 144.5 C9

n-Nonane C9H20 0.0137 128.259 150.9 C9

Unidentified decanes (C10H22) 0.0081 (142.286) (174.2) (C10)

MW, molecular weight.

Table 3.6 Capillary Chromatography Analysis of a Liquid Sample (Osjord et al., 1985)

Component Wt%
Mol
%

Volume
% MW

Density
(g/cm3) Fraction

C2 0.007 0.058 0.017 30.070 0.3580 C2

C3 0.072 0.412 0.122 44.097 0.5076 C3

i-C4 0.051 0.222 0.078 58.124 0.5633 i-C4

n-C4 0.189 0.816 0.276 58.124 0.5847 n-C4

i-C5 0.188 0.653 0.257 72.151 0.6246 i-C5

n-C5 0.285 0.991 0.386 72.151 0.6309 n-C5

2,2-DM-C4 0.012 0.034 0.015 86.178 0.6539 C6

Cy-C5 0.052 0.185 0.059 70.135 0.7502 C6

2,2-DM-C4 0.028 0.081 0.036 86.178 0.6662 C6

2-M-C5 0.165 0.480 0.214 86.178 0.6577 C6

3-M-C5 0.102 0.298 0.131 86.178 0.6688 C6

n-C6 0.341 0.993 0.440 86.178 0.6638 C6

M-Cy-C5 0.231 0.689 0.262 84.162 0.7534 C7

2,4-DM-C5 0.015 0.038 0.019 100.205 0.6771 C7

Benzene 0.355 1.140 0.343 78.114 0.8840 C7

Cy-C6 0.483 1.440 0.528 84.162 0.7831 C7

1,1-DM-Cy-C5 0.116 0.298 0.131 98.189 0.7590 C7

3-M-C6 0.122 0.307 0.152 100.205 0.6915 C7

1,trans-3-DM-Cy-C5 0.052 0.133 0.059 98.189 0.7532 C7

1,trans-2-DM-Cy-C5 0.048 0.122 0.054 98.189 0.7559 C7

n-C7 0.405 1.014 0.504 100.205 0.6880 C7

Unspecified C7 0.171 0.427 0.215 100.205 0.6800 C7

M-Cy-C6 0.918 2.348 1.016 98.189 0.7737 C8

1,1,3-TM-Cy-C5 0.027 0.061 0.031 112.216 0.7526 C8

2,2,3-TM-Cy-C5 0.042 0.093 0.050 114.232 0.7200 C8

2,5-DM-C6 0.018 0.039 0.022 114.232 0.6977 C8
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Table 3.6 Capillary Chromatography Analysis of a Liquid Sample (Osjord et al., 1985)d
cont’d

Component Wt%
Mol
%

Volume
% MW

Density
(g/cm3) Fraction

3,3-DM-C6 0.026 0.057 0.031 114.232 0.7141 C8

1,trans-2,cis-3-
TM-Cy-C5

0.025 0.056 0.028 112.216 0.7579 C8

Toluene 0.958 2.610 0.941 92.143 0.8714 C8

2,3-DM-C6 0.033 0.073 0.040 114.232 0.7163 C8

2-M-C7 0.137 0.300 0.167 114.232 0.7019 C8

2-M-C7 0.094 0.206 0.113 114.232 0.7099 C8

1,cis-3-DM-Cy-C6 0.190 0.425 0.211 112.216 0.7701 C8

1,trans-4-DM-CY-C6 0.072 0.162 0.081 112.216 0.7668 C8

Unspecified naphthene 0.028 0.062 0.031 112.216 0.7700 C8

Unspecified naphthene 0.013 0.028 0.014 112.216 0.7700 C8

Unspecified naphthene 0.011 0.025 0.012 112.216 0.7700 C8

DM-Cy-C6 0.031 0.069 0.034 112.216 0.7700 C8

1,trans-2-DM-Cy-C6 0.089 0.199 0.098 112.216 0.7799 C8

n-C8 0.434 0.954 0.526 114.232 0.7065 C8

Unspecified C8 0.086 0.190 0.105 114.232 0.7000 C8

Unspecified naphthene 0.047 0.094 0.051 126.243 0.7900 C9

2,2-DM-C7 0.009 0.018 0.011 128.259 0.7144 C9

2,4-DM-C7 0.017 0.033 0.020 128.259 0.7192 C9

1,cis-2-DM-Cy-C6 0.024 0.054 0.026 112.216 0.8003 C9

E-Cy- C6-1,1,3-TM-
Cy-C6

0.281 0.599 0.305 118.000 0.7900 C9

Unspecified naphthene 0.047 0.093 0.051 126.243 0.7900 C9

3,5-DM-C7 0.017 0.034 0.020 128.259 0.7262 C9

2,5-DM-C7 0.003 0.006 0.004 128.259 0.7208 C9

Ethylbenzene 0.114 0.270 0.112 106.168 0.8714 C9

Unspecified naphthene 0.027 0.054 0.029 126.243 0.7900 C9

mþp-Xylene 0.697 1.649 0.687 106.168 0.8683 C9

4-M-C8 0.020 0.039 0.024 128.259 0.7242 C9

2-M-C8 0.054 0.106 0.064 128.259 0.7173 C9

Unspecified naphthene 0.009 0.018 0.010 126.243 0.7900 C9

Unspecified naphthene 0.082 0.163 0.089 126.243 0.7900 C9

Unspecified naphthene 0.007 0.014 0.008 126.243 0.7900 C9

Ortho-xylene 0.230 0.545 0.223 106.168 0.8844 C9

3-M-C8 0.023 0.045 0.027 128.259 0.7242 C9

1-M,3-E-Cy-C6 0.078 0.155 0.083 126.243 0.8000 C9

1-M,4-E-Cy-C6 0.034 0.068 0.037 126.243 0.7900 C9

Unspecified naphthene 0.006 0.013 0.007 126.243 0.7900 C9

Unspecified naphthene 0.004 0.007 0.004 126.243 0.7900 C9

n-C9 0.471 0.923 0.559 128.259 0.7214 C9

Unspecified C9 0.124 0.243 0.148 128.259 0.7200 C9

MW, molecular weight.

Plus Fraction Characterization 127



in the range of C10 to C20þ it is performed using a mini distillation appa-
ratus at subatmospheric pressure to avoid thermal cracking of the sample
(Pedersen et al., 1989). If an extended composition up to C30þ is required,
fractionation may be obtained by distillation at a high temperature (up to
550�C) or at a low pressure (about 2 mmHg); however, this process is
time-consuming and difficult (Pedersen et al., 1989).

Table 3.8 shows a typical GC analysis from a commercial pressuree
volumeetemperature laboratory (Pedersen et al., 2014). In Table 3.8 for
hydrocarbon groups in the range of C11 to C35, all components are grouped
in the carbon number fraction in terms of the boiling point ranges from
Table 3.2.

3.3 SPLITTING METHODS

A lot of hydrocarbon and nonhydrocarbon components such as N2,
CO2, and H2S comprise reservoir fluid. Laboratory fluid properties reports
usually describe the components as heavier than hexane as a pseudo
component by molecular weight and specific gravity. This pseudo

Table 3.7 Analytical Condition for Liquid Chromatography (Pedersen et al., 1985)

Column: Type: Fused silica capillary
Liquid phase: Chrompack CP Sil5
Carrier gas: He, u ¼ 22 cm/s
Length: 50 m
Inside diameter: 0.23 mm
Film thickness: 0.4 mm

Detector: Type: Flame ionization
Fuel gas: Hydrogen, 30 ml/min
Makeup gas: Nitrogen, 30 ml/min
Temperature: 350�C

Sampling: Syringe: Hamilton 7001 N
Sample size: 0.1e0.5 mL

Injector: Type: Split injector
Ratio: 1:100
Liner: Packed Jennings tube
Temperature: 300�C

Oven: Type: Temperature programmed
Initial value: þ10�C, 2 min
Rate 1: 3 degrees/min / 115�C
Rate 2: 10 degrees/min / 300�C
Final value: 300�C, 60 min
Total time: w2 h
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Table 3.8 Typical Gas Chromatographic Analysis to C36þ (Pedersen et al., 2014)
Formula Component Wt% Mol%

N2 Nitrogen 0.080 0.338
CO2 Carbon dioxide 0.210 0.565
C1 Methane 4.715 34.788
C2 Ethane 2.042 8.039
C3 Propane 2.453 6.583
i-C4 i-Butane 0.601 1.223
n-C4 n-Butane 1.852 3.771
i-C5 Neopentane 0.001 0.002
i-C5 i-Pentane 0.991 1.626
n-C5 n-Pentane 1.341 2.200
C6 Hexanes 2.433 3.341

M-C-Pentane 0.310 0.436
Benzene 0.070 0.106
Cyclohexane 0.240 0.338

C7 Heptane 2.142 2.641
M-C-Heane 0.380 0.459
Toluene 0.280 0.360

C8 Octanes 2.433 2.691
E-Benzene 0.190 0.212
m/p-Xylene 0.390 0.435
o-Xylene 0.190 0.212

C9 Nonane 2.353 2.301
1,2,4-TMB 0.230 0.227

C10 Decane 2.843 2.511
C11 Undecane 2.793 2.249
C12 Dodecane 2.573 1.891
C13 Tridecane 2.513 1.700
C14 Tertadecane 2.312 1.441
C15 Pentadecane 2.322 1.334
C16 Hexanadecane 2.212 1.180
C17 Heptadecane 2.032 1.015
C18 Octadecane 1.962 0.925
C19 Nanadecane 1.992 0.897
C20 Eicosane 1.812 0.780
C21 Heneicosane 1.722 0.700
C22 Docosane 1.662 0.645
C23 Tricosane 1.552 0.578
C24 Tetracosane 1.472 0.526
C25 Pentacosane 1.401 0.481
C26 Hexacosane 1.321 0.436
C27 Heptacosane 1.281 0.406
C28 Octacosane 1.261 0.385

(Continued)
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component is called the heptane plus fraction. In general, there are two
techniques to the characterization of the plus fraction: the pseudocompo-
nent approach and the continuous approach. The pseudocomponent
approach refers to an approach in which the plus fraction splits into a num-
ber of pseudocomponents with a known mole fraction, molecular weight,
specific gravity, and boiling point (Ahmed, 1989; Benmekki and Mansoori,
1989; Riazi, 1989, 1997).

The continuous approach uses a distribution function to describe the
mole fraction of components. Characterizing the heavy fraction without
splitting this fraction into a number of SCN groups is difficult (Ahmed
et al., 1985). Proposed splitting methods are based on observations, for
example, that the molar distribution of the condensate system is exponential
while the molar distribution of the block oil or crude oil shows left-skewed
behavior. Table 3.10 gives extended composition data for a North Sea gas
condensate, a North Sea black oil, and a North Sea volatile oil (Pedersen
et al., 1989). Table 3.11 presents extended composition and paraffin, naph-
thene, and aromatic distribution for two North Sea gas condensates.

When no sufficient data are available for a sample, generalized SCN data
can be used. Katz and Firoozabadi (1978) reported the molecular weight,
specific gravity, and boiling point for SCN groups. Whitson (1983) showed
that the molecular weight reported by Katz and Firoozabadi for carbon
numbers greater than 22 was inconsistent (Riazi and Al-Sahhaf, 1996).
Whitson (1983) revised the generalized data of Katz and Firoozabadi
(1978) to improve the consistency of the reported molecular weight. The
generalized data for SCN groups are reported in Table 3.9.

Table 3.8 Typical Gas Chromatographic Analysis to C36þ (Pedersen et al., 2014)d
cont’d
Formula Component Wt% Mol%

C29 Nonacosane 1.241 0.365
C30 Triacontane 1.221 0.348
C31 Hentriacontane 1.221 0.336
C32 Dotriacontane 1.131 0.302
C33 Tritriacontane 1.091 0.282
C34 Tetratriacontane 1.031 0.259
C35 Pentatriaontane 1.021 0.249
C36þ Hexatriacontane plus 29.074 4.885
ǂ The C7þ molecular weight and density are 276 and 0.8651 g/cm3, respectively.
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Table 3.9 Generalized Single Carbon Group Properties (Danesh, 1998)

SCN

Molecular
Weight
(Kg/kg mol)

Specific
Gravity
Relative
Density
at 288K

Boiling
Point (K)

Watson
Characteri-
zation
Factor

Tc
(K)

Pc
(MPa)

Vc (m
3/

kg mol) Zc
Acentric
Factor

C6 84 0.690 337 12.27 510 3.271 0.348 0.268 0.251
C7 96 0.727 366 11.97 547 3.071 0.392 0.265 0.280
C8 107 0.749 390 11.87 574 2.877 0.433 0.261 0.312
C9 121 0.768 416 11.82 603 2.665 0.484 0.257 0.352
C10 134 0.782 439 11.82 627 2.481 0.532 0.253 0.389
C11 147 0.793 461 11.85 649 2.310 0.584 0.250 0.429
C12 161 0.804 482 11.86 670 2.165 0.635 0.247 0.467
C13 175 0.815 501 11.85 689 2.054 0.681 0.244 0.501
C14 190 0.826 520 11.84 708 1.953 0.727 0.241 0.536
C15 206 0.836 539 11.84 727 1.853 0.777 0.238 0.571
C16 222 0.843 557 11.87 743 1.752 0.830 0.235 0.610
C17 237 0.851 573 11.87 758 1.679 0.874 0.233 0.643
C18 251 0.856 586 11.89 770 1.614 0.914 0.231 0.672
C19 263 0.861 598 11.90 781 1.559 0.951 0.229 0.698
C20 275 0.866 612 11.93 793 1.495 0.997 0.226 0.732
C21 291 0.871 624 11.93 804 1.446 1.034 0.224 0.759
C22 300 0.876 637 11.95 815 1.393 1.077 0.221 0.789
C23 312 0.881 648 11.95 825 1.356 1.110 0.220 0.815
C24 324 0.885 659 11.96 834 1.314 1.147 0.217 0.841
C25 337 0.888 671 11.99 844 1.263 1.193 0.215 0.874
C26 349 0.892 681 12.00 853 1.230 1.226 0.213 0.897
C27 360 0.896 691 12.00 862 1.200 1.259 0.211 0.944
C28 372 0.889 701 12.02 870 1.164 1.296 0.209 0.968
C29 382 0.902 709 12.03 877 1.140 1.323 0.207 0.985
C30 394 0.905 719 12.04 885 1.107 1.361 0.205 1.008
C31 404 0.909 728 12.04 893 1.085 1.389 0.203 1.026
C32 415 0.912 737 12.05 901 1.060 1.421 0.201 1.046
C33 426 0.915 745 12.05 907 1.039 1.448 0.199 1.063
C34 437 0.917 753 12.07 914 1.013 1.480 0.197 1.082
C35 445 0.920 760 12.07 920 0.998 1.502 0.196 1.095
C36 456 0.922 768 12.08 926 0.974 1.534 0.194 1.114
C37 464 0.925 774 12.07 932 0.964 1.550 0.193 1.124
C38 475 0.927 782 12.09 938 0.941 1.583 0.191 1.142
C39 484 0.929 788 12.09 943 0.927 1.604 0.190 1.154
C40 495 0.931 796 12.11 950 0.905 1.636 0.188 1.172
C41 502 0.933 801 12.11 954 0.896 1.652 0.187 1.181
C42 512 0.934 807 12.13 959 0.877 1.680 0.185 1.195
C43 521 0.936 813 12.13 964 0.864 1.701 0.184 1.207
C44 531 0.938 821 12.14 970 0.844 1.733 0.181 1.224
C45 539 0.940 826 12.14 974 0.835 1.749 0.180 1.232

Tc, Pc, and Vc: Calculated from Twu (1984) correlations.
Zc: Calculated from Pcvc ¼ ZcRTc.
Acentric factor: Calculated from Lee and Kesler (1975) and Kesler and Lee (1976) correlations.
SCN, single carbon number.



Table 3.10 Extended Composition Data for a North Sea Gas Condensate, a North Sea Black Oil, and a North Sea Volatile Oil

Component

North Sea Gas Condensate North Sea Black Oil North Sea Volatile Oil

Wt%
Mol
% MW

Density
(g/cm3)
at 15�C Wt%

Mol
% MW

Density
(g/cm3)
at 15�C Wt%

Mol
% MW

Density
(g/cm3)
at 15�C

N2 0.571 0.60 0.145 0.56 0.258 0.58
CO2 5.031 3.34 1.450 3.55 2.297 3.27
C1 40.667 74.16 6.757 45.34 13.780 53.89
C2 8.126 7.90 1.531 5.48 4.108 8.57
C3 6.254 4.15 1.516 3.70 4.254 6.05
i-C4 1.401 0.71 0.378 0.70 0.969 1.05
n-C4 2.855 1.44 0.891 1.65 2.263 2.44
i-C5 1.306 0.53 0.489 0.73 1.013 0.88
n-C5 1.637 0.66 0.580 0.87 1.348 1.17
C6 2.355 0.81 1.043 1.33 1.970 1.45
C7 3.749 1.20 91.2 0.746 2.276 2.73 89.9 0.757 3.489 2.38 91.9 0.742
C8 4.100 1.15 104.0 0.770 3.125 3.26 103.2 0.777 4.331 2.59 104.7 0.765
C9 2.577 0.63 119.0 0.788 2.342 2.14 117.7 0.796 3.329 1.75 119.2 0.788
C10 2.329 0.50 133.0 0.795 2.379 1.94 133.0 0.796 3.173 1.50 131.0 0.791
C11 1.466 0.29 144.0 0.790 2.205 1.62 147.0 0.800 3.666 1.55 147.0 0.796
C12 1.458 0.27 155.0 0.802 2.179 1.47 160.0 0.815 2.408 0.93 161.0 0.811
C13 1.624 0.28 168.0 0.814 2.693 1.69 172.0 0.833 3.125 1.13 171.0 0.826
C14 1.413 0.22 181.0 0.824 2.789 1.62 186.0 0.843 2.952 1.01 182.0 0.836
C15 1.165 0.17 195.0 0.833 2.937 1.59 200.0 0.849 2.521 0.80 195.0 0.843
C16 1.057 0.15 204.0 0.836 2.553 1.30 213.0 0.858 2.878 0.86 208.0 0.848
C17 1.096 0.14 224.0 0.837 2.388 1.11 233.0 0.851 2.211 0.60 228.0 0.844
C18 0.729 0.09 234.0 0.839 2.885 1.26 247.0 0.856 2.701 0.68 247.0 0.848
C19 1.137 0.13 248.0 0.844 2.571 1.07 258.0 0.868 2.184 0.54 252.0 0.859
C20þ 5.896 0.47 362.0 0.877 51.898 13.32 421.0 0.914 28.773 4.34 411.0 0.903

MW, molecular weight.
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Table 3.11 Extended Composition Data for Two North Sea Gas Condensates With Paraffin, Naphthene, and Aromatic Distribution

Compo-
nent

North Sea Gas Condensate (Pedersen et al., 1985) North Sea Gas Condensate (Pedersen et al., 1989)

Mol% MW

Density
(g/cm3)
at 15�C

PNA Distribution Mol%

Mol% MW

Density
(g/cm3)
at 15�C

PNA Distribution Mol%

P N A P N A

N2 0.120 0.64
CO2 2.490 9.16
C1 76.430 68.80
C2 7.460 8.43
C3 3.120 5.11
i-C4 0.590 0.81
n-C4 1.210 1.45
i-C5 0.500 0.52
n-C5 0.590 0.53
C6 0.790 0.63
C7 0.950 95 0.726 0.564 0.361 0.076 0.83 0.741 96 0.50 0.42 0.08
C8 1.080 106 0.747 0.113 0.611 0.277 0.95 0.780 107 0.45 0.38 0.17
C9 0.780 116 0.769 0.483 0.311 0.206 0.52 0.807 121 0.48 0.27 0.25
C10 0.592 133 0.781 0.530 0.275 0.195 0.26 0.819 134 0.47 0.30 0.23
C11 0.467 152 0.778 0.681 0.193 0.126 0.20 0.810 147 0.56 0.27 0.17
C12 0.345 164 0.785 0.757 0.123 0.120 0.17 0.828 161 0.55 0.24 0.21
C13 0.375 179 0.802 0.709 0.183 0.108 0.16 0.849 175 0.54 0.22 0.24
C14 0.304 193 0.815 0.635 0.209 0.156 0.15 0.857 190 0.49 0.27 0.24
C15 0.237 209 0.817 0.729 0.168 0.103 0.11 0.868 206 0.52 0.20 0.28
C16 0.208 218 0.824 0.624 0.232 0.144 0.086 0.872 222 0.55 0.19 0.26
C17 0.220 239 0.825 0.668 0.185 0.147 0.078 0.859 237 0.57 0.20 0.23

(Continued)
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Table 3.11 Extended Composition Data for Two North Sea Gas Condensates With Paraffin, Naphthene, and Aromatic Distributiondcont’d

Compo-
nent

North Sea Gas Condensate (Pedersen et al., 1985) North Sea Gas Condensate (Pedersen et al., 1989)

Mol% MW

Density
(g/cm3)
at 15�C

PNA Distribution Mol%

Mol% MW

Density
(g/cm3)
at 15�C

PNA Distribution Mol%

P N A P N A

C18 0.169 250 0.831 0.675 0.192 0.133 0.068 0.854 251 0.70:C18þ 0.11:C18þ 0.19:C18þ
C19 0.140 264 0.841 0.652 0.190 0.158 0.050 0.866 263
C20 0.833:C20þ 377:C20þ 0.87:C20þ 0.519:C20þ 0.320:C20þ 0.161:C20þ 0.046 0.873 339:C20þ
C21 0.035 0.876
C22 0.025 0.876
C23 0.034 0.875
C24 0.023 0.877
C25 0.017 0.876
C26 0.018 0.878
C27 0.014 0.882
C28 0.012 0.886
C29 0.013 0.889
C30þ 0.047 0.908

MW, molecular weight; PNA, paraffin, naphthene, and aromatic.
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A set of requirements must be satisfied for each splitting method listed
below (assuming that the plus fraction is grouped as heptane plus):XN

n¼7

zCn ¼ zC7þ (3.1)

XN
n¼7

zCnMWCn ¼ zC7þMWC7þ (3.2)

XN
n¼7

zCn

MWCn

SGCn

¼ zC7þ
MWC7þ

SGC7þ
(3.3)

3.3.1 Katz Method
The simplest method for splitting the plus fraction is the Katz (1983)
method. The proposed method is in the form of an exponential function
and is suitable for a condensate system (Riazi, 2005):

zCn ¼ 1:38205 zC7þ expð�0:25903nÞ (3.4)

where zCn is the mole fraction of the SCN group, Cn; zC7þ is the mole
fraction of the heptane plus; and n is the carbon number.

Direct use of the Katz splitting method usually does not give appropriate
results. In order to improve this method, the equation is modified as follows:

zCn ¼ AzC7þ expð�BnÞ (3.5)

where the A and B parameters are obtained in a way that satisfies Eqs. (3.1)
and (3.2). Therefore

A
XN
n¼7

expð�BnÞ � 1 ¼ 0 (3.6)

XN
n¼7

MWCn

SGCn

expð�BnÞ

XN
n¼7

expð�BnÞ
�MWC7þ

SGC7þ
¼ 0 (3.7)

This method is suitable when little or no compositional analysis of the
C7þ is available.
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Example 3.1
The total concentration of the C7þ fraction in a condensate is 5.45%
(Al-Meshari, 2005). The specific gravity and molecular weight of the C7þ frac-
tion are 0.7964 and 158, respectively. Describe the C7þ fraction, by SCN groups,
extended to C30þ using the improved Katz splitting method.

Solution
The specific gravity and molecular weight of the SCN group are assumed to be
those in Table 3.9, and the heaviest fraction is C45. Solving Eq. (3.7) by the
NewtoneRaphson method for B results in

B ¼ 0:1872

Substituting the B value in Eq. (3.6), the value of A is determined as

A ¼ 1�X45
n¼7

expð�0:1872nÞ
# ¼ 0:6335

Substituting A and B in Eq. (3.5), the mole fraction of the SCN groups is deter-
mined as in the following table.

The C30þ mole fraction and molecular weight are found as

zC30þ ¼
XC45

C30

zCn ¼ 0:0699%

zC30þMWC30þ ¼
XC45

C30

zCnMWCn

MWC30þ ¼ 435

SCN group C7 C8 C9 C10 C11 C12 C13 C14 C15 C16
Mol% 0.9311 0.7721 0.6403 0.5310 0.4403 0.3652 0.3028 0.2511 0.2082 0.1727
SCN group C17 C18 C19 C20 C21 C22 C23 C24 C25 C26
Mol% 0.1432 0.1188 0.0985 0.0817 0.0677 0.0562 0.0466 0.0386 0.0320 0.0266
SCN group C27 C28 C29 C30 C31 C32 C33 C34 C35 C36
Mol% 0.0220 0.0183 0.0151 0.0126 0.0104 0.0086 0.0072 0.0059 0.0049 0.0041
SCN group C37 C38 C39 C40 C41 C42 C43 C44 C45
Mol% 0.0034 0.0028 0.0023 0.0019 0.0016 0.0013 0.0011 0.0009 0.0008

SCN, single carbon number.

136 M. Mesbah and A. Bahadori



If the volume of the C30þ fraction is assumed to be equal to the sum of all of
the components volume, then the specific gravity of the C30þ fraction is found as

zC30þMWC30þ

SGC30þ
¼
XC45

C30

zCnMWCn

SGCn

SGC30þ ¼ 0:917

3.3.2 Pedersen Method
Pedersen et al. (1984, 1992) proposed a linear relationship between the SCN
and the logarithm of the heavy fraction concentration for a gas condensate
system. Their correlation is written as

ln zCn ¼ Aþ Bn (3.8)

where A and B are the constant parameters that would be determined for
each fluid. They evaluated this equation for 17 North Sea oil mixtures with
molar compositions to C80þ. According to their results, this relationship fits
the C7þ distribution of all mixtures, and there is no advantage of having
measured a compositional analysis beyond C20þ. A similar distribution
function was suggested by Yarborough (1979).

In phase behavior calculations, the carbon number is not directly used, so
it is better to replace the carbon number by a physical property such as
molecular weight (Danesh, 1998). The relation between the carbon number
and molecular weight can be described by the following equation (Pedersen
et al., 1984, 1992):

MWCn ¼ 14n� 4 (3.9)

Based on Eq. (3.9), Eq. (3.8) can be written in terms of molecular weight
as follows:

ln zCn ¼ Aþ BMWCn (3.10)

where A and B can be determined by regression (using a least-square
method or other methods) for a partial analysis of C7þ.

Example 3.2
The total concentration of the C7þ fraction of a condensate is 5.45%. The partial
analysis of C7þ is available and has been represented in Table 3.12. Describe the
C7þ fraction by SCN groups, extended to C30þ using the Pedersen splitting
method.

(Continued)
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Solution
Fig. 3.1 shows the relation between mole fraction and molecular weight. Accord-
ing to this figure, the assumption of a linear relationship between the logarithm
of the mole fraction and the molecular weight is reasonable for this fluid.

Table 3.12 Partial Analysis of Heavy End (Example 3.2)
(Al-Meshari, 2005)
Component Mol% MW SG

C7 18.17 96 0.727
C8 9.36 107 0.749
C9 20.5 121 0.768
C10 9.36 134 0.782
C11 6.97 147 0.793
C12 5.50 161 0.804
C13 5.14 175 0.815
C14 4.04 190 0.826
C15 3.67 206 0.836
C16 2.75 222 0.843
C17 2.20 237 0.851
C18 2.20 251 0.856
C19 1.83 263 0.861
C20þ 8.26 338 0.889

MW, molecular weight; SG, specific gravity.
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Figure 3.1 Relation between the mol% and molecular weight of single carbon
number groups.
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The A and B constants are determined by the least-square fitting method
(excluding C20þ):

ln xCn ¼ �0:5456� 0:0135MWCn

where

xCn ¼
zCn

0:0545

Similar to the previous example, the molecular weight and specific gravity of
SCN groups are assumed to be the same as those in Table 3.9. By substituting the
molecular weight in the above equation, the mole fraction of each SCN group
(xCn) is obtained. The results are represented in the following table.

The mole fraction of C30þ is calculated as

xC30þ ¼ 1�
XC29

C7

xCn ¼ 1� 0:9918 ¼ 0:0082

(Continued)

SCN xCn MW SG MWCnxCn

MWCnxCn
SGCn

C7 0.1817 96 0.727 17.4385 23.9870
C8 0.0936 107 0.749 10.0128 13.3683
C9 0.2055 121 0.768 24.8661 32.3777
C10 0.0936 134 0.782 12.5394 16.0351
C11 0.0697 147 0.793 10.2495 12.9250
C12 0.0550 161 0.804 8.8624 11.0229
C13 0.0514 175 0.815 8.9908 11.0317
C14 0.0404 190 0.826 7.6697 9.2854
C15 0.0367 206 0.836 7.5596 9.0426
C16 0.0275 222 0.843 6.1101 7.2480
C17 0.0220 237 0.851 5.2183 6.1320
C18 0.0220 251 0.856 5.5266 6.4563
C19 0.0183 263 0.861 4.8257 5.6047
C20 0.0141 275 0.866 3.8826 4.4834
C21 0.0114 291 0.871 3.3100 3.8002
C22 0.0101 300 0.876 3.0217 3.4494
C23 0.0086 312 0.881 2.6723 3.0333
C24 0.0073 324 0.885 2.3598 2.6665
C25 0.0061 337 0.888 2.0592 2.3189
C26 0.0052 349 0.892 1.8134 2.0330
C27 0.0045 360 0.896 1.6123 1.7994
C28 0.0038 372 0.889 1.4167 1.5936
C29 0.0033 382 0.902 1.2710 1.4091
Sum 0.9918 153.3 191.10

MW, molecular weight; SCN, single carbon number; SG, specific gravity.
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The molecular weight of the C7þ fraction should not be changed when the
analysis is extended toC30þ, hence the molecular weight of the C7þ fraction is
calculated as

MWC7þ ¼
XC20þ

C7

xCnMWCn ¼ 157:8 ¼
XC29

C7

xCnMWCn þ xC30þMWC30þ

¼ 153:3þ ð0:0082�MWC30þÞ

MWC30þ ¼ 547

Similar to the previous example, the volume of the C30þ fraction is the sum of
the volumes of all of its components. In this manner, by using a similar approach
as for molecular weight, the specific gravity of the C30þ fraction is calculated as
follows:

MWC7þ

SGC7þ
¼
XC20þ

C7

xCnMWCn

SGCn

¼ 195:91 ¼ 157:8
SGC7þ

SGC7þ ¼ 0:805

MWC7þ

SGC7þ
¼
XC29

C7

xCnMWCn

SGCn

þ xC30þMWC30þ

SGC30þ
¼ 195:91 ¼ 191:10þ 0:0082� 547

SGC30þ

SGC30þ ¼ 0:937

3.3.3 Gamma Distribution Method
Instead of characterizing the heavy fraction by SCN groups, it could be char-
acterized by a continuous description. A number of SCN groups charac-
terize this continuous function, but it is valid at a discrete carbon number.
The mathematical form of this function is as follows:ZIn

In�1

pðIÞdI ¼ xCn (3.11)

where xCn is the normalized mole fraction of each SCN, and p(I) is called the
distribution function. The variable I could be any property that characterizes
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the compounds of the fluid such as the molecular weight or the boiling point
(Whitson et al., 1990). If we take I hMW thenZMWn

MWn�1

pðMWÞdMW ¼ xCn (3.12)

Similarly, the molecular weight of each SCN group is found asZMWn

MWn�1

MW$pðMWÞdMW ¼ MWCnxCn (3.13)

The more general model used for distribution function is the three-
parameter gamma model (Danesh, 1998). The gamma distribution function
could be applied to a wide range of fluids including black oils, bitumen,
and petroleum residues. The three-parameter gamma model discussed by
Whitson (1983) is as follows:

pðMWÞ ¼
ðMW� hÞa�1 exp

�
�MW� h

b

�
baGðaÞ (3.14)

where a and b define the form of the distribution function, and h is the
minimum molecular weight present in the heavy fraction. The average and
variance values of this function are (ab þ h) and (ab2), respectively. If the
heavy fraction is present as Cnþ, then the average value of the distribution
function is MWCnþ, so

b ¼ MWCnþ � h

a
(3.15)

G(a) is the gamma function defined as

GðaÞ ¼
ZN
0

xa�1e�xdx (3.16)

The gamma function, G(a), for a between 1 and 2 could be estimated by
the following expression (Abramowitz and Stegun, 1966):

Gðaþ 1Þ ¼ 1þ
X8
i¼1

Aia
i 0 � a � 1 (3.17)
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where A1 ¼ �0.577191625; A2 ¼ 0.988205891; A3 ¼ �0.897056937;
A4 ¼ 0.918206857; A5 ¼ �0.756704078; A6 ¼ 0.482199394;
A7 ¼ �0.193527818; and A8 ¼ 0.035868343.

The recurrence formula is

Gðaþ 1Þ ¼ aGðaÞ (3.18)

Eq. (3.18) is used to evaluate G(a) when a is the outside range of
Eq. (3.17).

The value of a usually ranges from 0.5 to 2.5 for reservoir fluids
(Whitson et al., 1990; Danesh, 1998). The application of the gamma distri-
bution function to heavy oils, bitumen, and petroleum residues shows that
a has a range of 25e30 (Burle et al., 1985). Fig. 3.2 shows a typical
distribution function for a heavy fraction with MWC7þ ¼ 200; h ¼ 90 at
different values of a. As shown in Fig. 3.2 for a � 1, Eq. (3.14) exhibits
exponential behavior with a continuous reduction of concentration that is
suitable for gas condensate systems (Danesh, 1998; Riazi, 2005).

Parameter h is physically defined as the lightest component present in the
heavy fraction. This parameter should be considered as a mathematical con-
stant rather than a physical property. Several suggestions for h range from 86
to 94 (Al-Meshari, 2005). Different values for h are reported in Table 3.13
(Al-Meshari, 2005). Note that the molecular weight of the SCN groups are
assumed to be the same as those in Table 3.9.

Figure 3.2 Gamma distribution function for different values of a, MWC7þ ¼ 200; h ¼ 90.
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Whitson et al. (1990) proposed a relation that correlates h to a. This cor-
relation was obtained for 44 samples of a stabilized petroleum liquid (stack
tank oil and condensate).

h ¼ 110

"
1� 1

1þ 4:043
a0:723

#
(3.19)

The mole fraction of the pseudo component that includes all of the com-
ponents with molecular weights between MWn�1 and MWn is recognized
by the shaded area between the p(M) function and the molecular weight
axis, like in Fig. 3.2.

Substituting Eq. (3.14) in Eq. (3.12), the normalized mole fraction of
each SCN xCn group calculates as

xCn ¼
ZMWn

MWn�1

pðMWÞdMW ¼ PðMWnÞ � PðMWn�1Þ (3.20)

where MWn and MWn�1 are the upper and lower molecular weight bound-
aries for the SCN group n. Note that the lower molecular weight boundary
for each SCN group is the same as the upper molecular weight boundary for
the preceding SCN group. P(MW) could be obtained in terms of an infinite
series:

PðMWÞ ¼ expð�zÞ
XN
i¼0

�
zaþi

Gðaþ iþ 1Þ
�

(3.21)

Table 3.13 Different Methods to Calculate h (Assuming the Plus Fraction is Heptane
Plus)
Method h

Midpoint between the molecular weight
of SCN6 and SCN7

(MW SCN6 þMW SCN7)/2 ¼ 90

Midpoint between the molecular weight
of normal hexane and normal heptane

ðMWnC6 þMWnC7Þ=2 ¼ 93

Molecular weight of SCN6 84
Molecular weight of normal hexane 86

SCN, single carbon number.
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where

z ¼ MW� h

b
(3.22)

The summation of Eq. (3.21) should be performed until the difference
between the two successive terms is less than 10�8.

Eq. (3.13) would be rewritten as

MWCn ¼
1
xCn

264 ZMWn

h

MW$pðMWÞdMW�
ZMWn�1

h

MW$pðMWÞdMW

375
(3.23)

which can be shown as the average molecular weight of each SCN group
equal to

MWCn ¼ hþ ab
P1ðMWnÞ � P1ðMWn�1Þ
PðMWnÞ � PðMWn�1Þ (3.24)

The function P1(MW) is also evaluated by Eq. (3.21), but with the sum-
mation starting from i ¼ 1.

The weight fraction of each SCN group is found as

wCn ¼
xCnMWCn

hþ ab
(3.25)

In cases with a lack of partial analysis of the heavy fraction, the value of a
is assumed to be equal to 1. The values of h and b can be determined from
Eqs. (3.19) and (3.16), respectively.

Eq. (3.14) with a value of a ¼ 1 reduces to an exponential function:

pðMWÞ ¼
exp

�
�MW� h

b

�
b

(3.26)

substituting Eq. (3.26) in Eq. (3.12) results in

xCn ¼ �exp

�
h

b

��
exp

�
�MWn

b

�
� exp

�
�MWn�1

b

��
(3.27)
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and substituting Eq. (3.27) in Eq.(3.13) gives the average molecular weight
of each SCN group.

MWCn ¼

�b exp

�
h

b

���
MWn

b
þ 1

�
exp

�
�MWn

b

�
�
�
MWn�1

b
þ 1

�
exp

�
�MWn�1

b

��
xCn

(3.28)

Example 3.3
Prove that if we assume that MWn � MWn�1 ¼ 14, Eq. (3.27) leads to Eq. (3.10).

Solution
Substituting MWn�1 ¼ MWn � 14 in Eq. (3.27)

xCn ¼ �exp

�
h

b

��
exp

�
�MWn

b

�
� exp

�
�MWn � 14

b

��
or

xCn ¼ exp

�
h�MWn

b

��
exp

�
14
b

�
� 1

�
By taking the logarithm of both sides of the above equation, we have

ln xCn ¼
�
h

b
þ ln

�
exp

�
14
b

�
� 1

��
� 1
b
MWn

which is similar to Eq. (3.10), with A and B as follows

A ¼
�
h

b
þ ln

�
exp

�
14
b

�
� 1

��

B ¼ �1
b

Example 3.4
Describe the C7þ fraction of the condensate in Example 3.1 by a continuous func-
tion, and estimate the mole fraction and molecular weight of the SCN groups.
Extend the heavy fraction to C45þ.

(Continued)
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Solution
In the absence of a partial analysis of the C7þ fraction we assumed that a ¼ 1.

In order to continue we need to specify the lower and upper molecular
weight boundaries. Usually two methods are used to calculate the lower and up-
per molecular weight boundaries (Danesh, 1998; Al-Meshari, 2005). We used
these two methods to solve the problem.

Normal Cut method: In this method, the molecular weights of the normal
paraffins are used to specify the lower and upper molecular weights. Alterna-
tively, we can write

MWn �MWn�1 ¼ 14

and

MWn ¼ 14nþ 2

where n is the carbon number.
The value of h is equal to the normal hexane molecular weight. It is recom-

mended that when the normal cut method is used, the value of h is equal to the
molecular weight of the normal alkane, which is smaller than the plus fraction
(Al-Meshari, 2005).The b parameter as found by Eq. (3.15).

b ¼ MWC7þ � h

a
¼ 158� 86

1
¼ 72

The distribution function of the C7þ fraction in terms of the molecular weight
is obtained by substituting the b and h parameters in Eq. (3.26).

pðMWÞ ¼
exp

�
�MW� 86

72

�
72

¼ 0:0459xp

�
�MW

72

�
Using the result of previous example and the above equation, the normal-

ized mole fraction of each SCN group can be determined as

xCn ¼ exp

��
h� 2
b

þ ln

�
exp

�
14
b

�
� 1

��
� 14n

b

�
¼ expð�0:37215� 0:19444nÞ

The normalized mole fraction of the C7 group is

xCn ¼ exp½ � 0:37215� ð0:19444� 7Þ� ¼ 0:1767
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To calculate the molecular weight of the C7 group, the lower and upper mo-
lecular weight boundaries are

MW6 ¼ ð14� 6Þ þ 2 ¼ 86

MW7 ¼ ð14� 7Þ þ 2 ¼ 100

Therefore the average molecular weight of the C7 group from Eq. (3.28) is

MWC7 ¼

�72� exp

�
86
72

���
100
72

þ 1

�
exp

�
�100

72

�
�
�
86
72

þ 1
�
exp
�
�86
72

��
0:1767

¼ 93

The normalized mole fraction and the average molecular weight for other
SCN groups is similarly calculated, as shown in the following table.

(Continued)

SCN

Upper Molecular
Weight Boundary
MWn

Lower Molecular
Weight Boundary
MWnL1 xCn MWCn Eq. (3.28)

C7 100 86 ¼ h 0.1767 93
C8 114 100 0.1455 107
C9 128 114 0.1198 121
C10 142 128 0.0986 135
C11 156 142 0.0812 149
C12 170 156 0.0668 163
C13 184 170 0.0550 177
C14 198 184 0.0453 191
C15 212 198 0.0373 205
C16 226 212 0.0307 219
C17 240 226 0.0253 233
C18 254 240 0.0208 247
C19 268 254 0.0171 261
C20 282 268 0.0141 275
C21 296 282 0.0116 289
C22 310 296 0.0096 303
C23 324 310 0.0079 317
C24 338 324 0.0065 331
C25 352 338 0.0053 345
C26 366 352 0.0044 359
C27 380 366 0.0036 373
C28 394 380 0.0030 387
C29 408 394 0.0025 401
C30 422 408 0.0020 415

(Continued)
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dcont’d

SCN

Upper Molecular
Weight Boundary
MWn

Lower Molecular
Weight Boundary
MWnL1 xCn MWCn Eq. (3.28)

C31 436 422 0.0017 429
C32 450 436 0.0014 443
C33 464 450 0.0011 457
C34 478 464 0.0009 471
C35 492 478 0.0008 485
C36 506 492 0.0006 499
C37 520 506 0.0005 513
C38 534 520 0.0004 527
C39 548 534 0.0004 541
C40 562 548 0.0003 555
C41 576 562 0.0002 569
C42 590 576 0.0002 583
C43 604 590 0.0002 597
C44 618 604 0.0001 611
C45 632 618 0.0001 625

SCN, single carbon group.

The average molecular weight calculated by this approach is considerably
different from the molecular weight of the SCN group in a generalized table.

Midpoint method: In this method, the upper molecular weight boundary of
the group n is the midpoint between the SCN molecular weights of the n and
n þ 1 groups that are given in a generalized table. For example, the upper mo-
lecular boundary of group 10 is calculated as

MW10 ¼ MWSCN10þMW SCN11
2

¼ 134þ 147
2

¼ 140:5

The value of h is equal to 90, and the b parameter as determined by Eq. (3.15)
is equal to 68. Similarly, the distribution function is

pðMWÞ ¼
exp

�
�MW� 90

68

�
68

¼ 0:0552xp

�
�MW

68

�
The normalized mole fraction and the average molecular weight are deter-

mined from Eqs. (3.27) and (3.28), respectively. The results are reported in the
following table. The average molecular weights of the SCN groups determined
by this approach are close to those values in a generalized table. The normalized
mole fraction and themolecular weight of the C45þ fraction are calculated similarly
to Example 3.1 (a more accurate value for the molecular weight of C7þ is 158.4).
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SCN

Upper Molecular
Weight Boundary
MWn

Lower Molecular
Weight Boundary
MWn�1

xCn

Eq. (3.27)
MWCn

Eq. (3.28)
MWCn

(Table 3.9)

C7 101.5 90 ¼ h 0.1556 96 96
C8 114 101.5 0.1418 108 107
C9 127.5 114 0.1265 121 121
C10 140.5 127.5 0.1002 134 134
C11 154 140.5 0.0857 147 147
C12 168 154 0.0726 161 161
C13 182.5 168 0.0610 175 175
C14 198 182.5 0.0523 190 190
C15 214 198 0.0428 206 206
C16 229.5 214 0.0329 221 222
C17 244 229.5 0.0247 236 237
C18 257 244 0.0181 250 251
C19 269 257 0.0139 263 263
C20 283 269 0.0134 276 275
C21 295.5 283 0.0098 289 291
C22 306 295.5 0.0070 301 300
C23 318 306 0.0068 312 312
C24 330.5 318 0.0059 324 324
C25 343 330.5 0.0049 337 337
C26 354.5 343 0.0038 349 349
C27 366 354.5 0.0032 360 360
C28 377 366 0.0026 371 372
C29 388 377 0.0022 382 382
C30 399 388 0.0019 393 394
C31 409.5 399 0.0015 404 404
C32 420.5 409.5 0.0014 415 415
C33 431.5 420.5 0.0012 426 426
C34 441 431.5 0.0009 436 437
C35 450.5 441 0.0007 446 445
C36 460 450.5 0.0006 455 456
C37 469.5 460 0.0006 465 464
C38 479.5 469.5 0.0005 474 475
C39 489.5 479.5 0.0004 484 484
C40 498.5 489.5 0.0003 494 495
C41 507 498.5 0.0003 503 502
C42 516.5 507 0.0003 512 512
C43 526 516.5 0.0002 521 521
C44 535 526 0.0002 530 531
C45þ e e 0.0013 783 e

SCN, single carbon group.

Plus Fraction Characterization 149



If there is sufficient data available regarding the partial analysis of the
heavy fraction, then the parameters of the distribution function could be
optimized. Whitson et al. (1990) suggest a procedure to optimize the param-
eters of the distribution function. A procedure similar to their procedure is
provided here.
1. Determine the experimental fraction weight using the following relation:

wCn ¼
ðxCnMWCnÞexperimentalPN

i¼7
ðxCnMWCnÞexperimental

(3.29)

2. For the first guess, assume that a ¼ 1 and that the values of h and b are
estimated from Eqs. (3.19) and (3.15), respectively.

3. Assume an upper molecular weight boundary, MWn, for a group. Calcu-
late the P(MWn) and xCn from Eqs. (3.21) and (3.20). Then calculate the
average molecular weight and normalized weight fraction for groups
from Eqs. (3.24) and (3.25).

4. If the calculated weight fraction does not match the experimental weight
fraction within an acceptable tolerance (e.g., 10�7), modify the upper
molecular weight boundary and return to step 3. Use the Newton or
Chord method to solve the problem.

5. Repeat steps 3 and 4 for all groups, excluding the last one. Determine the
sum of the square errors.

errorða; b; hÞ ¼ 1
N � 1

XN�1

i¼1

h
ðMWCnÞexp:� ðMWCnÞmodel

i2
(3.30)

6. If we use Eq. (3.19) to calculate h and Eq. (3.15) to calculate b, the only
optimizing parameter is a. Minimize the error by adjusting a.

7. Calculate the average molecular weight for each group by using the new
parameters a, b, and h.

8. Compare the model molecular weight and the mole fraction with the
experimental values. If the model values do not match with the exper-
imental values within the acceptable tolerance, return to step 3.
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Example 3.5
The partial analysis of the fraction of an oil sample is shown in Table 3.14
(Hoffman et al., 1953).

Describe the heavy fraction by a continuous distribution function (optimize
the parameters of the distribution function).

Solution
According to this procedure, we calculated the weight fraction from Eq. (3.29).

(Continued)

Table 3.14 Partial Analysis of Heavy End

Component ðzCnÞexp: ðMWCnÞexp:
C7 0.0263 99
C8 0.0234 110
C9 0.0235 121
C10 0.0224 132
C11 0.0241 145
C12 0.0246 158
C13 0.0266 172
C14 0.0326 186
C15 0.0363 203
C16 0.0229 222
C17 0.0171 238
C18 0.0143 252
C19 0.013 266
C20 0.0108 279
C21 0.0087 290
C22 0.0072 301
C23 0.0058 315
C24 0.0048 329
C25 0.0039 343
C26 0.0034 357
C27 0.0028 371
C28 0.0025 385
C29 0.0023 399
C30þ 0.0091 444
Total 0.3684
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Component ðzCnÞexp. ðxCnÞexp:[
ðzCnÞexp:
0:3684 ðMWCnÞexp: ðxCnMWCnÞexp: wCn [

ðxCnMWCnÞexp:
198:70

C7 0.0263 0.0714 99 7.07 0.0356
C8 0.0234 0.0635 110 6.99 0.0352
C9 0.0235 0.0638 121 7.72 0.0388
C10 0.0224 0.0608 132 8.03 0.0404
C11 0.0241 0.0654 145 9.49 0.0477
C12 0.0246 0.0668 158 10.55 0.0531
C13 0.0266 0.0722 172 12.42 0.0625
C14 0.0326 0.0885 186 16.46 0.0828
C15 0.0363 0.0985 203 20.00 0.1007
C16 0.0229 0.0622 222 13.80 0.0694
C17 0.0171 0.0464 238 11.05 0.0556
C18 0.0143 0.0388 252 9.78 0.0492
C19 0.013 0.0353 266 9.39 0.0472
C20 0.0108 0.0293 279 8.18 0.0412
C21 0.0087 0.0236 290 6.85 0.0345
C22 0.0072 0.0195 301 5.88 0.0296
C23 0.0058 0.0157 315 4.96 0.0250
C24 0.0048 0.0130 329 4.29 0.0216
C25 0.0039 0.0106 343 3.63 0.0183
C26 0.0034 0.0092 357 3.29 0.0166
C27 0.0028 0.0076 371 2.82 0.0142
C28 0.0025 0.0068 385 2.61 0.0131
C29 0.0023 0.0062 399 2.49 0.0125
C30þ 0.0091 0.0247 444 10.97 0.0552
Total 0.3684 1 198.70 ¼ MWC7þ 1
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Assume that a ¼ 1. The value of h calculated from Eq. (3.19) is equal to 88.2.
b as determined using Eq. (3.15) is equal to 110.5. The results of steps 3 to 5 are
reported in the following table.

(Continued)

Component

MWn Upper
Molecular
Weight
Boundary
Eq. (3.24)

P(MWn)
Eq. (3.21) P1(MWn)

ðxCnÞmodel
Eq. (3.20)

ðMWCnÞmodel
Eq. (3.24)

ðwCnÞmodel
Eq. (3.25) ðwCnÞexp:

C6 88.2 0 0
C7 97.0 0.0764 0.0030 0.0764 92.5 0.0356 0.0356
C8 105.6 0.1454 0.0111 0.0690 101.2 0.0352 0.0352
C9 115.0 0.2155 0.0251 0.0700 110.2 0.0388 0.0388
C10 124.9 0.2824 0.0443 0.0670 119.9 0.0404 0.0404
C11 136.7 0.3550 0.0722 0.0726 130.7 0.0477 0.0477
C12 150.1 0.4287 0.1089 0.0737 143.2 0.0531 0.0531
C13 166.4 0.5073 0.1585 0.0786 158.0 0.0625 0.0625
C14 189.4 0.6000 0.2335 0.0927 177.5 0.0828 0.0828
C15 220.5 0.6979 0.3363 0.0979 204.2 0.1007 0.1007
C16 244.7 0.7574 0.4137 0.0594 232.1 0.0694 0.0694
C17 266.4 0.8006 0.4792 0.0433 255.2 0.0556 0.0556
C18 288.0 0.8360 0.5395 0.0353 276.8 0.0492 0.0492
C19 311.4 0.8673 0.5994 0.0314 299.3 0.0472 0.0472
C20 334.9 0.8927 0.6532 0.0253 322.7 0.0412 0.0412
C21 357.4 0.9125 0.6993 0.0198 345.7 0.0345 0.0345
C22 379.7 0.9285 0.7398 0.0160 368.2 0.0296 0.0296
C23 401.3 0.9412 0.7745 0.0127 390.1 0.0250 0.0250
C24 422.8 0.9516 0.8050 0.0104 411.7 0.0216 0.0216
C25 443.9 0.9600 0.8312 0.0084 433.0 0.0183 0.0183
C26 465.9 0.9672 0.8552 0.0072 454.5 0.0166 0.0166
C27 488.0 0.9731 0.8760 0.0059 476.6 0.0142 0.0142
C28 511.9 0.9784 0.8955 0.0052 499.5 0.0131 0.0131
C29 539.3 0.9831 0.9142 4.74E�03 525.0 0.0125 0.0125
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Use Eq. (3.30) to determine the error:

errorða1 ¼ 1Þ ¼ 1
29

X29
i¼1

h
ðMWCnÞexp: � ðMWCnÞmodel

i2 ¼ 3607:53

To optimize the a value we can use a simple interpolation between
the a value and error. Guess another value for a (e.g., a ¼ 1.1) and repeat steps
3 to 5.

errorða2 ¼ 1:1Þ ¼ 1
29

X29
i¼1

h
ðMWCnÞexp: � ðMWCnÞmodel

i2 ¼ 2611:35

The new value for a is found as follows:

anþ2 ¼ anþ1 � ðanþ1 � anÞerrorðanþ1Þ
errorðanþ1Þ � errorðanÞ

a3 ¼ a2 � ða2 � a1Þerrorða2Þ
errorða2Þ � errorða1Þ ¼ 1:1� ð1:1� 1Þ � 2611:35

22611:35� 3607:53
¼ 1:362

Continue trial and error until the error given is an acceptable value (e.g.,
error < 10). For a ¼ 2.227 we have

errorða ¼ 2:277Þ ¼ 1
29

X29
i¼1

h
ðMWCnÞexp: � ðMWCnÞmodel

i2 ¼ 6:97

The absolute average residual (AAR) is

AAR ¼ 1
N � 1

XN�1

i¼1

���ðMWCnÞexp: � ðMWCnÞmodel

���
¼ 1

29

X29
i¼1

���ðMWCnÞexp: � ðMWCnÞmodel

��� ¼ 2:23

which shows that the obtained value for a is desirable. The optimized value of a
is from Whitson et al. (1990) research result is 2.259.

The final results are reported in the following table. The h and b values are
75.9 and 53.9, respectively.

154 M. Mesbah and A. Bahadori



Component

MWn Upper
Molecular Weight
Boundary
Eq. (3.24)

P(MWn)
Eq. (3.21) P1ðMWnÞ

ðxCnÞmodel
Eq. (3.20)

ðMWCnÞmodel
Eq. (3.24) ðMWCnÞexp.

ðwCnÞmodel
Eq. (3.25) ðwCnÞexp.

C6 75.9 ¼ h 0 0 e e e e e
C7 106.9 0.0732 0.0123 0.0732 96.6 99 0.0356 0.0356
C8 119.3 0.1349 0.0311 0.0617 113.3 110 0.0352 0.0352
C9 130.1 0.1967 0.0557 0.0619 124.7 121 0.0388 0.0388
C10 139.9 0.2562 0.0843 0.0594 135.0 132 0.0404 0.0404
C11 150.5 0.3215 0.1211 0.0653 145.2 145 0.0477 0.0477
C12 161.7 0.3891 0.1653 0.0676 156.1 158 0.0531 0.0531
C13 174.5 0.4630 0.2207 0.0739 168.1 172 0.0625 0.0625
C14 191.5 0.5530 0.2991 0.0900 182.8 186 0.0828 0.0828
C15 213.1 0.6520 0.4008 0.0990 201.9 203 0.1007 0.1007
C16 229.2 0.7145 0.4745 0.0625 220.9 222 0.0694 0.0694
C17 243.3 0.7613 0.5356 0.0468 236.1 238 0.0556 0.0556
C18 257.1 0.8004 0.5911 0.0391 250.0 252 0.0492 0.0492
C19 271.8 0.8359 0.6455 0.0355 264.2 266 0.0472 0.0472
C20 286.2 0.8653 0.6940 0.0293 278.8 279 0.0412 0.0412
C21 299.9 0.8887 0.7353 0.0234 292.9 290 0.0345 0.0345
C22 313.4 0.9079 0.7714 0.0192 306.5 301 0.0296 0.0296
C23 326.3 0.9234 0.8022 0.0155 319.6 315 0.0250 0.0250
C24 339.0 0.9363 0.8291 0.0129 332.4 329 0.0216 0.0216
C25 351.3 0.9468 0.8522 0.0105 345.0 343 0.0183 0.0183
C26 364.2 0.9560 0.8733 0.0092 357.6 357 0.0166 0.0166
C27 377.0 0.9636 0.8916 0.0076 370.4 371 0.0142 0.0142
C28 390.7 0.9704 0.9087 0.0068 383.6 385 0.0131 0.0131
C29 406.4 0.9767 0.9251 6.25E�03 398.3 399 0.0125 0.0125
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The mole fraction and molecular weight of C30þ are calculated similarly
to Example 3.2.

xC30þ ¼ 1�
XC29

C7

xCn ¼ 0:0233

MWC7þ ¼
XC20þ

C7

xCnMWCn ¼ 198:70 ¼
XC29

C7

xCnMWCn þ xC30þMWC30þ

¼ 187:73þ ð0:0233�MWC30þÞ

MWC30þ ¼ 470:3

3.4 PROPERTIES ESTIMATION

In the absence of experimental data, the properties of the heavy frac-
tion must be estimated. These properties are specific gravity, boiling point,
molecular weight, critical properties, or even characterization factors such as
the Watson factor. Several methods are available for calculating these prop-
erties. Some properties, such as the specific gravity, boiling point, and mo-
lecular weight, can be estimated from a generalized table. In addition, several
correlations have been suggested by different authors to calculate these prop-
erties. In this section the most widely used correlations are reviewed. The
units of temperature, pressure, and volume are K, MPa, and m3/kg mol,
respectively. The specific gravity is calculated at 15.5�C.

3.4.1 Watson Characterization Factor Estimation
To classify the petroleum fraction, the petroleum industries usually use a
characterization parameter. The Watson characterization factor is the most
widely used characterization parameter, as presented by Watson et al.
(1935). This parameter is defined as

Kw ¼ ð1:8TbÞ
1
3

SG
(3.31)

where Tb is the normal boiling point in K, and SG is the specific gravity.
Based on this definition, for pure hydrocarbon we have (Danesh, 1998)

12.5 < Kw � 13.5 Paraffins
11 < Kw � 12.5 Naphtenes
8.5 < Kw � 11 Aromatics
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Watson characterization factor can be determined from the molecular
weight and specific gravity using the RiazieDaubert (Austad et al., 1983)
correlation.

Kw ¼ 4:5579MW0:15178SG�0:84573 (3.32)

This relation is suitable for the last fraction when the normal boiling
point is not available. Experience shows that the above equation is more reli-
able for fractions lighter than C20. In most cases, for a given field the varia-
tion of theWatson characterization factor is relatively small, particularly for a
heavy fraction (Austad et al., 1983).

3.4.2 Boiling Point Estimation
RiazieDaubert correlation (Riazi and Daubert, 1987)

Tb ¼ 3:76587
�
exp
�
3:7741� 10�3MWþ 2:98404SG� 4:25288

�10�3MWSG
	

MW0:40167SG�1:58262 for 70 < MW < 300

(3.33)

RiazieDaubert correlation (Riazi, 2005)

Tb ¼ 9:3369
�
exp
�
1:6514� 10�4MWþ 1:4103SG� 7:5152

�10�4MWSG
	

MW0:5369SG�0:7276 for 300 < MW < 700

(3.34)

Eq. (3.34) can be used for molecular weights between 70 and 300 with
less accuracy (Riazi, 2005).

Soreide correlation (Soreide, 1989)

Tb ¼ 1071:28� 9:417� 104�
exp
��4:922� 10�3MW� 4:7685SG� 3:462� 10�3MWSG

	

MW�0:03522SG3:266 for 90�C < Tb < 560�C

(3.35)

In this correlation, the boiling point of very large molecules approaches
1071.28K. Soreide compared a given correlation for the boiling point for
a petroleum fraction with molecular weights in the range of 70e450 and
found that Eq. (3.33) overestimates the boiling point. Eqs. (3.34) and (3.35)
have the same error, with an average absolute deviation percent (AAD%)
of about 1% (Soreide, 1989).
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Example 3.6
Estimate the normal boiling point of a heavy fraction with the specifications in
Example 3.1.
1. Using the Watson characterization factor
2. Using the RiazieDaubert correlation

Solution
1. Use Eq. (3.32) to determine the Watson number:

Kw ¼ 4:5579ð158Þ0:15178ð0:7964Þ�0:84573 ¼ 11:91

Rewrite Eq. (3.31) in the following form to calculate the normal boiling point:

Tb ¼ ðKw � SGÞ3
1:8

Tb ¼ ð11:91� 0:7964Þ3
1:8

¼ 474:68K

2. For molecular weights in the range of 70e300, the normal boiling point is
estimated by Eq. (3.33), which results in

Tb ¼ 472:20K

3.4.3 Critical Properties and Acentric Factor Estimation
The critical properties that comprise a group of reservoir fluids, especially the
critical temperature, critical pressure, and acentric factor, are required for
tuning EOS. These properties are usually related to the specific gravity
and boiling point. The critical temperature correlations are more reliable
than other correlations. The most widely used correlations are given below.

LeeeKesler correlations (Lee and Kesler, 1975; Kesler and Lee, 1976)

Tc ¼ 189:8þ 450:6SG þ ð0:4244þ 0:1174SGÞTb

þ ð0:1441� 1:0069SGÞ � 105T�1
b

(3.36)

ln Pc ¼ 3:3864� 0:0566
SG

�
��

0:43639þ 4:1216
SG

þ 0:21343
SG2

�
� 10�3Tb

�
þ
��

0:47579þ 1:182
SG

þ 0:15302
SG2

�
� 10�6T 2

b

�
�
��

2:4505þ 9:9099
SG2

�
� 10�10T 3

b

�
(3.37)
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u ¼
�
ln Pbr � 5:92714þ 6:09648T�1

br þ 1:28862 ln Tbr � 0:169347T 6
br


�
15:2518� 15:6875T�1

br � 13:4721 ln Tbr þ 0:43577T 6
br



for Tbr � 0:8

(3.38)

u ¼� 7:904þ 0:1352Kw � 0:007465K2
w þ 8:359Tbr

þ ð1:408� 0:01063KwÞT�1
br for Tbr > 0:8

(3.39)

Zc ¼ 0:2905� 0:085u (3.40)

where Tbr ¼ Tb/Tc, Pbr ¼ Pb/Pc, and Pb is the pressure at which Tb is
measured. For example, for a normal boiling point, Pb ¼ 0.101325 MPa.
These correlations are recommended for molecular weight ranges of
70e700 by the authors (Riazi, 2005).

Cavett correlations (Cavett, 1962)

Tc ¼ 426:7062278þ ��9:5187183� 10�1	ð1:8Tb � 459:67Þ

� ��6:01889� 10�4	ð1:8Tb � 459:67Þ2

� ��4:95625� 10�3	ðAPIÞð1:8Tb � 459:67Þ

þ ��2:160588� 10�7	ð1:8Tb � 459:67Þ3

þ ��2:949718� 10�6	ðAPIÞð1:8Tb � 459:67Þ2

þ ��1:817311� 10�8	�API2	ð1:8Tb � 459:67Þ2


(3.41)

logð10PcÞ ¼ 1:6675956þ ��9:412011� 10�4	ð1:8Tb � 459:67Þ

� ��3:047475� 10�6	ð1:8Tb � 459:67Þ2

� ��2:087611� 10�5	ðAPIÞð1:8Tb � 459:67Þ

þ ��1:5184103� 10�9	ð1:8Tb � 459:67Þ3

� ��1:1047899� 10�8	ðAPIÞð1:8Tb � 459:67Þ2

� ��4:8271599� 10�8	�API2	ð1:8Tb � 459:67Þ

þ ��1:3949619� 10�10	�API2	ð1:8Tb � 459:67Þ2


(3.42)
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where API gravity is a measure comes from American Petroleum Insti-
tute of how heavy or light a petroleum liquid is compared to water. It is
defined as

API ¼ 141:5
SG

� 131:5 (3.43)

RiazieDaubert correlations (Riazi and Daubert, 1980, 1987;
Aladwani and Riazi, 2005; Riazi, 2005)

Tc ¼ 19:06232T 0:58848
b SG0:3596 for C5 to C20 or 70 < MW < 300

(3.44)

Tc ¼ 9:5233
�
exp
��9:314� 10�4Tb � 0:544442SGþ 6:4791

� 10�4TbSG
	

T 0:81067
b SG0:53691

for C5 toC20 or 70 < MW < 300

(3.45)

Tc ¼ 35:9413
�
exp
��6:9� 10�4Tb � 1:4442SGþ 4:91

� 10�4TbSG
	

T 0:7293
b SG1:2771

for C20 to C50 or 300 < MW < 700

(3.46)

Pc ¼ 5:53027� 106T�2:3125
b SG2:3201 for C5 to C20 or 70 < MW < 300

(3.47)

Pc ¼ 3:1958� 104
�
exp
��8:505� 10�3Tb � 4:8014SGþ 5:749

� 10�3TbSG
	

T�0:4844
b SG4:0846

for C5 to C20 or 70 < MW < 300

(3.48)

Pc ¼ 0:69575
�
exp
��1:35� 10�2Tb � 0:3129SGþ 9:174

� 10�3TbSG
	

T 0:6791
b SG�0:6807

for C20 to C50 or 300 < MW < 700

(3.49)

VC ¼ 1:7842� 10�7T 2:3829
b SG�1:683 for C5 to C20 or 70 < MW < 300

(3.50)

Vc ¼ 6:1677� 107
�
exp
��7:583� 10�3Tb � 28:5524SGþ 1:172

� 10�2TbSG
	

T 1:20493
b SG17:2074

for C5 to C20 or 70 < MW < 300

(3.51)
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Note that the accuracies of Eqs. (3.46) and (3.49) are greater than the
accuracies of Eqs. (3.45) and (3.48), respectively. Eqs. (3.46) and (3.49)
can be used for hydrocarbon in the range of C5eC20 with acceptable accu-
racy (Riazi, 2005).

Twu correlations (based on the Perturbation Expansion) (Twu,
1984)

For normal alkanes

Tn�alkane
c ¼ Tb

�
0:533272þ 0:343831� 10�3Tb þ 2:526167� 10�7T 2

b

�1:65848� 10�10T 3
b þ 4:60774� 1024T�13

b


�1

(3.52)

Pn�alkane
c ¼ �0:318317þ 0:09933440:5 þ 2:896984þ 3:0054642

þ 8:6516344
2
(3.53)

Vn�alkane
c ¼ �0:82055þ 0:7154684þ 2:2126643 þ 13411:1414
�8

(3.54)

SGn�alkane ¼ 0:843593� 0:1286244� 3:3615943 � 13749:5412

(3.55)

where

4h1� Tb

Tn�alkane
c

(3.56)

Tb ¼ exp
�
5:12640þ 2:71579j� 0:286590j2 � 39:8544j�1

� 0:122488j�2
� 13:7512jþ 19:6197j2
(3.57)

and

j ¼ lnMWn�alkane (3.58)

Eq. (3.57) could be solved for molecular weight by following an initial
guess.

MWn�alkane ¼ Tb

5:800� 0:0052Tb
(3.59)
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For petroleum fractions

Tc ¼ Tn�alkane
c

�
1þ 2fT
1� 2fT

�2
(3.60)

fT ¼ DST
��0:270159T�0:5

b þ �0:0398285� 0:706691T�0:5
b

	
DST



(3.61)

DST ¼ exp
�
5
�
SGn�alkane � SG

	
� 1 (3.62)

Vc ¼ Vn�alkane
c

�
1þ 2fV
1� 2fV

�2
(3.63)

fV ¼ DSV
�
0:347776T�0:5

b þ �� 0:182421þ 2:24890T�0:5
b

	
DSV



(3.64)

DSV ¼ exp
h
4
��

SGn�alkane	2 � SG2
�i

� 1 (3.65)

Pc ¼ Pn�alkane
c

 
Tc

Pn�alkane
c

! 
Vn�alkane
c

Vc

!�
1þ 2fP
1� 2fP

�2
(3.66)

fP ¼ DSP
��
2:53262� 34:4321T�0:5

b � 0:00230193Tb
	

þ �� 11:4277þ 187:934T�0:5
b þ 0:00414963Tb

	
DSP



(3.67)

DSP ¼ exp
�
0:5
�
SGn�alkane � SG

	
� 1 (3.68)

WinneMobil (SimeDaubert) correlations (Riazi, 1979; Sim and
Daubert, 1980)

ln Tc ¼ �0:58779þ 4:2009T 0:08615
b SG0:04614 (3.69)

Pc ¼ 6:148341� 106T�2:3177
b SG2:4853 (3.70)

HalleYarborough correlation (Hall and Yarborough, 1971)

VC ¼ 1:56� 10�3MW1:15SG�0:7935 (3.71)

Edmister correlation (Edmister, 1958)

u ¼ 3
7

�
Tbr

1� Tbr

��
log10

�
P�1
br

	
� 1 (3.72)
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Korsten correlation (Korsten, 2000)

u ¼ 0:5899

 
T 1:3
br

1� T 1:3
br

!�
log10

�
P�1
br

	
� 1 (3.73)

where Tbr and Pbr in Eqs. (3.71) and (3.72) are defined the same as in
Eq. (3.38).

Example 3.7
Estimate the critical volume of n-Tetradecylbenzene using the LeeeKesler
method. The normal boiling point, specific gravity, and critical volume of n-
Tetradecylbenzene are 627.15K, 0.8587, and 1.030 m3/kg mol, respectively
(data are taken from the API technical data book Daubert and Danner, 1997).

Solution
The determined values for the critical temperature, critical pressure, acentric
factor, and critical compressibility factor are given in the following table.

Variable Tc(K) Pc(MPa) Tbr Pbr u Zc

Equation (3.36) (3.37) e e (3.38) (3.40)
Value 791.23 1.3143 0.793 0.077 0.8762 0.2160

The LeeeKesler correlation does not provide a correlation for estimating the
critical volume. The critical volume can be calculated from

Vc ¼ ZcRTc
Pc

¼ 0:2159� 0:008314� 791:23
1:3143

¼ 1:081
m3

kg mol

Example 3.8
Predict the acentric factor for n-Pentylcyclopentane by following the set of
Tc�Pc�u correlations. Then obtain the AAD% for each set of equations.

Set 1: TcePc, API technical data book; u-Edmister method
Set 2: TcePc, u; LeeeKesler method
Set1: TcePc, WinneMobil (SimeDaubert) method; u-Edmister method
The normal boiling point and critical properties from the API technical data

book are as follows (Daubert and Danner, 1997): Tb ¼ 453.65K (normal boiling
point), SG ¼ 0.7954, Tc ¼ 643.80K, Pc ¼ 2.45MPa, and u ¼ 0.4184.

(Continued)
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Solution
Set 1: Use the critical temperature and critical pressure from the API technical
data book to calculate Tbr and Pbr. Note that Pb is the atmospheric pressure, equal
to 0.101325 MPa.

Tbr ¼ 453:65=643:80 ¼ 0:705

Pbr ¼ 0:101325=2:45 ¼ 0:041

The acentric factor is determined by Eq. (3.72) as follows:

u ¼ 3
7

�
0:705

1� 0:705

��
log10

�
0:041�1	
� 1 ¼ 0:4145

Set 2: Estimate critical properties with the LeeeKesler method as given
below.

Variable Tc (K) Pc (MPa) Tbr Pbr

Equation (3.36) (3.37) e e
Value 638.32 2.4545 0.711 0.041

The reduced boiling point temperature is less than 0.8, so the acentric factor
is determined by Eq. (3.38), which results in

u ¼ 0:4611

Set 3: The results of estimating the critical temperature and critical pres-
sure using the WinneMobill correlations are reported in the following table.

Variable Tc (K) Pc (MPa) Tbr Pbr

Equation (3.69) (3.70) e e
Value 634.71 2.4222 0.715 0.042

Acentric factor is obtained by using the Edmister correlation, which results in

u ¼ 0:4802

The AAD% for each set is presented below.

Set 1 Set 2 Set 3

AAD% 0.93 10.21 14.77

AAD%, average absolute deviation percent.
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3.4.4 Molecular Weight Estimation
The molecular weight of a petroleum fraction can be estimated from a
generalized table or correlations. In most cases, the molecular weight corre-
lates in terms of the boiling point and the specific gravity. The following
equations are presented to estimate the molecular weight.

RiazieDaubert correlation (Riazi and Daubert, 1980)

MW ¼ 1:6607� 10�4T 2:1962
b SG�1:0164 for Tb < 670K (3.74)

RiazieDaubert correlation (Riazi, 2005)

MW ¼ 42:965
�
exp
�
2:097� 10�4Tb � 7:78712SGþ 2:08476

� 10�3TbSG
	

T 1:26007
b SG4:98308 for 300K < Tb < 850K

(3.75)

LeeeKesler correlation (Kesler and Lee, 1976)

MW ¼ � 12272:6þ 9486:4SGþ ð8:3741� 5:9917SGÞTb

þ ��1� 0:77084SG� 0:02058SG2	
� �0:7465� 222:466T�1

b

	
107T�1

b



þ ��1� 0:80882SGþ 0:02226SG2	

� �0:3228� 17:335T�1
b

	
1012T�3

b



for Tb < 750K

(3.76)

WinneMobil (SimeDaubert) correlation (Riazi, 1979; Sim and
Daubert, 1980)

MW ¼ 2:70579� 10�5T 2:4966
b SG�1:174 (3.77)

Twu correlation (based on the Perturbation Expansion)
(Twu, 1984)

lnMW ¼ lnMWn�alkane
�
1þ 2fM
1� 2fM

�2
(3.78)

fM ¼ DSM
�
Jþ �� 0:0175691þ 0:143979T�0:5

b

	
DSM



(3.79)

J ¼ ��0:0123420� 0:244541T�0:5
b

�� (3.80)

DSM ¼ exp
�
5
�
SGn�alkane � SG

	
� 1 (3.81)

Plus Fraction Characterization 165



Example 3.9
Estimate the molecular weight of n-Tetradecylbenzene using Eq. (3.57). Then cor-
rect the calculating value using Eq. (3.78). The normal boiling point, molecular
weight, and specific gravity of n-Tetradecylbenzene are 627.15K, 274.5, and
0.8587, respectively (data taken from the API technical data book Daubert and
Danner, 1997).

Solution
To estimate the molecular weight, Eq. (3.57) should be solved for the j param-
eter. Using Eq. (3.59) for finding an initial guess

MWn�alkane ¼ 627:15
5:800� 0:0052ð627:15Þ ¼ 247:02

jinitialguess ¼ lnð247:02Þ ¼ 5:51

With this initial guess and the NewtoneRaphson method, solve the
following equation:

exp
�
5:12640þ 2:71579j� 0:286590j2 � 39:8544j�1 � 0:122488j�2


�13:7512jþ 19:6197j2 ¼ Tb ¼ 627:15

j ¼ 5:68

MWn�alkane ¼ expð5:68Þ ¼ 292:54

Now we correct this value. First the properties of the normal alkane with the
same boiling point are calculated.

The critical temperature of the normal alkane is calculated by Eq. (3.52):

Tn�alkane
c ¼ 776:80K

The 4 value and the specific gravity are determined by Eqs. (3.56) and (3.55),
respectively.

4 ¼ 1� 627:15
776:80

¼ 0:193

SGn�alkane ¼ 0:843593� 0:128624ð0:193Þ � 3:36159ð0:193Þ3
� 13749:5ð0:193Þ12 ¼ 0:795
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Using Eqs. (3.78)e(3.81) the corrected value is determined as follows:

DSM ¼ exp½5ð0:795� 0:8587Þ� � 1 ¼ �0:274

J ¼
���0:0123420� 0:244541ð627:15Þ�0:5

��� ¼ 0:002577

fM ¼ � 0:274
h
0:002577þ

�
�0:0175691þ 0:143979ð627:15Þ�0:5

�
� 0:274

i
¼ �0:00159

MW ¼ exp


lnð292:54Þ

�
1þ 2ð�0:00159Þ
1� 2ð�0:00159Þ

�2�
¼ 272:27

The average absolute deviation percent is �0.8%, which shows good
accuracy.

3.4.5 Specific Gravity Estimation
Most correlations that are used to predict critical properties are functions of
the normal boiling point and specific gravity. In the characterization proced-
ure the specific gravity of each SCN group must be calculated. The specific
gravity of each SCN group can be calculated by the assumption of a constant
Watson characterization factor. Solve Eq. (3.32) for a specific gravity by
assuming a constant Watson characterization factor (Aguilar Zurita and
McCain Jr., 2002).

SG ¼
�

Kw

4:5579MW0:15178

�� 1
0:84573 (3.82)

Eq. (3.3) can be rewritten in the following form:

SGC7þ ¼ zC7þMWC7þPCN

C7

zCn

MWCn

SGCn

(3.83)

Substituting Eq. (3.82) in Eq. (3.83) gives

SGC7þ ¼ zC7þMWC7þPCN

C7

 
zCnMWCn

"
4:5579MW0:15178

Cn

Kw

#� 1
0:84573

1A (3.84)

Plus Fraction Characterization 167



Solving Eq. (3.84) for the Watson characterization factor gives

Kw ¼
"

z SGC7þ

zC7þMWC7þ

#�0:84573

(3.85)

where z is constant and calculated as follows

z ¼
XCN

C7

zCnMWCn

�
4:5579MW0:15178

Cn

�� 1
0:84573

(3.86)

Use the Watson characterization factor calculated from Eq. (3.85) to
calculate the specific gravity of each SCN group. The plus fraction is usually
extended into 45 SCN groups (Aguilar Zurita and McCain Jr., 2002;
Al-Meshari, 2005).

Example 3.10
The extended molar composition of an oil is given in Table 3.15. Use the exper-
imental mole fraction and the molecular weight in the generalized table to esti-
mate the specific gravity of each SCN group from Eq. (3.82) and compare with
the experimental values.

Solution
To calculate the specific gravity using Eq. (3.82), the mole fraction, molecular
weight, and specific gravity of C7þ should be calculated. Assume that the molec-
ular weight of each SCN group is the same as those in Table 3.9. Similar to
Example 3.1 the mole fraction and molecular weight of C7þ fraction calculate
as follows.

zC7þ ¼
XC30þ

C7

zCn ¼ 0:9426

zC7þMWC7þ ¼
XC30þ

C7

zCnMWCn

MWC30þ ¼ 258:7
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As in Example 3.1, the volume of the C7þ fraction is assumed to be equal to
the sum of all of the component volumes and the specific gravity of the C7þ frac-
tion can be found as

zC7þMWC7þ

SGC7þ
¼
XC30þ

C7

zCnMWCn

SGCn

SGC7þ ¼ 0:890

(Continued)

Table 3.15 Composition of an Oil Sample (Example
3.10) (Pedersen et al., 1992)
Component zCn MW SG

C1 0.0013
C2 0.0050
C3 0.0047
i-C4 0.0055
n-C4 0.0062
i-C5 0.0108
n-C5 0.0050
C6 0.0189
C7 0.0534 0.749
C8 0.0854 0.768
C9 0.0704 0.793
C10 0.0680 0.808
C11 0.0551 0.815
C12 0.0500 0.836
C13 0.0558 0.850
C14 0.0508 0.861
C15 0.0466 0.873
C16 0.0380 0.882
C17 0.0267 0.873
C18 0.0249 0.875
C19 0.0214 0.885
C20 0.0223 0.903
C21 0.0171 0.898
C22 0.0142 0.898
C23 0.0163 0.899
C24 0.0150 0.900
C25 0.0125 0.905
C26 0.0145 0.907
C27 0.0133 0.911
C28 0.0123 0.915
C29 0.0115 0.920
C30þ 0.1471 624 0.953

MW, molecular weight; SG, specific gravity.
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The value of z is determined as below.

The Watson characterization factor is calculate by Eq. (3.85).

Kw ¼
"
14:548� 0:890
0:9426� 258:7

#�0:84573

¼ 11:98

Now the specific gravity of each SCN group can be calculated by Eq. (3.82).
The results are given in the following table.

SCN zCn

MW
(Table 3.9) zCnMWCn

�
4:5579MW0:15178

Cn

�L 1
0:84573

C7 0.0534 96 0.376
C8 0.0854 107 0.657
C9 0.0704 121 0.599
C10 0.0680 134 0.629
C11 0.0551 147 0.550
C12 0.0500 161 0.538
C13 0.0558 175 0.643
C14 0.0508 190 0.626
C15 0.0466 206 0.614
C16 0.0380 222 0.532
C17 0.0267 237 0.395
C18 0.0249 251 0.386
C19 0.0214 263 0.344
C20 0.0223 275 0.372
C21 0.0171 291 0.299
C22 0.0142 300 0.255
C23 0.0163 312 0.302
C24 0.0150 324 0.287
C25 0.0125 337 0.247
C26 0.0145 349 0.294
C27 0.0133 360 0.277
C28 0.0123 372 0.263
C29 0.0115 382 0.251
C30þ 0.1471 624 4.811
Sum z ¼ 14.548

MW, molecular weight; SCN, single carbon number.

SCN zCn MW SGexp.
SGcal.

Eq. (3.82) jSGcal. L SGexp.j
SGexp. 3100

C7 0.0534 96 0.749 0.724 3.36
C8 0.0854 107 0.768 0.738 3.90
C9 0.0704 121 0.793 0.755 4.85
C10 0.068 134 0.808 0.768 4.89
C11 0.0551 147 0.815 0.781 4.13
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Example 3.11
The following equation is suitable for characterizing the plus fraction (Riazi,
2005):

F* ¼
�
A
B
ln
�
1
x*

��1
B

where

F* ¼ F � F0
F0

; x* ¼ 1� xcumulative

F is a property such as the molecular weight, specific gravity, or normal
boiling point. xcumulative is the cumulative mole, weight, or volume fraction. Usu-
ally the cumulative mole fraction is used to express the molecular weight distri-
bution, the cumulative weight fraction is used to express the boiling point
distribution, and the cumulative volume fraction is used to express the specific
gravity distribution. F0 is the value of F at xcumulative ¼ 0 or x* ¼ 1. F0 is physically
represented as the value of the property P for the lightest component in the
mixture; however, it is determined as a mathematical constant. The initial guess
for F0 is a value, which should be lower than the first value of F in the data set.

(Continued)

dcont’d

SCN zCn MW SGexp.
SGcal.

Eq. (3.82) jSGcal. L SGexp.j
SGexp. 3100

C12 0.05 161 0.836 0.794 5.00
C13 0.0558 175 0.85 0.806 5.15
C14 0.0508 190 0.861 0.818 4.97
C15 0.0466 206 0.873 0.830 4.91
C16 0.038 222 0.882 0.841 4.61
C17 0.0267 237 0.873 0.851 2.49
C18 0.0249 251 0.875 0.860 1.70
C19 0.0214 263 0.885 0.867 1.99
C20 0.0223 275 0.903 0.874 3.17
C21 0.0171 291 0.898 0.883 1.64
C22 0.0142 300 0.898 0.888 1.10
C23 0.0163 312 0.899 0.894 0.52
C24 0.015 324 0.9 0.900 0.05
C25 0.0125 337 0.905 0.907 0.20
C26 0.0145 349 0.907 0.913 0.61
C27 0.0133 360 0.911 0.918 0.73
C28 0.0123 372 0.915 0.923 0.88
C29 0.0115 382 0.92 0.927 0.81
C30þ 0.1471 624 0.953 1.013 6.28

MW, molecular weight; SCN, single carbon number; SG, specific gravity.
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Then the F0 is adjusted to minimize the root mean square error (RMS). The RMS is
defined as

errorðF0Þ ¼
"
1
N

XN
i¼1

�
Fcal.i � Fexp.i

�2#0:5
A and B can be determined by a linear regression when sufficient data is

available for the property F. The cumulative fraction is calculated by the
following equation:

xci ¼ xci�1 þ
xi�1 þ xi

2

where xci is the cumulative fraction for group i, and xc0 ¼ 0. In this example xmn,
xwn, and xvn are the normalized mole fraction, normalized weight fraction, and
normalized volume fraction, respectively, and xcmn, xcwn, and xcvn are the cumu-
lative mole fraction, cumulative weight fraction, and cumulative volume fraction,
respectively.

The first equation in this example can be rewritten in the following linear
form:

Y ¼ C1 þ C2X

where Y ¼ lnP*; X ¼ ln[ln(1/x*)]; B ¼ 1/C2; and A ¼ B exp(C1B). C1 and C2 are
determined by the following equation derived from the least squares linear
regression method:

C2 ¼
X

Xi
X

Yi � N
X

ðXiYiÞ�X
Xi
�2 � N

X�
X2
i

	
C1 ¼

X
Yi � C2

X
Xi

N

where N is the number of data. Note that all cumulative fractions are determined
in terms of the normalized fraction. Obtain (1) the molecular weight distribution
function, (2) the specific gravity distribution function, and (3) the boiling point
distribution function for the North Sea gas condensate in Table 3.10.

Solution
The gravity of water at 15�C is around 1; therefore the value of the specific grav-
ity and density are the same. First, the values of the volume fraction, normalized
fraction, and cumulative fraction are calculated. The results are given in the
following table.
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SCN MW SG wCn zCn wCnSGn

Normalized Fraction Cumulative Fraction

xwn [
wCn
0:298 xmn[

zCn
0:057 xvn [

wCnSGn

0:368 xcwn xcmn xcvn

C7 91.2 0.746 0.037 0.012 0.050 0.126 0.211 0.136 0.063 0.105 0.068
C8 104.0 0.770 0.041 0.012 0.053 0.138 0.202 0.145 0.195 0.312 0.209
C9 119.0 0.788 0.026 0.006 0.033 0.086 0.111 0.089 0.307 0.468 0.325
C10 133.0 0.795 0.023 0.005 0.029 0.078 0.088 0.080 0.389 0.568 0.409
C11 144.0 0.790 0.015 0.003 0.019 0.049 0.051 0.050 0.453 0.637 0.474
C12 155.0 0.802 0.015 0.003 0.018 0.049 0.047 0.049 0.502 0.686 0.524
C13 168.0 0.814 0.016 0.003 0.020 0.055 0.049 0.054 0.553 0.735 0.576
C14 181.0 0.824 0.014 0.002 0.017 0.047 0.039 0.047 0.604 0.779 0.626
C15 195.0 0.833 0.012 0.002 0.014 0.039 0.030 0.038 0.648 0.813 0.669
C16 204.0 0.836 0.011 0.002 0.013 0.035 0.026 0.034 0.685 0.841 0.705
C17 224.0 0.837 0.011 0.001 0.013 0.037 0.025 0.036 0.721 0.866 0.740
C18 234.0 0.839 0.007 0.001 0.009 0.024 0.016 0.024 0.752 0.887 0.769
C19 248.0 0.844 0.011 0.001 0.013 0.038 0.023 0.037 0.783 0.906 0.799
C20þ 362.0 0.877 0.059 0.005 0.067 0.198 0.083 0.182 0.901 0.959 0.909
Sum e e 0.298 0.057 0.368 1 1 1 e e e

MW, molecular weight; SCN, single carbon number; SG, specific gravity.
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1. Assume that the molecular weight distribution function is as follows:

MW* ¼ MW�MW0

MW0
¼
�
AM
BM

ln

�
1
x*

�� 1
BM

To obtain the molecular weight distribution function, the values of MW0, AM,
and BM should be calculated. Based on the values of the molecular weight
and the cumulative mole fraction, first the values of MW* and x* are calcu-
lated. Then X and Y are determined using the given equations in the prob-
lem. In calculating MW*, a value for MW0 is needed. The first initial guess
should be less than the molecular weight of the lightest fraction in the
mixture (i.e., 91.9). Assume that the first initial guess is 88. C1 and C2 calculate
from the linear regression. Then A and B calculate based on C1 and C2.

C2 ¼ ð1:663��4:351Þ � 14ð12:295Þ
1:6632 � 14ð10:111Þ ¼ 1:292

C1 ¼ �4:351� 1:292ð1:663Þ
14

¼ �0:464

9>>>>=>>>>;
/

8><>:
BM ¼ 1

1:292
¼ 0:540

AM ¼ 0:540 expð�0:464� 0:540Þ ¼ 0:774

Using trial and error (similar to Example 3.5), the adjusted value for MW0 is
89. The results are presented in the following table.
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MW x* [ 1Lxcmn X

MW0 [ 88;C1 [L0:464;C2 [1:292

AM [ 0:540;BM [0:774; RMS[ 7:73

MW0 [89;C1 [L0:529;C2 [1:387

AM [ 0:492;BM [ 0:721;RMS[ 5:94

MW* Y XiYi X2
i MWcal.

i MW* Y XiYi X2
i MWcal.

i

91.2 0.895 �2.194 0.036 �3.314 7.272 4.815 91.2 0.025 �3.700 8.119 4.815 91.5
104 0.688 �0.984 0.182 �1.705 1.677 0.968 103.5 0.169 �1.781 1.752 0.968 102.4
119 0.532 �0.459 0.352 �1.043 0.479 0.211 118.6 0.337 �1.087 0.499 0.211 116.7
133 0.432 �0.176 0.511 �0.671 0.118 0.031 132.1 0.494 �0.704 0.124 0.031 130.1
144 0.363 0.013 0.636 �0.452 �0.006 0.000 144.3 0.618 �0.481 �0.006 0.000 142.4
155 0.314 0.148 0.761 �0.273 �0.040 0.022 155.0 0.742 �0.299 �0.044 0.022 153.4
168 0.265 0.283 0.909 �0.095 �0.027 0.080 167.7 0.888 �0.119 �0.034 0.080 166.6
181 0.221 0.411 1.057 0.055 0.023 0.169 182.0 1.034 0.033 0.014 0.169 181.6
195 0.187 0.516 1.216 0.195 0.101 0.267 195.8 1.191 0.175 0.090 0.267 196.3
204 0.159 0.609 1.318 0.276 0.168 0.371 209.5 1.292 0.256 0.156 0.371 211.0
224 0.134 0.700 1.545 0.435 0.305 0.490 224.6 1.517 0.417 0.292 0.490 227.3
234 0.113 0.778 1.659 0.506 0.394 0.605 239.2 1.629 0.488 0.380 0.605 243.2
248 0.094 0.860 1.818 0.598 0.514 0.740 256.2 1.787 0.580 0.499 0.740 261.9
362 0.041 1.159 3.114 1.136 1.316 1.343 335.4 3.067 1.121 1.299 1.343 350.5
Sum e 1.663 e �4.351 12.295 10.111 e e �5.102 13.140 10.111 e

MW, molecular weight; RMS, root mean square error.
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Based on the results the molecular weight distribution function is

MW ¼ 89

"
1þ

�
0:683 ln

�
1

1� xcmn

��1:387
#

2. Assume the specific gravity distribution function given by the following
relation:

SG* ¼ SG� SG0

SG0
¼
�
ASG
BSG

ln

�
1
x*

�� 1
BSG

Similar to the previous example, SG0, ASG, and BSG should be calculated. The
initial guess for SG0 should be less than the specific gravity of the C7 fraction.
Take 0.700 for the initial guess of SG0. The adjusted value for SG0 is equal to
0.719 and the specific gravity distribution function is

SG ¼ 0:719

"
1þ

�
0:020 ln

�
1

1� xcvn

��0:498
#

The results are given in the following table.
3. Estimate the boiling point using Eq. (3.33). Use the calculated boiling point

to choose a suitable initial guess for Tb0. The initial guess must be less than
359; choose 350 as an initial guess for Tb0. The adjusted value for Tb0 is 340.
The results are shown in the following table.
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SG x* [ 1Lxcvn X

SG0[ 0:700;C1[L1:750;C2[ 0:380

ASG [ 0:026;BSG [ 2:630;RMS[ 0:005

SG0[ 0:719;C1[L1:958;C2[ 0:498

ASG [ 0:039;BSG [2:008; RMS[ 0:004

SG* Y XiYi X2
i SGcal.

i SG* Y XiYi X2
i SGcal.

i

0.746 0.932 �2.650 0.066 �2.722 7.215 7.02 0.744 0.037 �3.297 8.739 7.02 0.747
0.77 0.791 �1.452 0.100 �2.303 3.344 2.109 0.770 0.070 �2.654 3.855 2.109 0.769
0.788 0.675 �0.933 0.126 �2.074 1.934 0.870 0.785 0.095 �2.350 2.192 0.870 0.783
0.795 0.591 �0.641 0.136 �1.997 1.281 0.411 0.795 0.105 �2.253 1.445 0.411 0.793
0.79 0.526 �0.441 0.129 �2.051 0.905 0.195 0.803 0.098 �2.321 1.025 0.195 0.801
0.802 0.476 �0.297 0.146 �1.926 0.573 0.088 0.809 0.115 �2.164 0.644 0.088 0.807
0.814 0.424 �0.153 0.163 �1.815 0.278 0.023 0.815 0.132 �2.029 0.311 0.023 0.813
0.824 0.374 �0.016 0.177 �1.731 0.027 0.000 0.821 0.145 �1.928 0.030 0.000 0.820
0.833 0.331 0.099 0.190 �1.661 �0.165 0.010 0.826 0.158 �1.846 �0.183 0.010 0.826
0.836 0.295 0.199 0.194 �1.638 �0.325 0.039 0.831 0.162 �1.820 �0.361 0.039 0.831
0.837 0.260 0.297 0.196 �1.631 �0.484 0.088 0.836 0.163 �1.811 �0.538 0.088 0.837
0.839 0.231 0.383 0.199 �1.617 �0.619 0.146 0.841 0.166 �1.794 �0.687 0.146 0.842
0.844 0.201 0.474 0.206 �1.581 �0.749 0.224 0.846 0.173 �1.753 �0.830 0.224 0.848
0.877 0.091 0.873 0.253 �1.375 �1.200 0.762 0.870 0.219 �1.518 �1.326 0.762 0.876
Sum �4.260 �26.122 12.015 11.992 �29.540 14.316 11.992

RMS, root mean square error; SG, specific gravity.
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Tb Eq. (3.33) x* [1Lxcwn X

Tb0 [ 350;C1 [L0:761;C2 [ 1:012

ATb [0:466;BTb [0:988;RMS[ 13:29

Tb0 [340;C1 [L0:668;C2 [0:830

ATb [ 0:539;BTb [ 1:204;RMS[ 2:82

T*
b Y XiYi X2

i Tcal.
bi T*

b Y XiYi X2
i Tcal.

bi

359.0 0.937 �2.734 0.026 �3.656 9.995 7.47 360.3 0.056 �2.882 7.879 7.47 358.0
385.6 0.805 �1.530 0.102 �2.286 3.498 2.342 384.7 0.134 �2.009 3.075 2.342 388.9
413.4 0.693 �1.004 0.181 �1.708 1.716 1.009 409.2 0.216 �1.533 1.540 1.009 415.7
436.1 0.611 �0.708 0.246 �1.402 0.993 0.501 429.9 0.283 �1.263 0.894 0.501 436.8
451.4 0.547 �0.506 0.290 �1.239 0.627 0.256 447.9 0.328 �1.116 0.565 0.256 454.5
468.9 0.498 �0.361 0.340 �1.079 0.390 0.131 463.4 0.379 �0.970 0.350 0.131 469.1
488.5 0.447 �0.215 0.396 �0.927 0.200 0.046 481.5 0.437 �0.829 0.178 0.046 485.8
506.8 0.396 �0.075 0.448 �0.803 0.061 0.006 501.5 0.491 �0.712 0.054 0.006 503.7
525.3 0.352 0.042 0.501 �0.691 �0.029 0.002 520.7 0.545 �0.607 �0.026 0.002 520.5
536.4 0.315 0.144 0.533 �0.630 �0.091 0.021 539.2 0.578 �0.549 �0.079 0.021 536.5
559.4 0.279 0.244 0.598 �0.513 �0.126 0.060 559.4 0.645 �0.438 �0.107 0.060 553.5
570.7 0.248 0.332 0.631 �0.461 �0.153 0.110 578.7 0.678 �0.388 �0.129 0.110 569.6
586.0 0.217 0.424 0.674 �0.394 �0.167 0.180 601.1 0.723 �0.324 �0.137 0.180 587.9
687.6 0.099 0.839 0.965 �0.036 �0.030 0.703 732.0 1.022 0.022 0.019 0.703 689.8

�5.110 �15.827 16.883 12.840 �13.597 14.077 12.840

RMS, root mean square error.
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The boiling point distribution function is

Tb ¼ 340

"
1þ

�
0:447 ln

�
1

1� xcwn

��0:830
#

Riazi and Daubert (1987) evaluates different methods for estimating the
molecular weight of the petroleum fraction for 625 fractions from the Penn
State database on petroleum fractions. The AAD% for different methods is
given in Table 3.16.

In addition, they evaluated different correlations for estimating the crit-
ical temperature and critical pressure for 138 hydrocarbons from different
families. The AAD% of different methods are reported in Table 3.17.

3.5 RECOMMENDED PLUS FRACTION
CHARACTERIZATION PROCEDURE

1. Use a ¼ 1 and calculate the mole fraction of each SCN group using
Eq. (3.27). The plus fraction is extended into 45 SCN groups. Specify
the upper molecular weight boundary using the midpoint method.

Table 3.16 Comparing Different Methods for Predicting the
Molecular Weight of Petroleum Fractions

Method Equation AAD%

RiazieDaubert (3.75) 3.9
LeeeKesler (3.76) 8.2
WinneMobil (SimeDaubert) (3.77) 5.4
Twu (3.78) 5.0

AAD%, average absolute deviation percent.

Table 3.17 Comparing Different Methods for Estimating the
Critical Temperature and Critical Pressure

Method Equation

AAD%

Tc Pc

LeeeKesler (3.36) and (3.37) 0.7 4
Cavett (3.41) and (3.42) 3.0 5.5
RiazieDaubert (3.44) and (3.47) 1.1 3.1
Twu (3.60) and (3.66) 0.6 3.9
WinneMobil (SimeDaubert) (3.69) and (3.70) 1.0 4.5

AAD%, average absolute deviation percent.
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2. Assign the molecular weight for each SCN group from Table 3.9. In
some cases it is better to calculate the molecular weight of each SCN
group using Eq. (3.28).

3. Calculate the mole fraction and molecular weight of the C45þ fraction
using the following equations:

zC45þ ¼ zC7þ �
X44
n¼7

zCn (3.87)

MWC45þ ¼
zC7þMWC7þ �

XC44

C7

zCnMWCn

zC45þ
(3.88)

4. Assume a constant Watson characterization factor. Determine the
Watson characterization factor from Eq. (3.85) and use Eq. (3.82) to
calculate the specific gravity of each SCN group.

5. Assign the boiling point for each SCN group from Table 3.9, and esti-
mate the boiling point of C45þ using Eq. (3.34).

6. Predict the critical temperature and critical pressure of each SCN group
using Eqs. (3.46) and (3.49), respectively. Then estimate the acentric
factor from Eqs. (3.38) and (3.39).

Example 3.12
The molar composition of an oil sample is shown in Table 3.18 (Pedersen et al.,
1992).

The molecular weight and specific gravity of the C7þ fraction are 211.5 and
0.846, respectively. Characterize the heavy fraction using the recommended
procedure.

Table 3.18 Molar Composition of an
Oil Sample (Example 3.12)

Component Mol%

N2 0.69
CO2 0.12
C1 47.09
C2 5.69
C3 4.39
i-C4 0.95
n-C4 2.42
i-C5 1.11
n-C5 1.46
C6 2.26
C7þ 33.82
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Solution
Set a ¼ 1 and estimate h using Eq. (3.19).

h ¼ 110

2641� 1

1þ 4:043
10:723

375 ¼ 88:2

The b parameter is determined using Eq. (3.15) equal to 123.3. The normal-
ized mole fraction is determined using Eq. (3.27) as follows:

xCn ¼ �exp

�
88:2
123:3

��
exp

�
�MWn

123:3

�
� exp

�
�MWn�1

123:3

��
The results of steps 1 to 3 are reported in the following table. The value of

zCnMWCn

�
4:5579MW0:15178

Cn

�� 1
0:84573

is reported in the last column.

(Continued)

SCN

Upper
Molecular
Weight
Boundary
MWn

Lower
Molecular
Weight
Boundary
MWnL1

MWCn

(Table 3.9)

xCn

Eq.
(3.27)

zCn [ xCn

30:3382

Parameter
of Eq.
(3.86)

C7 101.5 88.2 ¼ h 96 0.1023 0.0346 0.2436
C8 114 101.5 108 0.0865 0.0293 0.2269
C9 127.5 114 121 0.0841 0.0284 0.2421
C10 140.5 127.5 134 0.0727 0.0246 0.2277
C11 154 140.5 147 0.0678 0.0229 0.2291
C12 168 154 161 0.0629 0.0213 0.2290
C13 182.5 168 175 0.0581 0.0196 0.2263
C14 198 182.5 190 0.0550 0.0186 0.2292
C15 214 198 206 0.0499 0.0169 0.2225
C16 229.5 214 221 0.0426 0.0144 0.2010
C17 244 229.5 236 0.0353 0.0119 0.1757
C18 257 244 250 0.0283 0.0096 0.1477
C19 269 257 263 0.0236 0.0080 0.1284
C20 283 269 276 0.0248 0.0084 0.1403
C21 295.5 283 289 0.0199 0.0067 0.1168
C22 306 295.5 301 0.0152 0.0051 0.0924
C23 318 306 312 0.0159 0.0054 0.0993
C24 330.5 318 324 0.0150 0.0051 0.0966
C25 343 330.5 337 0.0135 0.0046 0.0902
C26 354.5 343 349 0.0113 0.0038 0.0774
C27 366 354.5 360 0.0103 0.0035 0.0724
C28 377 366 371 0.0090 0.0030 0.0648
C29 388 377 382 0.0082 0.0028 0.0607
C30 399 388 393 0.0075 0.0025 0.0568
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The Watson characterization factor is found by Eq. (3.85).

Kw ¼
"
4:462 � 0:846
0:3382 � 211:5

#�0:84573

¼ 12:04

Use the calculated Watson characterization factor and Eq. (3.82) to deter-
mine the specific gravity of each SCN group. Assign the boiling point for each
SCN group from Table 3.9, and predict the boiling point of the C45þ fraction us-
ing Eq. (3.34). Then estimate the critical temperature of each SCN group using
Eqs. (3.46) and (3.49), respectively, and estimate the acentric factor from Eqs.
(3.38) and (3.39). The results of steps 4 to 6 are reported in the following table.

C31 409.5 399 404 0.0066 0.0022 0.0508
C32 420.5 409.5 415 0.0063 0.0021 0.0499
C33 431.5 420.5 426 0.0058 0.0020 0.0466
C34 441 431.5 436 0.0046 0.0015 0.0378
C35 450.5 441 446 0.0042 0.0014 0.0356
C36 460 450.5 455 0.0039 0.0013 0.0335
C37 469.5 460 465 0.0036 0.0012 0.0316
C38 479.5 469.5 474 0.0035 0.0012 0.0312
C39 489.5 479.5 484 0.0033 0.0011 0.0293
C40 498.5 489.5 494 0.0027 0.0009 0.0248
C41 507 498.5 503 0.0024 0.0008 0.0222
C42 516.5 507 512 0.0025 0.0008 0.0234
C43 526 516.5 521 0.0023 0.0008 0.0219
C44 535 526 530 0.0020 0.0007 0.0196
C45þ e e 653

Eq. (3.88)
0.0267
Eq. (3.87)

0.0090 0.3066

Sum z ¼ 4.462

SCN, single carbon number.

SCN
Tb (K)
(Table 3.1)

Specific
Gravity
Eq. (3.82)

Tc (K)
Eq. (3.46)

Pc (MPa)
Eq. (3.49) Tbr [

Tb
Tc

u Eqs. (3.38)
and (3.39)

C7 366 0.719 546.68 3.06 0.669 0.2786
C8 390 0.735 572.41 2.81 0.681 0.3175
C9 416 0.750 599.22 2.56 0.694 0.3631
C10 439 0.764 622.56 2.37 0.705 0.4050
C11 461 0.777 644.33 2.21 0.715 0.4476
C12 482 0.789 664.89 2.08 0.725 0.4902
C13 501 0.801 683.29 1.97 0.733 0.5309
C14 520 0.813 701.43 1.88 0.741 0.5744
C15 539 0.825 719.30 1.79 0.749 0.6209
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dcont’d

SCN
Tb (K)
(Table 3.1)

Specific
Gravity
Eq. (3.82)

Tc (K)
Eq. (3.46)

Pc (MPa)
Eq. (3.49) Tbr [

Tb
Tc

u Eqs. (3.38)
and (3.39)

C16 557 0.836 735.80 1.72 0.757 0.6684
C17 573 0.845 750.45 1.66 0.764 0.7133
C18 586 0.854 762.42 1.63 0.769 0.7519
C19 598 0.862 773.31 1.59 0.773 0.7896
C20 612 0.870 785.49 1.55 0.779 0.8358
C21 624 0.877 796.04 1.52 0.784 0.8777
C22 637 0.883 807.04 1.48 0.789 0.9249
C23 648 0.889 816.34 1.45 0.794 0.9669
C24 659 0.895 825.68 1.43 0.798 1.0111
C25 671 0.901 835.73 1.40 0.803 0.9599
C26 681 0.907 844.16 1.38 0.807 0.9852
C27 691 0.912 852.38 1.36 0.811 1.0108
C28 701 0.917 860.54 1.34 0.815 1.0365
C29 709 0.922 867.25 1.33 0.818 1.0562
C30 719 0.926 875.28 1.31 0.821 1.0818
C31 728 0.931 882.56 1.30 0.825 1.1045
C32 737 0.936 889.78 1.28 0.828 1.1271
C33 745 0.940 896.28 1.28 0.831 1.1467
C34 753 0.944 902.63 1.26 0.834 1.1667
C35 760 0.948 908.28 1.26 0.837 1.1837
C36 768 0.951 914.46 1.24 0.840 1.2040
C37 774 0.955 919.38 1.24 0.842 1.2181
C38 782 0.958 925.50 1.23 0.845 1.2382
C39 788 0.962 930.36 1.23 0.847 1.2523
C40 796 0.965 936.51 1.22 0.850 1.2721
C41 801 0.968 940.58 1.22 0.852 1.2836
C42 807 0.972 945.28 1.22 0.854 1.2980
C43 813 0.975 949.96 1.21 0.856 1.3123
C44 821 0.978 955.92 1.20 0.859 1.3322
C45þ 849 Eq. (3.34) 1.015 983.25 1.39 0.864 1.3786

SCN, single carbon number.

Problems
3.1 Consider the gas condensates in Table 3.11. Calculate the weight frac-

tion for all of the components present in the mixture.
3.2 The following table shows an example of true boiling point results

(Pedersen et al., 2014). Use the Maxwell and Bonnell (1955) correla-
tion to convert the boiling point at the subatmospheric pressure to the
normal boiling point.
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Fraction

Actual
Temperature
(�C)

Density
(g/cm3) MW

Weight
%

Cumulative
Weight %

P ¼ 1.01 bar

Gas e e 33.5 0.064 0.064
<C6 36.5 0.598 62.5 3.956 4.020
C6 69.2 0.685 82.0 2.016 6.036
C7 98.9 0.737 98.9 6.125 12.161
C8 126.1 0.754 126.1 4.606 16.767
C9 151.3 0.774 151.3 5.046 21.813

P ¼ 26.6 mbar

C10 70.9 0.789 134.7 4.020 25.833
C11 88.7 0.794 150.3 3.953 29.786
C12 105.7 0.806 166.4 4.061 33.847
C13 121.8 0.819 181.4 3.800 37.647
C14 136.9 0.832 194.0 4.421 42.068
C15 151.2 0.834 209.4 3.765 45.833
C16 164.3 0.844 222.4 2.969 48.802
C17 178 0.841 240.9 3.800 52.602
C18 191 0.847 256.0 2.813 55.415
C19 203 0.86 268.2 3.364 58.779

P ¼ 2.66 mbar

C20 161 0.874 269.4 1.115 59.894
C21 172 0.87 282.5 2.953 62.847
C22 181 0.872 297.7 2.061 64.908
C23 191 0.875 310.1 1.797 66.705
C24 199 0.877 321.8 1.421 68.126
C25 208 0.881 332.4 2.083 70.209
C26 217 0.886 351.1 1.781 71.990
C27 226 0.888 370.8 1.494 73.484
C28 234 0.895 381.6 1.625 75.109
C29 241 0.898 393.7 1.233 76.342
C30þ - 0.935 612.0 23.658 100.000

MW, molecular weight.

The Maxwell and Bonnell correlation is as follows (Maxwell and
Bonnell, 1955; Riazi, 2005):

T 0
b ¼

748:1QT
1þ Tð0:3861Q� 0:00051606Þ
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Q ¼ 6:761560� 0:987672 log10P
3000:538� 43:00 log10P

ðP < 2 mmHgÞ

Q ¼ 5:994296� 0:972546 log10P
2663:129� 95:76 log10P

ð2 � P � 760 mmHgÞ

Tb ¼ T 0
b þ 1:3889FðKW� 12Þlog10

P
760

F ¼ �3:2985þ 0:009Tb

where P is the pressure at which the distillation data is available
in mmHg; T is the boiling point originally available at pressure P in
Kelvin; T 0

b is the normal boiling point corrected toKW ¼ 12 in Kelvin;
Tb is the normal boiling point in Kelvin; and F is the correction factor
for the fraction with a KW different from 12.
Hint: TheWatson characterization factor can be estimated from an esti-
mated value of T 0

b.
3.3 Consider the extended composition data for the gas condensate in

Table 3.10. Extend the analysis to C30þ using the Pedersen splitting
method.

3.4 Consider the extended composition data for the North Sea black oil in
Table 3.10. Describe the plus fraction by a gamma distribution function
(optimized by the parameters of the distribution function).

3.5 Predict the molecular weight of n-Heneicosane using the Twu and
RiazieDaubert correlations. The normal boiling point, molecular
weight, and specific gravity of n-Heneicosane are 356.5�C, 296.6, and
0.7954, respectively (data taken from the API technical data book
Daubert and Danner, 1997).

3.6 Predict the critical properties and acentric factor for 2-Methylhexane by
following a set of Tc�Pc�u correlations, and then obtain the AAD%
for each set of equations.
Set 1: TcePc; Twu method; u-Edmister method
Set 2: TcePc; RiazieDaubert method; u-Korsten method
The normal boiling point and critical properties from the API technical
data book are as follows (Daubert and Danner, 1997): Tb ¼ 363.25K
(normal boiling point), SG¼ 0.7954, Tc ¼ 530.37K, Pc ¼ 2.73 MPa,
and u ¼ 0.3277.
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3.7 Obtain the molecular weight distribution function in the form that is
presented in Example 3.11 for the North Sea gas condensates in
Table 3.11.

3.8 The molar composition of a gas condensate from Iran is given in the
following table (Firoozabadi et al., 1978).

Component Mol%

N2 0.08
CO2 2.44
C1 82.10
C2 5.78
C3 2.87
i-C4 0.56
n-C4 1.23
i-C5 0.52
n-C5 0.60
C6 0.72
C7þ 3.10

The molecular weight and specific gravity of the C7þ fraction are 132
and 0.774, respectively. Characterize the C7þ fraction using the recom-
mended procedure.
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CHAPTER FOUR

Tuning Equations of State
M. Mesbah1, A. Bahadori2,3
1Sharif University of Technology, Tehran, Iran
2Southern Cross University, Lismore, NSW, Australia
3Australian Oil and Gas Services Pty Ltd, Lismore, NSW, Australia

Equations of state (EOSs) are most widely used in phase behavior predic-
tions. EOSs could be used in phase equilibrium calculations, especially for
mixtures containing heavy hydrocarbons. Unfortunately, the prediction us-
ing EOSs may not be accurate. For example, the errors in saturation are
commonly about �10% or �5% in density (Whitson and Brulé, 2000).
EOSs also predict a bubble point pressure instead of a dew point pressure
at reservoir conditions, or vice versa. The poor capability in the prediction
of properties by EOSs may be raised from errors in determining heavy frac-
tion properties, insufficient data for heavy fraction, usage of unsuitable value
for the binary interaction parameter, or inaccurate determination of overall
composition.

Some authors (Whitson, 1984; Coats, 1985; Coats and Smart, 1986;
Agarwal et al., 1987; Pedersen et al. 1988a,b; Soreide, 1989; Aguilar Zurita
and McCain Jr, 2002) give procedures for improving the EOS characteriza-
tion. At first the experimental data and fluid composition should be checked.
If the experimental data and fluid composition appear reliable, adjusting the
parameters of EOSs is necessary. Some references presented the methods for
modifying the cubic EOS. These methods usually modify the properties of
plus fraction including critical temperature, acentric factor, binary interac-
tion parameters between methane and plus fraction, or constant parameters
of EOSs. The binary interaction parameters between plus fraction and non-
hydrocarbon components may be chosen as a tuning parameter when the
injection gas contains considerable amounts of nonhydrocarbons.

Based on the proposed procedure by Aguilar and McCain, tuning of
EOS could be divided into the following steps (Aguilar Zurita and McCain
Jr, 2002; Al-Meshari, 2005):
• Splitting plus fraction up to single carbon number (SCN) 45;
• Assigning critical temperature, critical pressure, and acentric factor for

extended groups;
• Matching the saturation pressure using extended groups;
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• Grouping SCN to multiple carbon number (MCN) group;
• Assigning critical temperature, critical pressure, and acentric factor for

each MCN group;
• Matching the saturation pressure using grouped composition;
• Matching volumetric data.

The first two steps have been discussed in the previous chapter. Remain-
ing steps are discussed in this chapter.

4.1 MATCHING THE SATURATION PRESSURE USING
THE EXTENDED GROUPS

The prediction of gaseliquid phase behavior strongly depends on the
accuracy of inputs that are used for pressureevolumeetemperature simula-
tion. For example, if PengeRobinson EOS (PR EOS) is used for the pre-
diction of saturation pressure (bubble point pressure or dew point pressure),
critical properties, molecular weights, binary interaction coefficients, and
mole fractions are provided as inputs. Properties of well-defined compo-
nents (H2S, N2, CO2, C1, C2, C3, i-C4, n-C4, i-C5, n-C5, and n-C6) are
available, and it is not reasonable that these properties are selected as tuning
parameters. However, the properties of plus fraction are estimated from
empirical correlation, and it is possible that these correlations have poor ac-
curacy. In addition, the calculation of the molecular weight of plus fraction
approximately contains 5e20% of experimental errors (Pedersen et al.,
1989; Aguilar Zurita and McCain Jr, 2002; Al-Meshari, 2005). It is recom-
mended to choose the properties of plus fraction as adjustable parameters
rather than adjusting the parameter of EOS. Several authors have proposed
the selection of molecular weight of plus fraction as an adjustable parameter
(Thomassen et al., 1987; Guo and Du, 1989; Pedersen et al., 1989; Wang,
1989; Aguilar Zurita and McCain Jr, 2002; Al-Meshari, 2005).

Laboratory analysis measures the weight fraction. EOS needs mole frac-
tions as inputs. If the mole fraction of the plus fraction is changed, the mo-
lecular weight of the mixture also changes and the mole fraction of all
components must be recalculated. Molecular weight of well-defined com-
ponents is not changed during tuning process and just the molecular weight
of plus fraction is changed. Therefore modifying the molecular weight of
mixture has the same effect as modifying plus fraction. Aguilar Zurita and
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McCain Jr (2002) proposed a strategy for matching saturation pressure. The
proposed approach for calculating saturation pressure is based on a slightly
different approach proposed by Aguilar and McCain.
1. Calculate the molecular weight of the mixture using Eq. (4.1).

MWmix: ¼
X
i

ziMWi (4.1)

2. Determine the weight fraction for each component using the reported
mole fractions. Calculated weight fraction does not change by modi-
fying the molecular weight of the mixture.

wi ¼ ziMWi

MWmix:
(4.2)

3. Characterize heavy fraction using procedure that has been described in
Chapter 3.

4. Calculate the saturation pressure by PR EOS using the extended groups.
5. If the saturation pressure does not match, modify the molecular weight of

the mixture and recalculate the mole fraction of all components except
plus fraction using the following equation.

zi ¼ wiMWmix:

MWi
(4.3)

6. Then the mole fraction and molecular weight of plus fraction are deter-
mined as follows (assuming plus fraction is grouped as heptane plus).

zC7þ ¼ 1�
XN�1

i¼1

zi (4.4)

MWC7þ ¼ MWmix: �
PN�1

i¼1 ziMWi

zC7þ
(4.5)

Summation of Eqs. (4.4) and (4.5) included all components except the
plus fraction (i.e., H2S, N2, CO2, C1, C2, C3, i-C4, n-C4, i-C5, n-C5,
and n-C6).

7. Repeat steps 3e6 until the saturation pressure is matched.

Tuning Equations of State 191



It is obvious that this procedure can be applied for other EOSs. The
continuation of this section, a brief discussion on the calculation of the satu-
ration pressure by PR EOS, has been represented.

Peng and Robinson (1976) proposed their EOS in the following form:

P ¼ RT
V � b

� a
V ðV þ bÞ þ bðV � bÞ (4.6)

where

a ¼ aac (4.7)

ac ¼ 0:45724
R2T 2

c

Pc
(4.8)

b ¼ 0:07780
RTc

Pc
(4.9)

a is defined by Eqs. (4.10) and (4.11).

a ¼
"
1þ k

 
1�

�
T
Tc

�0:5
!#2

(4.10)

k ¼ 0:37464þ 1:54226u� 0:26992u2 (4.11)

Robinson and Peng (1978) proposed a modified expression for heavier
components (u > 0.49).

k ¼ 0:3796þ 1:485u� 0:1644u2 þ 0:016667u3 (4.12)

PR EOS can be represented in terms of compressibility factor by the
following equation.

Z3 � ð1� BÞZ2 þ �A� 3B2 � 2B
�
Z � �AB� B2 � B3� ¼ 0 (4.13)

where A and B are defined as

A ¼ aP
R2T 2 (4.14)

B ¼ bP
RT

(4.15)
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The parameters a and b in the PR EOS are determined for a given
mixture as

a ¼
X
i

X
j

zizjðaiajÞ0:5ð1� kijÞ (4.16)

b ¼
X
i

zibi (4.17)

where kij is the binary interaction coefficient where kii ¼ 0 and kij ¼ kji.
Usually kij ¼ 0 for most hydrocarbon/hydrocarbon pairs except for
methane/plus fraction pair (Whitson and Brulé, 2000; Riazi, 2005). The
binary interaction coefficient for methane and plus fraction components
could be estimated from the Whitson (1983) correlation. This correlation is
based on data presented by Katz and Firoozabadi (1978).

kC1�Cn ¼ 0:14SGCn � 0:0668 for n � 6 (4.18)

Eq. (4.18) should be only used with PR EOS (Whitson, 1983).
The binary interaction coefficient for nonhydrocarbon/hydrocarbon

pairs is usually different from zero (Whitson, 1983; Pedersen et al., 1989;
Aguilar Zurita and McCain Jr, 2002; Al-Meshari, 2005; Riazi, 2005).
Table 4.1 represents the binary interaction coefficient for nonhydrocar-
bon/hydrocarbon pairs (Whitson and Brulé, 2000).

Table 4.1 Binary Interaction Coefficients for the PengeRobinson Equation of State
(Whitson and Brulé, 2000)
Component N2 CO2 H2S

N2 e 0.000 0.130
CO2 0.000 e 0.135
H2S 0.130 0.135 e
C1 0.025 0.105 0.070
C2 0.010 0.130 0.085
C3 0.090 0.125 0.080
i-C4 0.095 0.120 0.075
C4 0.095 0.115 0.075
i-C5 0.100 0.115 0.070
C5 0.110 0.115 0.070
C6 0.110 0.115 0.055
C7þ 0.110 0.115 0.050a

aShould decrease gradually with the increasing carbon number.
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Fugacity of the mixture and fugacity of each component in the mixture
are given by Eqs. (4.19) and (4.20), respectively.

ln
f
P
¼ ln f ¼ Z � 1� lnðZ � BÞ þ A

2
ffiffiffi
2

p
B
ln

"
Z þ �1� ffiffiffi

2
p �

B

Z þ �1þ ffiffiffi
2

p �
B

#
(4.19)

ln
fi
ziP

¼ ln fi ¼
bi
b
ðZ � 1Þ � lnðZ � BÞ

þ A

2
ffiffiffi
2

p
B

0@2
a

XN
j¼1

zjaij � bi
b

1Aln

"
Z þ �1� ffiffiffi

2
p �

B

Z þ �1þ ffiffiffi
2

p �
B

# (4.20)

where aij ¼ (aiaj)
0.5(1 � kij), Z is the compressibility factor of mixture, zi is

the mole fraction of component i in the mixture, f is the fugacity of the
mixture, fi is the fugacity of component i in the mixture, f is the
fugacity coefficient of the mixture, and fi is the fugacity coefficient of
component i in the mixture. Eqs. (4.6) to (4.20) are used for both liquid and
vapor phases.

Equilibrium ratio is defined by Eq. (4.21).

Ki ¼ yi
xi
¼ fV

i

fL
i

(4.21)

where yi and xi are the mole fraction of the component i in the vapor
and liquid phases, respectively. Superscripts V and L stand for vapor and
liquid phases, respectively. Initial guess for equilibrium ratio is usually
estimated from Wilson correlation (Danesh, 1998; Whitson and Brulé,
2000).

Ki ¼ Pci
P
exp

�
5:37ð1þ uiÞ

�
1� Tci

T

��
(4.22)

The following approach has been proposed to calculate the saturation
pressure. The required inputs are mole fractions (zi), properties of compo-
nents (Tci,Pci,ui), and the binary interaction coefficient that is computed
using Eq. (4.18) and Table 4.1.
1. Calculate the parameters of PR EOS using Eqs. (4.7) to (4.12).
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2. Predict a value for pressure, and put xi ¼ zi (for bubble point calcula-
tion) or put yi ¼ zi (for dew point calculation).

3. Estimate the equilibrium ratio from Eq. (4.22) for all components.
4. Calculate the mole fractions in the vapor phase using yi ¼ Kixi (for bub-

ble point calculation) or calculate mole fractions in the liquid phase
using xi ¼ yi/Ki (for dew point calculation).

5. Normalize the mole fractions.
6. Determine A and B in Eq. (4.13) using Eqs. (4.14) and (4.7) to (4.17).
7. Solve Eq. (4.13) for both vapor and liquid phases. If three roots are ob-

tained by solving Eq. (4.13), select the biggest root for the vapor phase
and the smallest root for the liquid phase.

8. Calculate the fugacity of all components for vapor and liquid phases
using Eq. (4.20).

9. Calculate the error using Eq. (4.23)

error ¼
XN
i¼1

 
1� f Li

f Vi

!2

(4.23)

10. If the error is greater than 10�12, adjust the equilibrium ratio using Eq.
(4.21), correct the pressure, then return to step 3.

Example 4.1
Estimate the bubble point pressure of the mixture in Example 3.12 using PR EOS
(using the proposed approach) at the temperature 345.8K. The experimental
value at the given temperature is 23.74 MPa.

Solution
The properties of well-defined components (i.e., H2S, N2, CO2, C1, C2, C3, i-C4, n-C4,
i-C5, n-C5, and n-C6) are extracted from Danesh (1998). The properties of
extended SCN groups are calculated in Example 3.12. A bubble point pressure
of 15 MPa is assumed as the initial guess. The results of steps 1e5 are reported
in the following table.

(Continued)
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Component xi Tc (K)
Pc
(MPa) u

Ki Eq.
(4.22) yi [ Kixi

Normalized
yi

aci Eq. (4.8)
ðPa m6=mol2Þ

bi Eq. (4.9)
ðm3=molÞ

a Eq.
(4.10)

ai [ acia
ðPa m6=mol2Þ

N2 0.0069 126.10 3.39 0.0403 7.862 0.0542 0.0309 0.15 2.41E�05 0.509 0.076
CO2 0.0012 304.19 7.38 0.2276 1.088 0.0013 0.0007 0.40 2.67E�05 0.908 0.360
C1 0.4709 190.56 4.60 0.0115 3.513 1.6543 0.9410 0.25 2.68E�05 0.746 0.186
C2 0.0569 305.32 4.87 0.0995 0.648 0.0369 0.0210 0.61 4.06E�05 0.934 0.565
C3 0.0439 369.83 4.25 0.1523 0.184 0.0081 0.0046 1.02 5.63E�05 1.040 1.058
i-C4 0.0095 408.14 3.65 0.1770 0.078 0.0007 0.0004 1.44 7.23E�05 1.104 1.593
n-C4 0.0242 425.12 3.80 0.2002 0.058 0.0014 0.0008 1.50 7.24E�05 1.136 1.708
i-C5 0.0111 460.43 3.38 0.2275 0.025 2.81E�04 1.60E�04 1.98 8.81E�05 1.199 2.377
n-C5 0.0146 469.70 3.37 0.2515 0.020 2.95E�04 1.68E�04 2.07 9.02E�05 1.223 2.531
C6 0.0226 510.00 3.27 0.3013 0.008 1.78E�04 1.02E�04 2.51 1.01E�04 1.308 3.290
C7 0.0346 546.68 3.06 0.2786 3.78E�03 1.31E�04 7.44E�05 3.09 1.16E�04 1.346 4.156
C8 0.0293 572.41 2.81 0.3175 1.82E�03 5.32E�05 3.03E�05 3.69 1.32E�04 1.408 5.188
C9 0.0284 599.22 2.56 0.3631 7.99E�04 2.27E�05 1.29E�05 4.43 1.51E�04 1.479 6.557
C10 0.0246 622.56 2.37 0.4050 3.77E�04 9.27E�06 5.27E�06 5.17 1.70E�04 1.546 7.990
C11 0.0229 644.33 2.21 0.4476 1.79E�04 4.11E�06 2.34E�06 5.94 1.89E�04 1.614 9.582
C12 0.0213 664.89 2.08 0.4902 8.61E�05 1.83E�06 1.04E�06 6.72 2.07E�04 1.686 11.325
C13 0.0196 683.29 1.97 0.5309 4.30E�05 8.44E�07 4.80E�07 7.49 2.24E�04 1.754 13.141
C14 0.0186 701.43 1.88 0.5744 2.10E�05 3.90E�07 2.22E�07 8.27 2.41E�04 1.828 15.119
C15 0.0169 719.30 1.79 0.6209 9.86E�06 1.67E�07 9.48E�08 9.14 2.60E�04 1.907 17.423
C16 0.0144 735.80 1.72 0.6684 4.69E�06 6.75E�08 3.84E�08 9.95 2.77E�04 1.988 19.780
C17 0.0119 750.45 1.66 0.7133 2.34E�06 2.78E�08 1.58E�08 10.72 2.92E�04 2.066 22.151
C18 0.0096 762.42 1.63 0.7519 1.30E�06 1.25E�08 7.09E�09 11.27 3.03E�04 2.133 24.045
C19 0.0080 773.31 1.59 0.7896 7.34E�07 5.87E�09 3.34E�09 11.89 3.15E�04 2.199 26.146
C20 0.0084 785.49 1.55 0.8358 3.72E�07 3.12E�09 1.78E�09 12.58 3.28E�04 2.280 28.690
C21 0.0067 796.04 1.52 0.8777 2.01E�07 1.35E�09 7.68E�10 13.18 3.39E�04 2.354 31.026
C22 0.0051 807.04 1.48 0.9249 1.01E�07 5.18E�10 2.94E�10 13.91 3.53E�04 2.438 33.919
C23 0.0054 816.34 1.45 0.9669 5.54E�08 2.99E�10 1.70E�10 14.53 3.64E�04 2.514 36.518
C24 0.0051 825.68 1.43 1.0111 2.95E�08 1.51E�10 8.57E�11 15.07 3.74E�04 2.594 39.087



C25 0.0046 835.73 1.40 0.9599 3.12E�08 1.44E�10 8.16E�11 15.77 3.86E�04 2.545 40.127
C26 0.0038 844.16 1.38 0.9852 1.96E�08 7.43E�11 4.23E�11 16.32 3.96E�04 2.597 42.393
C27 0.0035 852.38 1.36 1.0108 1.22E�08 4.28E�11 2.44E�11 16.89 4.05E�04 2.651 44.759
C28 0.0030 860.54 1.34 1.0365 7.61E�09 2.28E�11 1.30E�11 17.47 4.15E�04 2.705 47.247
C29 0.0028 867.25 1.33 1.0562 5.21E�09 1.46E�11 8.29E�12 17.88 4.22E�04 2.748 49.115
C30 0.0025 875.28 1.31 1.0818 3.22E�09 8.04E�12 4.57E�12 18.49 4.32E�04 2.803 51.809
C31 0.0022 882.56 1.30 1.1045 2.09E�09 4.59E�12 2.61E�12 18.94 4.39E�04 2.852 54.021
C32 0.0021 889.78 1.28 1.1271 1.34E�09 2.82E�12 1.60E�12 19.55 4.50E�04 2.902 56.743
C33 0.0020 896.28 1.28 1.1467 9.15E�10 1.83E�12 1.04E�12 19.84 4.53E�04 2.947 58.455
C34 0.0015 902.63 1.26 1.1667 6.13E�10 9.19E�13 5.23E�13 20.44 4.63E�04 2.992 61.148
C35 0.0014 908.28 1.26 1.1837 4.37E�10 6.12E�13 3.48E�13 20.70 4.66E�04 3.031 62.727
C36 0.0013 914.46 1.24 1.2040 2.91E�10 3.79E�13 2.16E�13 21.32 4.77E�04 3.077 65.588
C37 0.0012 919.38 1.24 1.2181 2.17E�10 2.61E�13 1.48E�13 21.55 4.80E�04 3.110 67.019
C38 0.0012 925.50 1.23 1.2382 1.46E�10 1.75E�13 9.94E�14 22.01 4.87E�04 3.157 69.484
C39 0.0011 930.36 1.23 1.2523 1.08E�10 1.19E�13 6.77E�14 22.24 4.89E�04 3.191 70.971
C40 0.0009 936.51 1.22 1.2721 7.22E�11 6.50E�14 3.70E�14 22.72 4.97E�04 3.237 73.559
C41 0.0008 940.58 1.22 1.2836 5.62E�11 4.50E�14 2.56E�14 22.92 4.99E�04 3.265 74.850
C42 0.0008 945.28 1.22 1.2980 4.16E�11 3.33E�14 1.89E�14 23.15 5.01E�04 3.300 76.406
C43 0.0008 949.96 1.21 1.3123 3.05E�11 2.44E�14 1.39E�14 23.57 5.08E�04 3.335 78.623
C44 0.0007 955.92 1.20 1.3322 2.03E�11 1.42E�14 8.07E�15 24.07 5.15E�04 3.383 81.418
C45þ 0.0090 983.25 1.39 1.3786 5.51E�12 4.96E�14 2.82E�14 21.99 4.58E�04 3.528 77.560



The parameters A and B in Eq. (4.13) are determined using Eqs. (4.14) and
(4.7) to (4.17) for both vapor and liquid phases. The binary interaction coefficient
is determined by Eq. (4.18) and Table 4.1.

For liquid phase:

aL ¼
X
i

X
j

xixjðaiajÞ0:5ð1� kijÞ ¼ 3:2055 Pa m6	mol2

bL ¼
X
i

xibi ¼ 1:0735� 10�4 m3	mol

AL ¼ 5:8165; BL ¼ 0:5601

For vapor phase:

aV ¼
X
i

X
j

yiyjðaiajÞ0:5ð1� kijÞ ¼ 0:1916 Pa m6	mol2

bV ¼
X
i

yibi ¼ 2:7233� 10�5 m3	mol

AV ¼ 0:3477; BV ¼ 0:1421

Solve Eq. (4.13) for compressibility factor using the calculated parameter for
each phase:

ZL ¼ 0:7026; ZV ¼ 0:8879

The fugacity of each component for both phases should be calculated by Eq.
(4.20) and the error should be checked. The results of steps 8e10 are presented
in the following table.

Component
f Li (MPa)
Eq. (4.20)

fVi (MPa)
Eq. (4.20) fL

i [
f Li
ziP

fV
i [

fVi
ziP

Ki Eq.
(4.21) Kixi

N2 0.506 0.500 4.888 1.081 4.524 0.031
CO2 0.018 0.008 0.991 0.725 1.368 0.002
C1 14.356 12.092 2.032 0.857 2.373 1.117
C2 0.430 0.184 0.504 0.583 0.864 0.049
C3 0.131 0.030 0.198 0.433 0.458 0.020
i-C4 1.47E�02 2.17E�03 1.03E�01 3.45E�01 3.00E�01 2.85E�03
n-C4 2.86E�02 3.83E�03 7.87E�02 3.21E�01 2.45E�01 5.93E�03
i-C5 6.68E�03 6.11E�04 4.01E�02 2.55E�01 1.58E�01 1.75E�03
n-C5 7.19E�03 6.05E�04 3.28E�02 2.40E�01 1.37E�01 2.00E�03
C6 4.94E�03 3.03E�04 1.46E�02 1.99E�01 7.34E�02 1.66E�03
C7 3.94E�03 1.82E�04 7.60E�03 1.63E�01 4.65E�02 1.61E�03
C8 1.71E�03 5.97E�05 3.89E�03 1.32E�01 2.95E�02 8.64E�04
C9 7.66E�04 1.98E�05 1.80E�03 1.02E�01 1.76E�02 5.00E�04
C10 3.22E�04 6.38E�06 8.72E�04 8.07E�02 1.08E�02 2.66E�04
C11 1.44E�04 2.23E�06 4.19E�04 6.36E�02 6.60E�03 1.51E�04
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The pressure is modified for the next iteration as follows:

Pnew ¼ Pold
X
i

Kixi

Pnew ¼ 15� 1:237 ¼ 18:557 MPa

(Continued)

dcont'd

Component
f Li (MPa)
Eq. (4.20)

fVi (MPa)
Eq. (4.20) fL

i [
f Li
ziP

fV
i [

fVi
ziP

Ki Eq.
(4.21) Kixi

C12 6.27E�05 7.81E�07 1.96E�04 4.99E�02 3.93E�03 8.36E�05
C13 2.79E�05 2.85E�07 9.48E�05 3.96E�02 2.39E�03 4.70E�05
C14 1.22E�05 1.04E�07 4.36E�05 3.11E�02 1.40E�03 2.60E�05
C15 4.79E�06 3.42E�08 1.89E�05 2.40E�02 7.86E�04 1.33E�05
C16 1.75E�06 1.07E�08 8.10E�06 1.86E�02 4.35E�04 6.27E�06
C17 6.42E�07 3.46E�09 3.60E�06 1.46E�02 2.47E�04 2.94E�06
C18 2.57E�07 1.27E�09 1.78E�06 1.20E�02 1.49E�04 1.42E�06
C19 1.07E�07 4.90E�10 8.95E�07 9.78E�03 9.15E�05 7.30E�07
C20 4.90E�08 2.05E�10 3.89E�07 7.69E�03 5.06E�05 4.24E�07
C21 1.82E�08 7.13E�11 1.81E�07 6.20E�03 2.92E�05 1.96E�07
C22 5.84E�09 2.13E�11 7.64E�08 4.83E�03 1.58E�05 8.13E�08
C23 2.86E�09 9.88E�12 3.53E�08 3.87E�03 9.10E�06 4.88E�08
C24 1.20E�09 3.99E�12 1.56E�08 3.10E�03 5.04E�06 2.55E�08
C25 1.20E�09 3.77E�12 1.74E�08 3.08E�03 5.65E�06 2.58E�08
C26 5.42E�10 1.65E�12 9.50E�09 2.59E�03 3.66E�06 1.40E�08
C27 2.70E�10 7.95E�13 5.14E�09 2.18E�03 2.36E�06 8.21E�09
C28 1.24E�10 3.55E�13 2.75E�09 1.82E�03 1.51E�06 4.58E�09
C29 6.97E�11 1.98E�13 1.66E�09 1.59E�03 1.05E�06 2.90E�09
C30 3.27E�11 9.06E�14 8.71E�10 1.32E�03 6.59E�07 1.67E�09
C31 1.61E�11 4.42E�14 4.86E�10 1.13E�03 4.31E�07 9.58E�10
C32 8.42E�12 2.28E�14 2.67E�10 9.49E�04 2.82E�07 6.00E�10
C33 4.77E�12 1.30E�14 1.59E�10 8.33E�04 1.91E�07 3.72E�10
C34 2.06E�12 5.56E�15 9.18E�11 7.09E�04 1.29E�07 2.01E�10
C35 1.21E�12 3.29E�15 5.77E�11 6.31E�04 9.15E�08 1.31E�10
C36 6.42E�13 1.73E�15 3.29E�11 5.35E�04 6.15E�08 8.17E�11
C37 3.95E�13 1.08E�15 2.20E�11 4.84E�04 4.54E�08 5.58E�11
C38 2.26E�13 6.19E�16 1.26E�11 4.15E�04 3.03E�08 3.62E�11
C39 1.38E�13 3.81E�16 8.34E�12 3.75E�04 2.23E�08 2.46E�11
C40 6.38E�14 1.78E�16 4.73E�12 3.21E�04 1.47E�08 1.35E�11
C41 4.01E�14 1.13E�16 3.35E�12 2.95E�04 1.13E�08 9.18E�12
C42 2.64E�14 7.55E�17 2.20E�12 2.66E�04 8.30E�09 6.97E�12
C43 1.70E�14 4.90E�17 1.42E�12 2.35E�04 6.04E�09 4.70E�12
C44 8.31E�15 2.42E�17 7.92E�13 2.00E�04 3.95E�09 2.70E�12
C45þ 2.60E�14 7.63E�17 1.92E�13 1.80E�04 1.07E�09 9.64E�12

Error ¼ PN
i¼1

 
1� f Li

f Vi

!2

¼ 3:21� 106

Sum ¼ 1.237
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Now, with the new pressure and adjusted equilibrium ratio repeat steps
4e10. The error,

P
i
Kixi , and modified pressure for a few iterations are given

in the following table.

The relative deviation percent is

23:74� 25:32
23:74

� 100 ¼ �6:65%

If all binary interaction coefficients are set to zero, the relative deviation is
13.45%, which shows the significant impact of the binary interaction coefficient
on phase behavior calculation.

Example 4.2
Match the saturation pressure in Example 4.1 (using the results of Example 4.1)

Solution
At first the weight fraction of each component should be calculated [molecu-
lar weight of well-defined components have been extracted from Danesh
(1998)].

Iteration Number 1 2 3 4 27 49P
iKixi 1.23714 1.12041 1.06968 1.04331 1.00001 1.00000

Modified pressure (MPa) 18.5771 20.7917 22.2405 23.2036 25.3170 25.3179
Error 3.21Eþ06 3.43Eþ03 2.18Eþ02 5.19Eþ01 3.59E�06 5.99E�13

Component zi MW (g/mol) ziMWi (g/mol) wi Eq. (4.2)

N2 0.0069 28.0 0.193 0.00218
CO2 0.0012 44.0 0.053 0.00060
C1 0.4709 16.0 7.555 0.08513
C2 0.0569 30.1 1.711 0.01928
C3 0.0439 44.1 1.936 0.02181
i-C4 0.0095 58.1 0.552 0.00622
n-C4 0.0242 58.1 1.407 0.01585
i-C5 0.0111 72.2 0.801 0.00902
n-C5 0.0146 72.2 1.053 0.01187
C6 0.0226 86.2 1.948 0.02195
C7þ 0.3382 211.5 71.537 0.80609
Sum 1 e MWmix. ¼ 88.74 g/mol 1
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The weight fraction is not changed when matching saturation pressure.
From Example 4.1 we know that the calculated bubble point pressure is
25.32 MPa if molecular weight of mixture is 88.74 g/mol. Guess another value
for molecular weight of mixture, 88.00 g/mol. Recalculate the mole fraction of
all components except plus fraction using Eq. (4.3).

zN2 ¼
0:00218� 88:00

28:0
¼ 0:0068; zCO2 ¼ 0:0012; zC1 ¼ 0:4669; zC2 ¼ 0:0564; zC3

¼ 0:0435; ziC4 ¼ 0:0094; zC4 ¼ 0:0240; ziC5 ¼ 0:0110; zC5 ¼ 0:0145; zC6

¼ 0:0224

Now determine the mole fraction and molecular weight of plus fraction us-
ing Eqs. (4.4) and (4.5).

zC7þ ¼ 1�
XN�1

i¼1

zi ¼ 1� 0:6562 ¼ 0:3438

MWC7þ ¼ MWmix: �
PN�1

i¼1 ziMWi

zC7þ
¼ 88:00� 17:06

0:3438
¼ 206:36

The new value for h is 118.2. Using the recommended characterization pro-
cedure in Chapter 3 recalculate the mole fraction and other properties (critical
temperature, critical pressure, and acentric factor) of the extended group. Note
that when the mole fraction of SCN group is changed, according to Eq. 3.84,
the specific gravity of each SCN group changes, which causes critical temperature,
critical pressure, and acentric factor to change. The binary interaction parameters
between methane and plus fraction are also changed. The calculated bubble
point pressure (calculated similar to Example 4.1) is 25.09 MPa. Adjust the molec-
ular weight of mixture by a simple linear interpolation, that is, 83.66 g/mol. Bubble
point pressure in this case is 23.98 MPa, which is close enough to experimental
value, and the mole fraction and molecular weight of C7þ are 0.3761 and 179.3
g/mol, respectively. The mole fraction and properties of extended groups are
given in the following table.

(Continued)

Component zi
Specific
Gravity Tc (K) Pc (MPa) u kC1LCN

N2 0.0065 e 126.10 3.39 0.0403 e

CO2 0.0011 e 304.19 7.38 0.2276 e

C1 0.4439 e 190.56 4.60 0.0115 e

C2 0.0536 e 305.32 4.87 0.0995 e
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dcont'd

Component zi
Specific
Gravity Tc (K) Pc (MPa) u kC1LCN

C3 0.0414 e 369.83 4.25 0.1523 e

i-C4 0.0090 e 408.14 3.65 0.1770 e

n-C4 0.0228 e 425.12 3.80 0.2002 e

i-C5 0.0105 e 460.43 3.38 0.2275 e

n-C5 0.0138 e 469.70 3.37 0.2515 e

C6 0.0213 e 510.00 3.27 0.3013 0.0261
C7 0.0511 0.745 553.37 3.23 0.2513 0.0375
C8 0.0417 0.761 579.19 2.98 0.2920 0.0397
C9 0.0390 0.776 606.12 2.74 0.3397 0.0419
C10 0.0325 0.791 629.53 2.56 0.3839 0.0439
C11 0.0292 0.804 651.38 2.40 0.4291 0.0457
C12 0.0260 0.817 671.99 2.27 0.4748 0.0476
C13 0.0230 0.829 690.42 2.17 0.5187 0.0493
C14 0.0209 0.842 708.58 2.08 0.5657 0.0511
C15 0.0181 0.854 726.47 2.00 0.6162 0.0528
C16 0.0148 0.865 743.01 1.93 0.6674 0.0543
C17 0.0117 0.875 757.66 1.88 0.7162 0.0557
C18 0.0090 0.884 769.63 1.85 0.7585 0.0570
C19 0.0073 0.892 780.50 1.82 0.7996 0.0581
C20 0.0074 0.900 792.72 1.78 0.8494 0.0592
C21 0.0057 0.908 803.29 1.75 0.8948 0.0603
C22 0.0042 0.914 814.33 1.72 0.9455 0.0612
C23 0.0042 0.920 823.68 1.69 0.9907 0.0620
C24 0.0039 0.926 833.04 1.67 1.0384 0.0629
C25 0.0034 0.933 843.13 1.64 1.0926 0.0638
C26 0.0027 0.939 851.57 1.63 1.1405 0.0646
C27 0.0024 0.944 859.84 1.61 0.9864 0.0654
C28 0.0020 0.949 868.03 1.59 1.0118 0.0661
C29 0.0018 0.954 874.75 1.59 1.0314 0.0668
C30 0.0016 0.959 882.83 1.57 1.0567 0.0675
C31 0.0014 0.964 890.14 1.56 1.0791 0.0681
C32 0.0013 0.968 897.40 1.55 1.1015 0.0688
C33 0.0011 0.973 903.92 1.55 1.1210 0.0694
C34 0.0009 0.977 910.32 1.54 1.1407 0.0700
C35 0.0008 0.981 915.98 1.53 1.1576 0.0706
C36 0.0007 0.985 922.22 1.52 1.1775 0.0710
C37 0.0006 0.988 927.14 1.53 1.1916 0.0716
C38 0.0006 0.992 933.33 1.51 1.2114 0.0721
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The relative deviation percent for plus fraction molecular weight during
molecular weight adjustment is �15.24%, which is acceptable.

Example 4.3
Composition of a gas condensate from Iran reported in Table 4.2 (Firoozabadi
et al., 1978).

The molecular weight and specific gravity of C7þ fraction are 132 g/mol and
0.774, respectively. The experimental dew point pressure at temperature 355.65K
is 28.1 MPa. Match the saturation pressure using the recommended procedure.

Solution
At first, the plus fraction characterized by the recommended procedure is similar
to Example 3.12. Note that the molecular weight of SCN groups is determined by
Eq. 3.28 (why?). The results of characterization procedure are given in the
following table.

(Continued)

Table 4.2 Composition of a Gas Condensate From Iran
(Firoozabadi et al., 1978) (Example 4.3)
Component Mol%

N2 0.08
CO2 2.44
C1 82.10
C2 5.78
C3 2.87
i-C4 0.56
n-C4 1.23
i-C5 0.52
n-C5 0.60
C6 0.72
C7þ 3.10

dcont'd

Component zi
Specific
Gravity Tc (K) Pc (MPa) u kC1LCN

C39 0.0005 0.996 938.20 1.52 1.2254 0.0726
C40 0.0004 0.999 944.40 1.51 1.2449 0.0731
C41 0.0004 1.002 948.47 1.52 1.2563 0.0735
C42 0.0004 1.006 953.19 1.51 1.2705 0.0740
C43 0.0003 1.009 957.90 1.51 1.2846 0.0744
C44 0.0003 1.012 963.93 1.50 1.3042 0.0749
C45þ 0.0028 1.032 980.35 1.62 1.3388 0.0777
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Using somehow similar procedure that is described for calculating bubble
point pressure in Example 4.1, dew point pressure is calculated; however, the
pressure is corrected by a different method. Choose 20 MPa as the initial guess

SCN zi

Tb (K)
Table
3.1

Molecular
Weight
(g/mol)
Eq. (3.28)

Specific
Gravity
Eq.
(3.82)

Tc (K)
Eq.
(3.46)

Pc (MPa)
Eq.
(3.49) Tbr [

Tb
Tc

u Eq. (3.38)
and Eq
(3.39)

C7 0.0008 366 94.5 0.724 547.94 3.09 0.668 0.2731
C8 0.0244 390 107.5 0.741 574.07 2.85 0.679 0.3108
C9 0.8210 416 120.4 0.756 600.92 2.60 0.692 0.3568
C10 0.0578 439 133.7 0.770 624.37 2.42 0.703 0.3989
C11 0.0287 461 146.9 0.784 646.22 2.26 0.713 0.4420
C12 0.0056 482 160.6 0.796 666.74 2.12 0.723 0.4854
C13 0.0123 501 174.9 0.808 685.21 2.02 0.731 0.5268
C14 0.0052 520 189.8 0.820 703.35 1.93 0.739 0.5712
C15 0.0060 539 205.5 0.832 721.18 1.84 0.747 0.6188
C16 0.0072 557 221.3 0.843 737.83 1.77 0.755 0.6671
C17 0.0081 573 236.4 0.853 752.49 1.72 0.761 0.7130
C18 0.0057 586 250.2 0.862 764.43 1.68 0.767 0.7526
C19 0.0046 598 262.7 0.870 775.25 1.65 0.771 0.7911
C20 0.0032 612 275.6 0.877 787.43 1.60 0.777 0.8381
C21 0.0025 624 289.0 0.885 798.03 1.58 0.782 0.8810
C22 0.0019 637 300.5 0.891 808.99 1.54 0.787 0.9289
C23 0.0014 648 311.7 0.897 818.33 1.51 0.792 0.9718
C24 0.0011 659 324.0 0.903 827.70 1.48 0.796 1.0169
C25 7.74E�04 671 336.5 0.909 837.71 1.46 0.801 0.9534
C26 5.23E�04 681 348.5 0.915 846.15 1.44 0.805 0.9786
C27 3.47E�04 691 360.0 0.920 854.44 1.42 0.809 1.0040
C28 2.27E�04 701 371.3 0.925 862.64 1.40 0.813 1.0295
C29 1.58E�04 709 382.3 0.930 869.35 1.39 0.816 1.0492
C30 1.37E�04 719 393.3 0.935 877.39 1.38 0.819 1.0747
C31 9.02E�05 728 404.0 0.940 884.66 1.36 0.823 1.0974
C32 5.82E�05 737 414.8 0.944 891.87 1.35 0.826 1.1200
C33 5.15E�05 745 425.8 0.948 898.37 1.34 0.829 1.1396
C34 4.06E�05 753 436.1 0.953 904.77 1.33 0.832 1.1594
C35 3.05E�05 760 445.6 0.956 910.37 1.32 0.835 1.1765
C36 2.13E�05 768 455.1 0.960 916.62 1.31 0.838 1.1965
C37 1.64E�05 774 464.6 0.963 921.49 1.31 0.840 1.2108
C38 1.21E�05 782 474.3 0.967 927.70 1.30 0.843 1.2306
C39 9.44E�06 788 484.3 0.971 932.56 1.30 0.845 1.2447
C40 7.34E�06 796 493.8 0.974 938.68 1.29 0.848 1.2645
C41 5.48E�06 801 502.6 0.977 942.73 1.29 0.850 1.2761
C42 4.50E�06 807 511.6 0.980 947.44 1.29 0.852 1.2904
C43 3.50E�06 813 521.1 0.984 952.17 1.29 0.854 1.3045
C44 2.39E�06 821 530.3 0.987 958.16 1.27 0.857 1.3243
C45þ 1.92E�06 829

Eq. 3.34
578.8 1.002 967.33 1.37 0.857 1.3345
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for pressure; at this pressure
P
i
yi=Ki ¼ 5:156. Guess another value for dew point

pressure, 22 MPa; at this pressure,
P
i
yi=Ki ¼ 2:945. The errors for pressures 20

and 22 MPa are 38.982 and 24.817, respectively. In this example the pressure is
corrected by using linear interpolation as follows:

Pnew ¼ ð20� 22Þ � 106

5:156� 2:945
ð1� 5:156Þ þ �20� 106

� ¼ 23:76� 106 Pa

The value of
P
i
yi=Ki at pressure 23.76 MPa is 2.044 and the error is 14.599.

Repeat this procedure. At pressure 32.98 MPa, the value of
P
i
yi=Ki is equal to 1

and the error is equal to 5.57E�013. Hence the dew point pressure at the tem-
perature 355.65K is 32.98 MPa.

Now the weight fraction of each component should be calculated.

As mentioned before the weight fraction is not changed when matching
saturation pressure. The calculated dew point pressure is 32.76 MPa if molecular
weight of mixture is 23.83 g/mol. Similar to the previous example guess another
value for molecular weight of mixture, 23.80 g/mol. Recalculate the mole fraction
of all components except plus fraction using Eq. (4.3).

zN2 ¼
0:00094� 23:80

28:0
¼ 0:0008; zCO2 ¼ 0:0244; zC1 ¼ 0:8199; zC2 ¼ 0:0577; zC3

¼ 0:0287; ziC4 ¼ 0:0056; zC4 ¼ 0:0123; ziC5 ¼ 0:0052; zC5 ¼ 0:0060; zC6

¼ 0:0072

Now determine the mole fraction and molecular weight of plus fraction us-
ing Eqs. (4.4) and (4.5).

(Continued)

Component zi MW (g/mol) ziWi (g/mol) wi Eq. (4.2)

N2 0.08 28.0 0.022 0.00094
CO2 2.44 44.0 1.074 0.04506
C1 82.10 16.0 13.171 0.55267
C2 5.78 30.1 1.738 0.07293
C3 2.87 44.1 1.266 0.05310
i-C4 0.56 58.1 0.325 0.01366
n-C4 1.23 58.1 0.715 0.03000
i-C5 0.52 72.2 0.375 0.01574
n-C5 0.60 72.2 0.433 0.01816
C6 0.72 86.2 0.620 0.02604
C7þ 3.10 132.0 4.092 0.17170
Sum 1 e MWmix. ¼ 23.83 g/mol 1
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zC7þ ¼ 1�
XN�1

i¼1

zi ¼ 1� 0:9677 ¼ 0:0323

MWC7þ ¼
MWmix: �

XN�1

i¼1

ziMWi

zC7þ
¼ 23:80� 19:71

0:0323
¼ 126:5

The new value for h is 38.3. Using recommended characterization proced-
ure in Chapter 6, recalculate the mole fraction and other properties. The calcu-
lated dew point pressure is 30.22 MPa. Adjust the molecular weight of the
mixture by a simple linear interpolation, that is, 23.78 g/mol. Dew point pres-
sure in this case is 28.53 MPa, which is close enough to experimental value,
and the molecular weight of C7þ is 123.28 g/mol. The mole fraction and prop-
erties of extended groups after matching the saturation pressure are given in
the following table.

Component zi

Molecular
Weight
(g/mol)

Specific
Gravity Tc (K)

Pc
(MPa) u kC1LCN

N2 0.0008 28.014 e 126.10 3.39 0.0403 e

CO2 0.0243 44.01 e 304.19 7.38 0.2276 e

C1 0.8192 16.043 e 190.56 4.60 0.0115 e

C2 0.0577 30.07 e 305.32 4.87 0.0995 e

C3 0.0286 44.096 e 369.83 4.25 0.1523 e

n-C4 0.0056 58.123 e 408.14 3.65 0.1770 e

i-C4 0.0123 58.123 e 425.12 3.80 0.2002 e

n-C5 0.0052 72.15 e 460.43 3.38 0.2275 e

i-C5 0.0060 72.15 e 469.70 3.37 0.2515 e

C6 0.0072 86.177 e 510.00 3.27 0.3013 0.0261
C7 0.0105 94.4 0.734 550.65 3.16 0.2618 0.0360
C8 0.0068 107.4 0.751 576.81 2.92 0.3003 0.0384
C9 0.0051 120.3 0.767 603.71 2.67 0.3472 0.0405
C10 0.0033 133.6 0.781 627.19 2.49 0.3903 0.0426
C11 0.0024 146.8 0.795 649.08 2.33 0.4344 0.0444
C12 0.0017 160.5 0.807 669.62 2.20 0.4791 0.0462
C13 0.0012 174.8 0.820 688.10 2.10 0.5218 0.0480
C14 8.05E�04 189.7 0.832 706.24 2.01 0.5676 0.0497
C15 5.31E�04 205.4 0.844 724.08 1.93 0.6167 0.0514
C16 3.28E�04 221.2 0.855 740.74 1.86 0.6666 0.0529
C17 2.00E�04 236.3 0.865 755.41 1.81 0.7140 0.0544
C18 1.21E�04 250.1 0.874 767.35 1.77 0.7551 0.0556
C19 7.82E�05 262.7 0.882 778.17 1.74 0.7950 0.0567
C20 6.31E�05 275.5 0.890 790.37 1.70 0.8434 0.0577
C21 3.85E�05 288.9 0.897 800.98 1.67 0.8877 0.0588
C22 2.33E�05 300.5 0.904 811.96 1.63 0.9370 0.0597
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The relative deviation percent for plus fraction molecular weight during mo-
lecular weight adjustment is �6.20%, which is well acceptable.

4.2 GROUPING METHODS

Computational time required for phase behavior simulation in-
creases considerably by increasing the number of components that are
used for describing reservoir fluid. The number of sufficient pseudocom-
ponents to describe reservoir fluid depends mainly on the process being
simulated (Whitson and Brulé, 2000). For example, the number of suffi-
cient components for the prediction of phase behavior of reservoir fluid un-
der pressure depletion is two (Danesh, 1998) although simulation of
miscibility in a slim-tube needs 12e15 components (Whitson and Brulé,

dcont'd

Component zi

Molecular
Weight
(g/mol)

Specific
Gravity Tc (K)

Pc
(MPa) u kC1LCN

C23 1.93E�05 311.7 0.910 821.32 1.60 0.9812 0.0605
C24 1.42E�05 323.9 0.916 830.69 1.58 1.0278 0.0614
C25 9.96E�06 336.4 0.922 840.72 1.56 1.0804 0.0623
C26 6.50E�06 348.4 0.928 849.17 1.54 0.9687 0.0631
C27 4.69E�06 359.9 0.933 857.48 1.52 0.9941 0.0639
C28 3.25E�06 371.2 0.939 865.69 1.50 1.0195 0.0646
C29 2.38E�06 382.2 0.943 872.41 1.50 1.0391 0.0653
C30 1.74E�06 393.2 0.948 880.46 1.48 1.0645 0.0660
C31 1.22E�06 404.0 0.953 887.75 1.47 1.0871 0.0666
C32 9.42E�07 414.7 0.957 894.97 1.45 1.1096 0.0672
C33 6.88E�07 425.7 0.962 901.49 1.45 1.1291 0.0679
C34 4.43E�07 436.0 0.966 907.90 1.44 1.1488 0.0684
C35 3.38E�07 445.5 0.970 913.51 1.43 1.1659 0.0690
C36 2.58E�07 455.0 0.973 919.78 1.42 1.1858 0.0695
C37 1.97E�07 464.5 0.977 924.66 1.42 1.2000 0.0700
C38 1.57E�07 474.3 0.981 930.88 1.41 1.2197 0.0705
C39 1.18E�07 484.3 0.984 935.75 1.42 1.2337 0.0710
C40 8.10E�08 493.8 0.988 941.90 1.41 1.2534 0.0715
C41 5.96E�08 502.6 0.991 945.95 1.41 1.2649 0.0719
C42 5.16E�08 511.5 0.994 950.66 1.41 1.2792 0.0724
C43 3.94E�08 521.0 0.997 955.40 1.41 1.2932 0.0728
C44 2.86E�08 530.3 1.001 961.43 1.40 1.3129 0.0733
C45þ 9.80E�08 570.1 1.014 969.84 1.48 1.3255 0.0751
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2000). Many authors (Jacoby et al., 1959; Lee et al., 1981; Hong, 1982;
Whitson, 1983; Montel and Gouel, 1984; Gonzales et al., 1986; Schlijper,
1986; Chorn and Mansoori, 1989; Pedersen et al., 1989; Wu and Fish,
1989; Danesh et al., 1992; Neau et al., 1993; Manafi et al., 1999; Shariati
et al., 1999) have given recommendations on grouping SCN fraction
into MCN groups. In this section the most widely used methods are
presented.

4.2.1 Whitson Method
Whitson (1983) proposed that heavy fraction (C7þ fraction) can be grouped
into Np pseudocomponents, where Np is given by Eq. (4.24).

Np ¼ Integer½1þ 3:3 logðN � 7Þ� (4.24)

where N is the last carbon group number in the original fluid. The groups
are separated based on molecular weight. The molecular weight boundary is
given by:

MWk ¼ MWC7



exp

��
1
Np

�
ln

�
MWCN

MWC7

���k

(4.25)

where k is the group number and k ¼ 1, 2, 3,.Np. The components of the
original fluid with the molecular weight between MWk�1 and MWk fall
within group k. This method should be used when N is greater than 20
(Whitson and Brulé, 2000). MWCN is the molecular weight of last carbon
group number (which may actually be a plus fraction).

Example 4.4
Describe the fluid in Example 3.12 by a number of pseudocomponents using
Whitson method.

Solution
The last carbon group number describing the heavy fraction is 45. So the number
of pseudocomponents is calculated as follows by Eq. (4.24).

Np ¼ Integer½1þ 3:3 logð45� 7Þ� ¼ 6

As mentioned before, the carbon numbers that are grouped into a pseudo-
component are specified by molecular weight boundaries, which are deter-
mined by Eq. (4.25). Using Eq. (4.25), the upper molecular weight boundary for
the first pseudocomponent is determined.
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MW1 ¼ 96



exp

��
1
6

�
ln

�
653
96

���1

¼ 132

where 653 g/mol is the molecular weight of C45þ fraction (which is a plus fraction).
The upper molecular weight boundary for first pseudocomponent is 132 g/mol,
hence C7, C8, and C9 are grouped into the first pseudocomponent (the molecular
weight of C10 is 134 g/mol, which is greater than 132 g/mol, so the first pseudo-
component is not included in C10). Similarly, the upper molecular weight for other
pseudocomponent is calculated and given in the following table.

4.2.2 Pedersen et al. Method (Equal Weight Method)
Pedersen et al. (1984) proposed that components of the original fluid are
grouped based on mass where pseudocomponents are of approximately the
same weight. In this method the critical temperature, critical pressure, and
acentric factor of each pseudocomponent are found by weight mean average.

Example 4.5
Extended composition and critical properties of a North Sea gas condensate are
given in Table 4.3 (Pedersen et al., 2014).

Describe the C7þ fraction by three pseudocomponent using equal weight
method.

Solution
The weight of each component is equal to mole fraction of component times its
molecular weight (ziMWi). The weight of 100 kg moles of this sample is 3120.81
and the weight of C7þ fraction in 100 kg moles of this sample is 1167.65. Hence
the objective weight of each group is 1167.65/3 ¼ 389.22. Adding components
from C7 downward until the weight reaches a value around 389.22. Group-I

(Continued)

Pseudocomponent
Group, k

Upper Molecular Weight
Boundary for kth
Pseudocomponent,
MWk (g/mol)

Components
in Group

1 132 C7eC9
2 182 C10eC13
3 250 C14eC18
4 345 C19eC25
5 474 C26eC38
6 653 C39eC45þ
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Table 4.3 Extended Composition and Critical Properties of a North Sea Gas
Condensate (Example 4.5)

Component Mol% zi
MW
(g/mol)

Specific
Gravity Tc (�C)

Pc
(bar) Omega

N2 0.12 28.014 e �146.95 33.94 0.04
CO2 2.49 44.01 e 31.05 73.76 0.225
C1 76.43 16.043 e �82.55 46 0.008
C2 7.46 30.07 e 32.25 48.84 0.098
C3 3.12 44.097 e 96.65 42.46 0.152
n-C4 1.21 58.124 e 152.05 38 0.193
i-C4 0.59 58.124 e 134.95 36.48 0.176
n-C5 0.59 72.151 e 196.45 33.74 0.251
i-C5 0.5 72.151 e 187.25 33.84 0.227
C6 0.79 87.178 0.664 234.25 29.69 0.296
C7 0.95 95 0.726 258.7 31.44 0.465
C8 1.08 106 0.747 278.4 28.78 0.497
C9 0.78 116 0.769 295.6 27.22 0.526
C10 0.592 133 0.781 318.8 23.93 0.574
C11 0.467 152 0.778 339.8 20.58 0.626
C12 0.345 164 0.785 353.6 19.41 0.658
C13 0.375 179 0.802 371.4 18.65 0.698
C14 0.304 193 0.815 386.8 18.01 0.735
C15 0.237 209 0.817 401.7 16.93 0.775
C16 0.208 218 0.824 410.8 16.66 0.798
C17 0.22 239 0.825 428.7 15.57 0.849
C18 0.169 250 0.831 438.7 15.31 0.874
C19 0.14 264 0.841 451.5 15.11 0.907
C20 0.101 275 0.845 460.8 14.87 0.932
C21 0.0888 291 0.849 473.6 14.48 0.966
C22 0.078 305 0.853 484.7 14.21 0.969
C23 0.0686 318 0.857 494.8 13.99 1.023
C24 0.0603 331 0.860 504.7 13.8 1.049
C25 0.053 345 0.864 515.1 13.61 1.075
C26 0.0465 359 0.867 525.4 13.43 1.101
C27 0.0409 374 0.870 536.1 13.26 1.128
C28 0.0359 388 0.873 546.0 13.12 1.151
C29 0.0316 402 0.876 555.8 12.99 1.174
C30 0.0277 416 0.879 565.5 12.88 1.195
C31 0.0244 430 0.881 575.0 12.77 1.216
C32 0.0214 444 0.884 584.4 12.68 1.235
C33 0.0188 458 0.887 593.7 12.59 1.253
C34 0.0165 472 0.889 602.9 12.52 1.270
C35 0.0145 486 0.891 612.0 12.44 1.285
C36 0.0128 500 0.894 621.0 12.38 1.300
C37 0.0112 514 0.898 630.0 12.32 1.313
C38 0.00986 528 0.891 638.8 12.26 1.325



(Continued)

Table 4.3 Extended Composition and Critical Properties of a North Sea Gas
Condensate (Example 4.5)dcont'd

Component Mol% zi
MW
(g/mol)

Specific
Gravity Tc (�C)

Pc
(bar) Omega

C39 0.00866 542 0.900 647.6 12.21 1.335
C40 0.00761 556 0.902 656.3 12.17 1.344
C41 0.00609 570 0.904 664.9 12.12 1.352
C42 0.00588 584 0.906 673.5 12.09 1.359
C43 0.00517 598 0.908 682.0 12.05 1.364
C44 0.00454 612 0.910 690.5 12.02 1.368
C45 0.00399 626 0.912 698.9 11.99 1.371
C46 0.00351 640 0.914 707.3 11.96 1.372
C47 0.00308 654 0.916 715.6 11.93 1.372
C48 0.00271 668 0.917 723.8 11.91 1.371
C49 0.00238 682 0.919 732.0 11.89 1.369
C50 0.00209 696 0.921 740.2 11.87 1.365
C51 0.00183 710 0.922 748.3 11.85 1.359
C52 0.00161 724 0.924 756.4 11.84 1.353
C53 0.00142 738 0.926 764.4 11.82 1.345
C54 0.00128 752 0.927 772.4 11.81 1.335
C55 0.00109 766 0.929 780.4 11.8 1.325
C56 0.000962 780 0.930 788.3 11.78 1.313
C57 0.000845 794 0.932 796.2 11.77 1.300
C58 0.000743 808 0.933 804.1 11.77 1.286
C59 0.000653 822 0.934 811.9 11.76 1.270
C60 0.000574 836 0.936 819.7 11.75 1.253
C61 0.000504 850 0.937 827.5 11.75 1.236
C62 0.000443 864 0.939 835.2 11.74 1.216
C63 0.000389 878 0.940 843.0 11.74 1.196
C64 0.000342 892 0.941 850.6 11.73 1.175
C65 0.0003 906 0.942 858.3 11.73 1.152
C66 0.000264 920 0.944 866.0 11.73 1.129
C67 0.000232 934 0.945 873.6 11.72 1.104
C68 0.000204 948 0.946 881.2 11.72 1.078
C69 0.000179 962 0.947 888.7 11.72 1.052
C70 0.000157 976 0.949 896.3 11.72 1.024
C71 0.000138 990 0.950 903.8 11.72 0.995
C72 0.000122 1004 0.951 911.3 11.72 0.965
C73 0.000107 1018 0.952 918.8 11.72 0.935
C74 0.0000939 1032 0.953 926.3 11.73 0.903
C75 0.0000825 1046 0.954 933.7 11.73 0.871
C76 0.0000725 1060 0.955 941.2 11.73 0.838
C77 0.0000637 1074 0.956 948.6 11.73 0.804
C78 0.000056 1088 0.957 956.0 11.74 0.769
C79 0.0000492 1102 0.959 963.4 11.74 0.734
C80 0.0000432 1116 0.956 970.7 11.74 0.697



consists of C7eC10 with a weight of 373.95. Similarly, Group-II consists of C11eC17
with a weight of 400.82 and Group-III consists of C18eC80 with a weight of
392.89. Details of calculations are reported in the following table.

Component Mol% zi MWi (g/mol)
ZiMWi

(g/mol) Group-I Group-II Group-III

N2 0.12 28.014 e

CO2 2.49 44.01 e

C1 76.43 16.043 e

C2 7.46 30.07 e

C3 3.12 44.097 e

n-C4 1.21 58.124 e

i-C4 0.59 58.124 e

n-C5 0.59 72.151 e

i-C5 0.5 72.151 e

C6 0.79 87.178 e

C7 0.95 95 90.25 90.25
C8 1.08 106 114.48 114.48
C9 0.78 116 90.48 90.48
C10 0.592 133 78.736 78.736
C11 0.467 152 70.984 70.984
C12 0.345 164 56.58 56.58
C13 0.375 179 67.125 67.125
C14 0.304 193 58.672 58.672
C15 0.237 209 49.533 49.533
C16 0.208 218 45.344 45.344
C17 0.22 239 52.58 52.58
C18 0.169 250 42.25 42.25
C19 0.14 264 36.96 36.96
C20 0.101 275 27.775 27.775
C21 0.0888 291 25.8408 25.8408
C22 0.078 305 23.79 23.79
C23 0.0686 318 21.8148 21.8148
C24 0.0603 331 19.9593 19.9593
C25 0.053 345 18.285 18.285
C26 0.0465 359 16.6935 16.6935
C27 0.0409 374 15.2966 15.2966
C28 0.0359 388 13.9292 13.9292
C29 0.0316 402 12.7032 12.7032
C30 0.0277 416 11.5232 11.5232
C31 0.0244 430 10.492 10.492
C32 0.0214 444 9.5016 9.5016
C33 0.0188 458 8.6104 8.6104
C34 0.0165 472 7.788 7.788
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(Continued)

dcont'd

Component Mol% zi MWi (g/mol)
ZiMWi

(g/mol) Group-I Group-II Group-III

C35 0.0145 486 7.047 7.047
C36 0.0128 500 6.4 6.4
C37 0.0112 514 5.7568 5.7568
C38 0.00986 528 5.20608 5.20608
C39 0.00866 542 4.69372 4.69372
C40 0.00761 556 4.23116 4.23116
C41 0.00609 570 3.4713 3.4713
C42 0.00588 584 3.43392 3.43392
C43 0.00517 598 3.09166 3.09166
C44 0.00454 612 2.77848 2.77848
C45 0.00399 626 2.49774 2.49774
C46 0.00351 640 2.2464 2.2464
C47 0.00308 654 2.01432 2.01432
C48 0.00271 668 1.81028 1.81028
C49 0.00238 682 1.62316 1.62316
C50 0.00209 696 1.45464 1.45464
C51 0.00183 710 1.2993 1.2993
C52 0.00161 724 1.16564 1.16564
C53 0.00142 738 1.04796 1.04796
C54 0.00128 752 0.96256 0.96256
C55 0.00109 766 0.83494 0.83494
C56 0.000962 780 0.75036 0.75036
C57 0.000845 794 0.67093 0.67093
C58 0.000743 808 0.600344 0.600344
C59 0.000653 822 0.536766 0.536766
C60 0.000574 836 0.479864 0.479864
C61 0.000504 850 0.4284 0.4284
C62 0.000443 864 0.382752 0.382752
C63 0.000389 878 0.341542 0.341542
C64 0.000342 892 0.305064 0.305064
C65 0.0003 906 0.2718 0.2718
C66 0.000264 920 0.24288 0.24288
C67 0.000232 934 0.216688 0.216688
C68 0.000204 948 0.193392 0.193392
C69 0.000179 962 0.172198 0.172198
C70 0.000157 976 0.153232 0.153232
C71 0.000138 990 0.13662 0.13662
C72 0.000122 1004 0.122488 0.122488
C73 0.000107 1018 0.108926 0.108926
C74 0.0000939 1032 0.096905 0.096905
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4.2.3 The Cotterman and Prausnitz Method
(Equal Mole Method)

Cotterman and Prausnitz (1985) proposed that components of the original
fluid are grouped based on mole percent, where pseudocomponents contain
approximately the same mole percent.

Example 4.6
Repeat Example 4.5 by using the Cotterman and Prausnitz method.

Solution
The total mole percent of three groups is 6.7%, with an objective value 6.7/
3 ¼ 2.23. Add components from C7 downward until the mole percent reaches
a value of around 2.23. Group-I consists of C7eC8 with a mole percent of 2.03.
Similarly, Group-II consists of C9eC13 with a mole percent of 2.56 and Group-III
consists of C14eC80 with a mole percent of 2.11. Details of calculations are re-
ported in the following table.

dcont'd

Component Mol% zi MWi (g/mol)
ZiMWi

(g/mol) Group-I Group-II Group-III

C75 0.0000825 1046 0.086295 0.086295
C76 0.0000725 1060 0.07685 0.07685
C77 0.0000637 1074 0.068414 0.068414
C78 0.000056 1088 0.060928 0.060928
C79 0.0000492 1102 0.054218 0.054218
C80 0.0000432 1116 0.048211 0.048211
Sum e e 1167.65 373.95 400.82 392.89
Weight% 11.98 12.84 12.59

Component Mol% zi Group-I Group-II Group-III

N2 0.12
CO2 2.49
C1 76.43
C2 7.46
C3 3.12
n-C4 1.21
i-C4 0.59
n-C5 0.59
i-C5 0.5
C6 0.79
C7 0.95 0.95
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dcont'd
Component Mol% zi Group-I Group-II Group-III

C8 1.08 1.08
C9 0.78 0.78
C10 0.592 0.592
C11 0.467 0.467
C12 0.345 0.345
C13 0.375 0.375
C14 0.304 0.304
C15 0.237 0.237
C16 0.208 0.208
C17 0.22 0.22
C18 0.169 0.169
C19 0.14 0.14
C20 0.101 0.101
C21 0.0888 0.0888
C22 0.078 0.078
C23 0.0686 0.0686
C24 0.0603 0.0603
C25 0.053 0.053
C26 0.0465 0.0465
C27 0.0409 0.0409
C28 0.0359 0.0359
C29 0.0316 0.0316
C30 0.0277 0.0277
C31 0.0244 0.0244
C32 0.0214 0.0214
C33 0.0188 0.0188
C34 0.0165 0.0165
C35 0.0145 0.0145
C36 0.0128 0.0128
C37 0.0112 0.0112
C38 0.00986 0.00986
C39 0.00866 0.00866
C40 0.00761 0.00761
C41 0.00609 0.00609
C42 0.00588 0.00588
C43 0.00517 0.00517
C44 0.00454 0.00454
C45 0.00399 0.00399
C46 0.00351 0.00351
C47 0.00308 0.00308
C48 0.00271 0.00271

(Continued)
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dcont'd
Component Mol% zi Group-I Group-II Group-III

C49 0.00238 0.00238
C50 0.00209 0.00209
C51 0.00183 0.00183
C52 0.00161 0.00161
C53 0.00142 0.00142
C54 0.00128 0.00128
C55 0.00109 0.00109
C56 0.000962 0.000962
C57 0.000845 0.000845
C58 0.000743 0.000743
C59 0.000653 0.000653
C60 0.000574 0.000574
C61 0.000504 0.000504
C62 0.000443 0.000443
C63 0.000389 0.000389
C64 0.000342 0.000342
C65 0.0003 0.0003
C66 0.000264 0.000264
C67 0.000232 0.000232
C68 0.000204 0.000204
C69 0.000179 0.000179
C70 0.000157 0.000157
C71 0.000138 0.000138
C72 0.000122 0.000122
C73 0.000107 0.000107
C74 0.0000939 0.0000939
C75 0.0000825 0.0000825
C76 0.0000725 0.0000725
C77 0.0000637 0.0000637
C78 0.000056 0.000056
C79 0.0000492 0.0000492
C80 0.0000432 0.0000432
Sum e 2.03 2.56 2.11

4.2.4 Danesh et al. Method
A grouping method based on concentration and molecular weight of com-
ponents in a mixture was proposed by Danesh et al. (1992). This method
proposed that the components of the original fluid are arranged in the order
of their normal boiling point temperatures and are grouped together in an
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ascending order to form NP groups so that the sum of the mole fractions
times the logarithm of the molecular weight becomes approximately equal
for each groups.

Example 4.7
Repeat Example 4.5 by using Danesh et al. method.

Solution
The value of zi ln(MWi) is calculated for each component. The total value for C7þ
fraction is 33.83. So the objective value for each group is 33.83/3 ¼ 11.28. Add
components from C7 downward until the value of

P
zi lnðMWiÞ reaches a value

around 11.23. Group-I consists of C7eC8 with
P

zi lnðMWiÞ ¼ 9:36. Similarly,
Group-II consists of C9eC13 with

P
zi lnðMWiÞ ¼ 12:65 and Group-III consists

of C14eC80 with
P

zi lnðMWiÞ ¼ 11:81. Details of calculations are given in the
following table.

(Continued)

Component Mol% zi
MWi

(g/mol)
zi ln(MWi)
(g/mol) Group-I Group-II Group-III

N2 0.12 28.014 e

CO2 2.49 44.01 e

C1 76.43 16.043 e

C2 7.46 30.07 e

C3 3.12 44.097 e

n-C4 1.21 58.124 e

i-C4 0.59 58.124 e

n-C5 0.59 72.151 e

i-C5 0.5 72.151 e

C6 0.79 87.178 e

C7 0.95 95 4.326183 4.326183
C8 1.08 106 5.036514 5.036514
C9 0.78 116 3.7078 3.7078
C10 0.592 133 2.895087 2.895087
C11 0.467 152 2.346152 2.346152
C12 0.345 164 1.759454 1.759454
C13 0.375 179 1.94527 1.94527
C14 0.304 193 1.599858 1.599858
C15 0.237 209 1.266133 1.266133
C16 0.208 218 1.119975 1.119975
C17 0.22 239 1.204822 1.204822
C18 0.169 250 0.933127 0.933127
C19 0.14 264 0.780633 0.780633
C20 0.101 275 0.567294 0.567294
C21 0.0888 291 0.503791 0.503791
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dcont'd

Component Mol% zi
MWi

(g/mol)
zi ln(MWi)
(g/mol) Group-I Group-II Group-III

C22 0.078 305 0.446184 0.446184
C23 0.0686 318 0.395277 0.395277
C24 0.0603 331 0.349868 0.349868
C25 0.053 345 0.309708 0.309708
C26 0.0465 359 0.273574 0.273574
C27 0.0409 374 0.242302 0.242302
C28 0.0359 388 0.214 0.214
C29 0.0316 402 0.189488 0.189488
C30 0.0277 416 0.16705 0.16705
C31 0.0244 430 0.147956 0.147956
C32 0.0214 444 0.130451 0.130451
C33 0.0188 458 0.115185 0.115185
C34 0.0165 472 0.10159 0.10159
C35 0.0145 486 0.0897 0.0897
C36 0.0128 500 0.079547 0.079547
C37 0.0112 514 0.069913 0.069913
C38 0.00986 528 0.061813 0.061813
C39 0.00866 542 0.054517 0.054517
C40 0.00761 556 0.048101 0.048101
C41 0.00609 570 0.038645 0.038645
C42 0.00588 584 0.037455 0.037455
C43 0.00517 598 0.033055 0.033055
C44 0.00454 612 0.029132 0.029132
C45 0.00399 626 0.025693 0.025693
C46 0.00351 640 0.02268 0.02268
C47 0.00308 654 0.019968 0.019968
C48 0.00271 668 0.017627 0.017627
C49 0.00238 682 0.01553 0.01553
C50 0.00209 696 0.01368 0.01368
C51 0.00183 710 0.012014 0.012014
C52 0.00161 724 0.010602 0.010602
C53 0.00142 738 0.009378 0.009378
C54 0.00128 752 0.008477 0.008477
C55 0.00109 766 0.007239 0.007239
C56 0.000962 780 0.006406 0.006406
C57 0.000845 794 0.005642 0.005642
C58 0.000743 808 0.004974 0.004974
C59 0.000653 822 0.004383 0.004383
C60 0.000574 836 0.003862 0.003862
C61 0.000504 850 0.0034 0.0034
C62 0.000443 864 0.002995 0.002995
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4.2.5 The Aguilar and McCain Method
Aguilar Zurita and McCain Jr (2002) proposed that group ethane with pro-
pane, iso-butane with normal butane and iso-pentane and normal pentane
and normal hexane. In this method the methane, hydrogen sulfide, carbon
dioxide, and nitrogen are not grouped with other components and consid-
ered as pseudocomponents separately. They proposed that the C7þ fraction
be grouped into two MCN groups (MCN1 and MCN2). The mole frac-
tions of MCN1 and MCN2 are calculated by the following relations.

zMCN2 ¼ 0:028686608
1þ 335:91986 expð�56:3452274zC7þÞ

(4.26)

zMCN1 ¼ zC7þ � zMCN2 (4.27)

If there is no satisfactory agreement between the calculated and experi-
mental data, the MCN1 may split into two MCN groups: MCN1a and
MCN1b (Aguilar Zurita and McCain Jr, 2002). For volatile oils MCN1 is
split into MCN1a-MCN1b as 40e60 mol% and for gas condensates
MCN1 is split into MCN1a-MCN1b as 95-5 mol% (Aguilar Zurita and
McCain Jr, 2002).

dcont'd

Component Mol% zi
MWi

(g/mol)
zi ln(MWi)
(g/mol) Group-I Group-II Group-III

C63 0.000389 878 0.002637 0.002637
C64 0.000342 892 0.002323 0.002323
C65 0.0003 906 0.002043 0.002043
C66 0.000264 920 0.001802 0.001802
C67 0.000232 934 0.001587 0.001587
C68 0.000204 948 0.001398 0.001398
C69 0.000179 962 0.00123 0.00123
C70 0.000157 976 0.001081 0.001081
C71 0.000138 990 0.000952 0.000952
C72 0.000122 1004 0.000843 0.000843
C73 0.000107 1018 0.000741 0.000741
C74 0.0000939 1032 0.000652 0.000652
C75 0.0000825 1046 0.000574 0.000574
C76 0.0000725 1060 0.000505 0.000505
C77 0.0000637 1074 0.000445 0.000445
C78 0.000056 1088 0.000392 0.000392
C79 0.0000492 1102 0.000345 0.000345
C80 0.0000432 1116 0.000303 0.000303
Sum e e 33.83 9.36 12.65 11.81
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4.3 COMPOSITION RETRIEVAL

Compositions of the fluid vary significantly in some processes such as gas
injection, gaseoil displacement, and gas cycling. For example, the first column
of Table 4.4 gives the composition of a black oil. The composition of equil-
ibrated phase in the first contact of a test where the 120 cm3 of a rich gas is
added to 60 cm3 of the original fluid at the temperature 373K and pressure
20.79 MPa is given in the second and third column of Table 4.4. It can be
seen that the composition of the original fluid varied. In these cases, the results
of phase behavior prediction obtained from the group properties that were
generated from the original fluid may be inaccurate. The accuracy could be
improved by retrieving the fluid composition of each phase after calculating

Table 4.4 Equilibrated Phase Composition for Black Oil at 20.79 MPa and 373K
(Danesh, 1998)

Component

Original Fluid
Composition

Composition of
Equilibrated Phase

Mol% Oil Gas

C1 46.80 47.198 70.287
C2 8.77 11.618 11.767
C3 7.44 11.473 9.041
n-C4 4.01 7.059 4.341
n-C5 2.56 1.295 0.634
n-C6 1.77 0.982 0.389
methylcyclopentane 2.25 1.297 0.461
cyclohexene 2.20 1.301 0.422
n-C7 0.46 0.279 0.09
methylcyclohexane 2.36 1.463 0.423
Toluene 0.72 0.448 0.125
n-C8 1.02 0.648 0.174
o-Xylene 1.79 1.199 0.264
n-C9 1.66 1.112 0.247
n-C10 2.73 1.923 0.353
n-C11 2.37 1.733 0.261
n-C12 2.04 1.545 0.192
n-C13 1.77 1.382 0.144
n-C14 1.53 1.219 0.119
n-C15 1.34 1.089 0.082
n-C16 1.15 0.956 0.061
n-C17 0.99 0.833 0.045
n-C18 0.87 0.735 0.034
n-C19 0.75 0.646 0.025
n-C20 0.65 0.567 0.019
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the equilibrium conditions and forming new groups based on retrieving
composition. Danesh et al. (1992) proposed a modified form of the Wilson
equation. This equation is suitable to describe the variations of equilibrium
ratios. The changes in the equilibrium ratio for each components result
from the changes in the mixture composition. Danesh et al. suggested that
the logarithm of equilibrium ratio is expressed by a linear function as follows:

lnðKiÞ ¼ Aþ Bð1þ uiÞ
�
1� 1

Tri

�
(4.28)

where K is the equilibrium ratio, u is the acentric factor, Tr is the reduced
temperature, and A and B are constants. The equilibrium information of a
few components is sufficient to determine these constants. A and B could be
determined by the least squares method; then the equilibrium data for other
components are obtained.

Example 4.8
The composition and properties of a volatile oil are reported in Table 4.5. This oil
was flashed at the temperature 373K and the pressure 20 MPa. The fluid is
described by three component groups using Danesh et al. method and molar-
averaged properties. The predicted results using a phase behavior model are
given in Table 4.6. Calculate the composition of equilibrated phase in terms of
the original components.

Solution
The equilibrium ratio for each component is equal to mole fraction in gas phase
over mole fraction in liquid phase. The constants in Eq. (4.28) are determined by
using the least squares method.

lnðKiÞ ¼ 2:183� 0:4917ð1þ uiÞ
�
1� 1

Tri

�

(Continued)

Component Tc (K)
Acentric
Factor Tr K [ y/x ð1DuiÞ

�
1L 1

Tri


ln(Ki)

Group-I
(methane)

190.56 0.012 1.96 1.700 0.4947 0.5304

Group-II 378.64 0.160 0.99 0.641 �0.0175 �0.4446
Group-III 643.95 0.511 0.58 0.054 �1.0975 �2.9150
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The equilibrium ratios of the original components could be calculated by
substituting the acentric factor and reduced temperature of each component
in the previous equation. Then the mole fraction of each component in liquid
and vapor phases is determined using the following equation.

xi¼ zi
nL þ �1� nL

�
Ki
; nL¼ 0:3326 ðComponent balance for each componentÞ

yi ¼ Kixi ðEquilibrium ratio definitionÞ
The composition of liquid and vapor phases (equilibrated phases) are deter-

mined as reported in the following table.

Table 4.5 Composition and Properties of a Volatile Oil (Danesh, 1998)
(Example 4.8)

Component
zi Feed
Composition

MW
(g/mol) Tc (K) Pc (Pa)

Acentric
Factor

C1 74.18 16.04 190.56 4.60Eþ06 0.0115
C2 5.32 30.07 305.32 4.87Eþ06 0.0995
C3 4.67 44.10 369.83 4.25Eþ06 0.1523
n-C4 2.58 58.12 425.12 3.80Eþ06 0.2002
n-C5 0.97 72.15 469.7 3.37Eþ06 0.2515
n-C6 0.69 86.18 507.6 3.03Eþ06 0.3013
methylcyclopentane 0.88 84.16 532.79 3.78Eþ06 0.2302
cyclohexene 0.86 84.16 553.54 4.08Eþ06 0.2118
nC7 0.18 100.20 540.2 2.74Eþ06 0.3495
methylcyclohexane 0.94 98.19 572.19 3.47Eþ06 0.235
Toluene 0.28 92.14 591.79 4.11Eþ06 0.2641
n-C8 0.41 114.23 568.7 2.49Eþ06 0.3996
o-Xylene 0.72 106.17 630.37 3.73Eþ06 0.3127
n-C9 0.66 128.26 594.6 2.29Eþ06 0.4435
n-C10 1.11 142.29 617.7 2.11Eþ06 0.4923
n-C11 0.96 156.31 639 1.95Eþ06 0.5303
n-C12 0.83 170.34 658 1.82Eþ06 0.5764
n-C13 0.73 184.37 675 1.68Eþ06 0.6174
n-C14 0.63 198.39 693 1.57Eþ06 0.643
n-C15 0.56 212.42 708 1.48Eþ06 0.6863
n-C16 0.48 226.45 723 1.40Eþ06 0.7174
n-C17 0.42 240.47 736 1.34Eþ06 0.7697
n-C18 0.36 254.50 747 1.27Eþ06 0.8114
n-C19 0.32 268.53 758 1.21Eþ06 0.8522
n-C20 0.27 282.55 768 1.16Eþ06 0.9069

Table 4.6 Flash Calculation Results (Example 4.8)

Component
zi Feed
Composition Tc (K)

Acentric
Factor Gas (y) Oil (x)

Group-I (methane) 0.7418 190.56 0.012 0.857 0.504
Group-II 0.1510 378.64 0.160 0.126 0.197
Group-III 0.1072 643.95 0.511 0.016 0.298

Liquid mole fraction: 0.3326.



Component zi Tc (K)
Acentric
Factor Tr

ð1DuiÞ
�
1L 1

Tri

�
Ki xi

Normalized
xi yi

Normalized
yi

C1 0.7418 190.56 0.0115 1.957 0.4947 1.8010 0.48338 0.49417 0.87055 0.86121
C3 0.0532 305.32 0.0995 1.222 0.1995 0.9454 0.05524 0.05648 0.05223 0.05167
C3 0.0467 369.83 0.1523 1.009 0.0098 0.6248 0.06225 0.06364 0.03889 0.03847
n-C4 0.0258 425.12 0.2002 0.877 �0.1677 0.4241 0.04184 0.04278 0.01775 0.01755
n-C5 0.0097 469.7 0.2515 0.794 �0.3245 0.3012 0.01820 0.01860 0.00548 0.00542
n-C6 0.0069 507.6 0.3013 0.735 �0.4696 0.2194 0.01430 0.01462 0.00314 0.00310
methylcyclopentane 0.0088 532.79 0.2302 0.700 �0.5270 0.1936 0.01895 0.01937 0.00367 0.00363
cyclohexene 0.0086 553.54 0.2118 0.674 �0.5865 0.1700 0.01924 0.01967 0.00327 0.00323
n-C7 0.0018 540.2 0.3495 0.690 �0.6049 0.1633 0.00414 0.00424 0.00068 0.00067
methylcyclohexane 0.0094 572.19 0.235 0.652 �0.6595 0.1449 0.02178 0.02226 0.00316 0.00312
Toluene 0.0028 591.79 0.2641 0.630 �0.7415 0.1212 0.00682 0.00697 0.00083 0.00082
n-C8 0.0041 568.7 0.3996 0.656 �0.7343 0.1231 0.00979 0.01001 0.00121 0.00119
o-Xylene 0.0072 630.37 0.3127 0.592 �0.9058 0.0847 0.01840 0.01881 0.00156 0.00154
n-C9 0.0066 594.6 0.4435 0.627 �0.8576 0.0941 0.01679 0.01717 0.00158 0.00156
n-C10 0.0111 617.7 0.4923 0.604 �0.9790 0.0722 0.02913 0.02978 0.00210 0.00208
n-C11 0.0096 639 0.5303 0.584 �1.0913 0.0565 0.02598 0.02656 0.00147 0.00145
n-C12 0.0083 658 0.5764 0.567 �1.2045 0.0441 0.02301 0.02352 0.00101 0.00100
n-C13 0.0073 675 0.6174 0.553 �1.3095 0.0351 0.02048 0.02093 0.00072 0.00071
n-C14 0.0063 693 0.643 0.538 �1.4095 0.0282 0.01801 0.01841 0.00051 0.00050
n-C15 0.0056 708 0.6863 0.527 �1.5145 0.0224 0.01614 0.01650 0.00036 0.00036
n-C16 0.0048 723 0.7174 0.516 �1.6115 0.0181 0.01404 0.01435 0.00025 0.00025
n-C17 0.0042 736 0.7697 0.507 �1.7223 0.0142 0.01216 0.01243 0.00017 0.00017
n-C18 0.0036 747 0.8114 0.499 �1.8163 0.0116 0.01067 0.01090 0.00012 0.00012
n-C19 0.0032 758 0.8522 0.492 �1.9118 0.0094 0.00932 0.00953 0.00009 0.00009
n-C20 0.0027 768 0.9069 0.486 �2.0194 0.0074 0.00812 0.00830 0.00006 0.00006
Sum 1 e e e e e 0.97818 1 1.01085 1
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4.4 ASSIGNING PROPERTIES TO MULTIPLE CARBON
NUMBER

Several methods have been suggested to calculate the properties of
pseudocomponents (Chueh and Prausnitz, 1968; Lee and Kesler, 1975;
Hong, 1982; Pedersen et al., 1984; Wu and Batycky, 1988; Leibovici, 1993).

Molar averaging is the simplest and most common mixing rule.

qk ¼

P
iðkÞ

ziqi

zk
(4.29)

where zi is the original mole fraction of components and q represents the
property of components such as critical temperature, critical pressure, critical
volume, molecular weight, or acentric factor. zk is the mole fraction of
group k in the mixture and is defined as

zk ¼
X
iðkÞ

zi (4.30)

Pedersen et al. (1984) suggested the using of mass fraction instead of mole
fraction in Eq. (4.29). Wu and Batycky (1988) suggested to calculate the
properties of the group by a combination of molar averaging and weight
averaging.

Lee and Kesler (1975) proposed the mixing rules in Eqs. (4.31) to (4.34)
on the basis of the Chueh and Prausnitz’s (1968) arguments.

vck ¼ 1
8

X
iðkÞ

X
jðkÞ

zizj
�
v
1
3
ci þ v

1
3
cj

�3
(4.31)

Tck ¼ 1
8vck

X
iðkÞ

X
jðkÞ

zizjðTciTcjÞ
1
2

�
v
1
3
ci þ v

1
3
cj

�3
(4.32)

Zck ¼ 0:2905� 0:085uk (4.33)

Pck ¼ ZckRTck

vck
(4.34)

The acentric factor and molecular weight are determined by molar aver-
aging in the LeeeKesler method.
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The binary interaction parameters between the pseudocomponents k
and q could be determined by Eq. (4.35).

kkq ¼

P
iðkÞ

P
jðqÞ

zizjkij

zkzq
ksq (4.35)

A comparison between these mixing rules did not clear priority for any
of them (Danesh et al., 1992).

The selected EOS and the number of group used to describing the orig-
inal fluid affected the results. In some cases, an improvement in accuracy
relative to that using the full composition was also observed probably due
to the cancellation of errors.

Example 4.9
Using the results of Example 4.2, described the oil by the Aguilar and McCain
method. Then estimate the critical temperature, critical pressure, and acentric
factor for each group by molar averaging.

Solution
The mole fraction of C7þ after matching saturation pressure using extended
group is 0.3761; hence the mole fraction of MCN1 (Group-VI) and MCN2
(Group-VII) is determined by Eqs. (4.26) and (4.27).

zMCN2 ¼ 0:028686608
1þ 335:91986 expð�56:3452274� 0:3761Þ ¼ 0:0287

zMCN1 ¼ 0:3761� 0:0287 ¼ 0:3475

Add components from C7 downward until the mole fraction reaches a value
around 0.3475. MCN1 consists of C7eC24 with a weight of 0.3498. Hence the
MCN2 consists of C25eC45 with a mole fraction 0.0263. Based on the Aguilar
and McCain method the other group formed by combining ethane with propane
and combine iso-butane with normal butane and iso-pentane and normal
pentane and normal hexane. The methane, hydrogen sulfide, carbon dioxide,
and nitrogen are considered as pseudocomponents separately.

The properties of pseudocomponents are determined by Eq. (4.29). The re-
sults are reported in the following table.
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Component zi Tc (K) Pc (MPa) wi ziTc (K) ziPc (MPa) ziwi

N2 0.0065 126.10 3.39Eþ06 0.0403 0.820 2.21Eþ04 2.62E�04
Group-I 0.0065 126.10 3.39ED06 0.0403 0.820 2.21ED04 2.62EL04
CO2 0.0011 304.19 7.38Eþ06 0.2276 0.344 8.35Eþ03 2.57E�04
Group-II 0.0011 304.19 7.38ED06 0.2276 0.344 8.35ED03 2.57EL04
C1 0.4439 190.56 4.60Eþ06 0.0115 84.589 2.04Eþ06 5.10E�03
Group-III 0.4439 190.56 4.60ED06 0.0115 84.589 2.04ED06 5.10EL03
C2 0.0536 305.32 4.87Eþ06 0.0995 16.377 2.61Eþ05 5.34E�03
C3 0.0414 369.83 4.25Eþ06 0.1523 15.305 1.76Eþ05 6.30E�03
Group-IV 0.0950 32.681/0.0950

[333.415
4.37ED05/0.0950

[4.60ED06
1.16EL02/0.0950

[0.1225
31.681 4.37ED05 1.16EL02

i-C4 0.0090 408.14 3.65Eþ06 3.655 3.27Eþ04 1.59E�03 3.655
n-C4 0.0228 425.12 3.80Eþ06 9.698 8.66Eþ04 4.57E�03 9.698
i-C5 0.0105 460.43 3.38Eþ06 4.818 3.54Eþ04 2.38E�03 4.818
n-C5 0.0138 469.70 3.37Eþ06 6.464 4.64Eþ04 3.46E�03 6.464
C6 0.0213 510.00 3.27Eþ06 10.865 6.97Eþ04 6.42E�03 10.865
Group-V 0.0773 35.500/0.0773

[459.264
2.71ED05/0.0773

[3.50ED06
1.84EL02/0.0773

[0.2382
35.500 2.71ED05 1.84EL02

C7 0.0511 553.37 3.23Eþ06 0.2513 28.301 1.65Eþ05 1.29E�02
C8 0.0417 579.19 2.98Eþ06 0.2920 24.137 1.24Eþ05 1.22E�02
C9 0.0390 606.12 2.74Eþ06 0.3397 23.655 1.07Eþ05 1.33E�02
C10 0.0325 629.53 2.56Eþ06 0.3839 20.455 8.31Eþ04 1.25E�02
C11 0.0292 651.38 2.40Eþ06 0.4291 19.005 7.00Eþ04 1.25E�02
C12 0.0260 671.99 2.27Eþ06 0.4748 17.485 5.91Eþ04 1.24E�02
C13 0.0230 690.42 2.17Eþ06 0.5187 15.913 5.01Eþ04 1.20E�02
C14 0.0209 708.58 2.08Eþ06 0.5657 14.809 4.35Eþ04 1.18E�02
C15 0.0181 726.47 2.00Eþ06 0.6162 13.185 3.64Eþ04 1.12E�02
C16 0.0148 743.01 1.93Eþ06 0.6674 10.989 2.86Eþ04 9.87E�03
C17 0.0117 757.66 1.88Eþ06 0.7162 8.890 2.21Eþ04 8.40E�03
C18 0.0090 769.63 1.85Eþ06 0.7585 6.960 1.67Eþ04 6.86E�03
C19 0.0073 780.50 1.82Eþ06 0.7996 5.679 1.33Eþ04 5.82E�03
C20 0.0074 792.72 1.78Eþ06 0.8494 5.836 1.31Eþ04 6.25E�03
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C21 0.0057 803.29 1.75Eþ06 0.8948 4.565 9.96Eþ03 5.08E�03
C22 0.0042 814.33 1.72Eþ06 0.9455 3.425 7.22Eþ03 3.98E�03
C23 0.0042 823.68 1.69Eþ06 0.9907 3.500 7.18Eþ03 4.21E�03
C24 0.0039 833.04 1.67Eþ06 1.0384 3.223 6.45Eþ03 4.02E�03
Group-VI 0.3498 223.012/0.3498

[657.475
8.64ED05/0.3498

[2.47ED06
1.65EL01/0.3498

[0.4719
230.012 8.64ED05 1.65EL01

C25 0.0034 843.13 1.64Eþ06 1.0926 2.844 5.55Eþ03 3.69E�03
C26 0.0027 851.57 1.63Eþ06 1.1405 2.316 4.43Eþ03 3.10E�03
C27 0.0024 859.84 1.61Eþ06 0.9864 2.061 3.86Eþ03 2.36E�03
C28 0.0020 868.03 1.59Eþ06 1.0118 1.759 3.23Eþ03 2.05E�03
C29 0.0018 874.75 1.59Eþ06 1.0314 1.571 2.85Eþ03 1.85E�03
C30 0.0016 882.83 1.57Eþ06 1.0567 1.405 2.50Eþ03 1.68E�03
C31 0.0014 890.14 1.56Eþ06 1.0791 1.202 2.11Eþ03 1.46E�03
C32 0.0013 897.40 1.55Eþ06 1.1015 1.128 1.95Eþ03 1.38E�03
C33 0.0011 903.92 1.55Eþ06 1.1210 1.007 1.72Eþ03 1.25E�03
C34 0.0009 910.32 1.54Eþ06 1.1407 0.783 1.32Eþ03 9.81E�04
C35 0.0008 915.98 1.53Eþ06 1.1576 0.709 1.19Eþ03 8.97E�04
C36 0.0007 922.22 1.52Eþ06 1.1775 0.644 1.06Eþ03 8.22E�04
C37 0.0006 927.14 1.53Eþ06 1.1916 0.583 9.59Eþ02 7.49E�04
C38 0.0006 933.33 1.51Eþ06 1.2114 0.555 9.01Eþ02 7.20E�04
C39 0.0005 938.20 1.52Eþ06 1.2254 0.500 8.09Eþ02 6.53E�04
C40 0.0004 944.40 1.51Eþ06 1.2449 0.408 6.52Eþ02 5.38E�04
C41 0.0004 948.47 1.52Eþ06 1.2563 0.352 5.62Eþ02 4.66E�04
C42 0.0004 953.19 1.51Eþ06 1.2705 0.358 5.68Eþ02 4.77E�04
C43 0.0003 957.90 1.51Eþ06 1.2846 0.324 5.12Eþ02 4.34E�04
C44 0.0003 963.93 1.50Eþ06 1.3042 0.279 4.35Eþ02 3.77E�04
C45þ 0.0028 980.35 1.62Eþ06 1.3388 2.732 4.51Eþ03 3.73E�03
Group-VII 0.0263 23.520/0.0263

[894.052
4.17ED04/0.0263

[1.58ED06
2.97EL02/0.0263

[1.1279
23.520 4.17ED04 2.97EL02
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Example 4.10
For the fluid that is described in Example 4.2, determine the binary interaction
parameter between (1) Group-I and Group-V, (2) Group-III and Group-VI, and
(3) Group-III and Group-VII by Eq. (4.35).

Solution
(1) The binary interaction parameter for the original component is extracted

from Table 4.1. According to Eq. (4.35), the binary interaction is determined
as follows.

kI�V ¼

P
iðIÞ

P
jðVÞ

zizjkij

zIzV

¼ 1
0:0065� 0:0773

½zN2ziC4kN2�iC4 þ zN2znC4kN2�nC4 þ zN2ziC5kN2�iC5

þ zN2znC5kN2�nC5 þ zN2zC6kN2�C6 �

(2) and (3)Using the calculated binary interaction parameters in Example 4.2
and Eq. (4.35), the binary interaction parameter between Group-III and
Group-VI and Group-III and Group-VII is determined to be similar to the pre-
vious part. The results are given in the following table.

kij zj zizj (zi [ 0.4439) zizjkij

C1eC7 0.0375 0.0511 2.27E�02 8.50E�04
C1eC8 0.0397 0.0417 1.85E�02 7.34E�04
C1eC9 0.0419 0.0390 1.73E�02 7.26E�04
C1eC10 0.0439 0.0325 1.44E�02 6.33E�04
C1eC11 0.0457 0.0292 1.30E�02 5.92E�04
C1eC12 0.0476 0.0260 1.15E�02 5.50E�04

kij zj zizj (zi [ 0.0065) zizjkij

N2-i-C4 0.095 0.0090 6.18E�04 5.53E�06
N2-n-C4 0.095 0.0228 6.18E�04 1.41E�05
N2-i-C5 0.100 0.0105 6.50E�04 6.80E�06
N2-n-C5 0.110 0.0138 7.15E�04 9.84E�06
N2-C6 0.110 0.0213 7.15E�04 1.52E�05
e e 0.0773 e 5.15E�05
kIeV ¼ 5.15E�05/(0.0065 � 0.0773) ¼ 0.1025
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dcont'd kij zj zizj (zi [ 0.4439) zizjkij

C1eC13 0.0493 0.0230 1.02E�02 5.05E�04
C1eC14 0.0511 0.0209 9.28E�03 4.74E�04
C1eC15 0.0528 0.0181 8.06E�03 4.25E�04
C1eC16 0.0543 0.0148 6.57E�03 3.56E�04
C1eC17 0.0557 0.0117 5.21E�03 2.90E�04
C1eC18 0.0570 0.0090 4.01E�03 2.29E�04
C1eC19 0.0581 0.0073 3.23E�03 1.88E�04
C1eC20 0.0592 0.0074 3.27E�03 1.94E�04
C1eC21 0.0603 0.0057 2.52E�03 1.52E�04
C1eC22 0.0612 0.0042 1.87E�03 1.14E�04
C1eC23 0.0620 0.0042 1.89E�03 1.17E�04
C1eC24 0.0629 0.0039 1.72E�03 1.08E�04
e e 0.3498 e 7.24E�03
kIIIeVI ¼ 7.24E�03/(0.4439 � 0.3498) ¼ 0.0466

C1eC25 0.0638 0.0034 1.50E�03 9.56E�05
C1eC26 0.0646 0.0027 1.21E�03 7.80E�05
C1eC27 0.0654 0.0024 1.06E�03 6.96E�05
C1eC28 0.0661 0.0020 9.00E�04 5.95E�05
C1eC29 0.0668 0.0018 7.97E�04 5.32E�05
C1eC30 0.0675 0.0016 7.07E�04 4.77E�05
C1eC31 0.0681 0.0014 5.99E�04 4.08E�05
C1eC32 0.0688 0.0013 5.58E�04 3.84E�05
C1eC33 0.0694 0.0011 4.95E�04 3.43E�05
C1eC34 0.0700 0.0009 3.82E�04 2.67E�05
C1eC35 0.0706 0.0008 3.44E�04 2.43E�05
C1eC36 0.0710 0.0007 3.10E�04 2.20E�05
C1eC37 0.0716 0.0006 2.79E�04 2.00E�05
C1eC38 0.0721 0.0006 2.64E�04 1.90E�05
C1eC39 0.0726 0.0005 2.37E�04 1.72E�05
C1eC40 0.0731 0.0004 1.92E�04 1.40E�05
C1eC41 0.0735 0.0004 1.65E�04 1.21E�05
C1eC42 0.0740 0.0004 1.67E�04 1.23E�05
C1eC43 0.0744 0.0003 1.50E�04 1.12E�05
C1eC44 0.0749 0.0003 1.28E�04 9.62E�06
C1eC45þ 0.0777 0.0028 1.24E�03 9.61E�05
e e 0.0263 e 8.02E�04
kIIIeVII ¼ 8.02E�04/(0.4439 � 0.0263) ¼ 0.0686
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Example 4.11
The most widely used correlation for the estimation of the binary interaction
parameter for hydrocarbon pairs is that of Chueh and Prausnitz (1968). The
Chueh and Prausnitz (1968) equation for prediction of binary interaction param-
eter is as follows.

kij ¼ A

241�
0@ 2V1=6

ci V1=6
cj

V1=3
ci þ V1=3

cj

1AB35
where Vci and Vcj are the critical volume of components of i and j. Originally A ¼ 1
and B ¼ 6; however, in practical cases the value of B is set to 6. The value of A is
usually adjusted to match saturation pressure or other vaporeliquid equilibrium
(VLE) data (Danesh, 1998; Li and Englezos, 2003). For this example, the values of A
and B for methane/C7þ pairs are taken as 0.18 and 6, respectively. For fluid that is
described in Example 4.2, determine the binary interaction parameter for
methane/C7þ pairs (using Twu correlation to determine the critical volume).
Then, determine the binary interaction parameter between Group-III and
Group-VI and Group-III and Group-VII by Eq. (4.35).

Solution
First, we should determine the critical volume by Twu correlation (described in
Section 3.4.3), then the binary interaction parameter for methane/C7þ pairs is
determined by the ChuehePrausnitz equation. The critical volume for methane
is 0.0986 m3/kg moles (Danesh, 1998). The results are given in the following table.

Component Tb SG Tcp phi Vcp Sp DSV fV Vc kij

C7 366 0.745 534.45 0.315 0.414 0.685 �0.291 �0.011 0.380 0.0251
C8 390 0.761 560.38 0.304 0.463 0.701 �0.293 �0.011 0.424 0.0290
C9 416 0.776 587.50 0.292 0.521 0.717 �0.298 �0.011 0.475 0.0332
C10 439 0.791 610.68 0.281 0.577 0.729 �0.311 �0.012 0.523 0.0368
C11 461 0.804 632.19 0.271 0.635 0.740 �0.327 �0.014 0.570 0.0402
C12 482 0.817 652.13 0.261 0.695 0.749 �0.347 �0.015 0.615 0.0433
C13 501 0.829 669.71 0.252 0.752 0.757 �0.370 �0.017 0.657 0.0459
C14 520 0.842 686.88 0.243 0.814 0.764 �0.395 �0.019 0.698 0.0485
C15 539 0.854 703.64 0.234 0.879 0.770 �0.421 �0.021 0.740 0.0509
C16 557 0.865 719.17 0.226 0.944 0.776 �0.443 �0.024 0.781 0.0532
C17 573 0.875 732.71 0.218 1.005 0.781 �0.466 �0.026 0.816 0.0550
C18 586 0.884 743.53 0.212 1.056 0.784 �0.487 �0.028 0.842 0.0564
C19 598 0.892 753.38 0.206 1.106 0.787 �0.506 �0.030 0.867 0.0576
C20 612 0.900 764.72 0.200 1.165 0.791 �0.522 �0.032 0.900 0.0592
C21 624 0.908 774.30 0.194 1.218 0.794 �0.538 �0.034 0.926 0.0604
C22 637 0.914 784.55 0.188 1.278 0.797 �0.552 �0.036 0.957 0.0618
C23 648 0.920 793.12 0.183 1.330 0.799 �0.564 �0.038 0.983 0.0630
C24 659 0.926 801.61 0.178 1.383 0.802 �0.577 �0.039 1.008 0.0640
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The kIIIeVI and kIIIeVII are 0.0406 and 0.0703, respectively, which are calculated
similar to the previous example.

4.5 MATCHING THE SATURATION PRESSURE USING
THE GROUPED COMPOSITION

After grouping the extended groups, the match of calculated and
experimental saturation pressure may be altered slightly. Aguilar Zurita
and McCain Jr (2002) and Al-Meshari (2005) proposed a methodology
to match the saturation pressure using only one variable. Aguilar Zurita
and McCain Jr (2002) used the ratio of the critical temperature to the
critical pressure of the heaviest component, MCN2. Al-Meshari
(2005) used the acentric factor of the heaviest component as the adjusting
variable.

dcont'd
Component Tb SG Tcp phi Vcp Sp DSV fV Vc kij

C25 671 0.933 810.76 0.172 1.443 0.804 �0.591 �0.041 1.035 0.0652
C26 681 0.939 818.32 0.168 1.494 0.806 �0.604 �0.043 1.057 0.0660
C27 691 0.944 825.81 0.163 1.546 0.808 �0.615 �0.045 1.080 0.0670
C28 701 0.949 833.23 0.159 1.600 0.810 �0.625 �0.046 1.104 0.0679
C29 709 0.954 839.13 0.155 1.644 0.811 �0.636 �0.048 1.119 0.0685
C30 719 0.959 846.45 0.151 1.700 0.813 �0.645 �0.049 1.143 0.0694
C31 728 0.964 852.98 0.147 1.751 0.814 �0.655 �0.051 1.163 0.0702
C32 737 0.968 859.48 0.143 1.804 0.816 �0.664 �0.052 1.184 0.0709
C33 745 0.973 865.22 0.139 1.851 0.817 �0.673 �0.054 1.200 0.0715
C34 753 0.977 870.92 0.135 1.900 0.818 �0.681 �0.055 1.219 0.0721
C35 760 0.981 875.89 0.132 1.943 0.819 �0.689 �0.057 1.233 0.0726
C36 768 0.985 881.54 0.129 1.993 0.820 �0.696 �0.058 1.253 0.0733
C37 774 0.988 885.75 0.126 2.031 0.821 �0.703 �0.059 1.264 0.0737
C38 782 0.992 891.35 0.123 2.082 0.822 �0.709 �0.060 1.284 0.0744
C39 788 0.996 895.54 0.120 2.121 0.822 �0.716 �0.061 1.295 0.0747
C40 796 0.999 901.09 0.117 2.174 0.823 �0.723 �0.063 1.314 0.0754
C41 801 1.002 904.55 0.114 2.207 0.824 �0.729 �0.064 1.323 0.0756
C42 807 1.006 908.69 0.112 2.248 0.824 �0.735 �0.065 1.335 0.0760
C43 813 1.009 912.81 0.109 2.289 0.825 �0.740 �0.066 1.348 0.0765
C44 821 1.012 918.29 0.106 2.344 0.826 �0.745 �0.067 1.370 0.0771
C45þ 844 1.032 933.99 0.096 2.509 0.828 �0.781 �0.073 1.389 0.0777
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Example 4.12
Using the results of Example 4.9 and Example 4.10, match the saturation pressure
by Al-Meshari (2005) method.

Solution
The mole fractions and critical properties of the groups are given in the following
table (from Example 4.9).

Binary interaction parameters between grouped compositions are reported
in the following table.

The bubble point pressure at temperature 345.8K is 23.02 MPa (the bubble
point pressure is calculated similar to the Example 4.1). Guess another value for
the acentric factor of the heaviest component, Group-VII. If we select 1.2500 for
the acentric factor of Group-VII, the calculated bubble point pressure is
23.49 MPa. Adjust the acentric factor of the heaviest component by a simple
linear interpolation, that is, 1.3149. Bubble point pressure in this case is
23.74 MPa that is matched with the experimental value. The variation of the acen-
tric factor of the heaviest component during acentric factor adjustment is 16.5%.

Component zi Tc (K) Pc (Pa) wi

Group-I (N2) 0.0065 126.10 3.39Eþ06 0.0403
Group-II (CO2) 0.0011 304.19 7.38Eþ06 0.2276
Group-III (C1) 0.4439 190.56 4.60Eþ06 0.0115
Group-IV (C2eC3) 0.0950 333.42 4.60Eþ06 0.1225
Group-V (C4eC6) 0.0773 459.26 3.50Eþ06 0.2382
Group-VI (C7eC24) 0.3498 657.47 2.47Eþ06 0.4719
Group-VII (C25eC45þ) 0.0263 894.05 1.58Eþ06 1.1279

Group-I
(N2)

Group-II
(CO2)

Group-III
(C1)

Group-IV
(C2eC3)

Group-V
(C4eC6)

Group-VI
(C7eC24)

Group-VII
(C25eC45D)

Group-I
(N2)

0 0 0.025 0.0448 0.1025 0.11 0.11

Group-II
(CO2)

0 0 0.105 0.1278 0.1156 0.115 0.115

Group-III
(C1)

0.025 0.105 0 0 0 0.0468 0.0694

Group-IV
(C2eC3)

0.0448 0.1278 0 0 0 0 0

Group-V
(C4eC6)

0.1025 0.1156 0 0 0 0 0

Group-VI
(C7eC24)

0.11 0.115 0.0468 0 0 0 0

Group-VII
(C25eC45þ)

0.11 0.115 0.0694 0 0 0 0
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Example 4.13
The constant composition expansion (CCE) and the constant volume depletion
(CVD) are the two most widely used tests at reservoir temperature (Danesh,
1998). The CCE experiment is used for oil samples and gas condensate fluids.
Bubble point pressure, iso-thermal oil compressibility, and undersaturated oil
density are usually determined by CCE experiment for an oil sample. The total
relative volume, which is defined as the volume of gas or gaseoil mixture
divided by the volume at dew point pressure and compressibility factor, is deter-
mined by CCE experiment for a gas condensate sample. Most CCE experiments
are conducted in a visual cell for gas condensates. The system pressure is low-
ered stepwise, where the equilibrium is obtained at each pressure value. Hence,
each step can be modeled by a flash calculation. In gas condensate reservoir, the
percentage of the vapor decreases as the pressure declines. This phenomenon is
known as the retrograde condensation. However, the percentage of vapor can be
increased with continued pressure decline.

The composition of a gas condensate sample is reported in Table 4.7.

The molecular weight and specific gravity are 163.8 g/mol and 0.804, respec-
tively. The CCE experiment report is given in Table 4.8.

Using the recommended procedure in Chapter 6, characterize the gas
condensate sample and match the saturation pressure using extended groups.
Then use the Aguilar and McCain method for grouping extended groups and
determine the critical temperature, critical pressure, and acentric factor for
each group by molar averaging method. Match the saturation pressure using
the grouped composition by adjusting the acentric factor of the heaviest

(Continued)

Table 4.7 Composition of a Gas Condensate
(Al-Meshari, 2005) (Example 4.13)
Component Mol%

N2 3.12
CO2 3.23
C1 69.76
C2 9.03
C3 4.02
i-C4 0.81
n-C4 1.44
i-C5 0.6
n-C5 0.55
C6 0.96
C7þ 6.47
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component. Finally, determine the total relative volume and compressibility fac-
tor of vapor phase by tuned EOS.

Solution
The plus fraction is extended up to C44 similar to Example 3.12. Then the dew
point pressure is matched by molecular weight adjustment. The mole fraction
and molecular weight of C7þ are 0.0695 and 151.7 g/mol, respectively. The

Table 4.8 Total Relative Volume and Compressibility Factor of
Vapor Phase From Constant Composition Expansion Experiment
at Temperature 424.82K (Al-Meshari, 2005) (Example 4.13)

P (MPa) V/Vsat
Compressibility Factor
of Vapor Phase

62.14 0.8390 1.406
60.76 0.8458 1.386
55.25 0.8770 1.307
53.87 0.8859 1.287
52.49 0.8951 1.267
51.11 0.9054 1.248
49.73 0.9161 1.228
48.35 0.9270 1.209
46.97 0.9396 1.190
45.60 0.9526 1.171
44.22 0.9666 1.152
42.84 0.9815 1.133
41.46 0.9977 1.115
41.27a 1.0000 1.112
40.08 1.0152 e

38.70 1.0342 e

37.32 1.0549 e

35.95 1.0775 e

34.57 1.1024 e

33.19 1.1298 e

31.81 1.1602 e

30.43 1.1941 e

29.05 1.2332 e

27.67 1.2753 e

26.30 1.3243 e

24.92 1.3808 e

23.54 1.4463 e

22.16 1.5233 e

aDew point pressure.
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mole fraction and properties of extended groups after matching the saturation
by molecular weight adjustment are given in the following table.

(Continued)

MWmix. [ 31.38 g/mol, ZC7D [ 0.0695, MWC7D [ 151.7 g/mol, Pdew(calculated)
[ 41.37 MPa, Pdew(experimental) [ 41.27 MPa

Component zi MW (g/mol)
Specific
Gravity Tc (K) Pc (MPa) u kC1LCN

N2 0.0310 28.01 e 126.10 3.39 0.0403 e
CO2 0.0321 44.01 e 304.19 7.38 0.2276 e
C1 0.6941 16.04 e 190.56 4.60 0.0115 e
C2 0.0898 30.07 e 305.32 4.87 0.0995 e
C3 0.0400 44.10 e 369.83 4.25 0.1523 e
i-C4 0.0081 58.12 e 408.14 3.65 0.1770 e
n-C4 0.0143 58.12 e 425.12 3.80 0.2002 e
i-C5 0.0060 72.15 e 460.43 3.38 0.2275 e
n-C5 0.0055 72.15 e 469.70 3.37 0.2515 e
C6 0.0096 86.18 e 510.00 3.27 0.3013 0.0261
C7 0.0131 94.61 0.731 549.86 3.14 0.2650 0.0356
C8 0.0101 107.55 0.748 576.00 2.90 0.3033 0.0379
C9 0.0089 120.51 0.764 602.89 2.65 0.3500 0.0401
C10 0.0069 133.78 0.778 626.36 2.47 0.3927 0.0421
C11 0.0058 147.01 0.791 648.23 2.31 0.4365 0.0440
C12 0.0049 160.74 0.804 668.77 2.18 0.4808 0.0458
C13 0.0040 174.97 0.816 687.24 2.08 0.5232 0.0475
C14 0.0034 189.94 0.828 705.39 1.98 0.5685 0.0492
C15 0.0027 205.66 0.840 723.22 1.90 0.6171 0.0509
C16 0.0021 221.44 0.852 739.88 1.83 0.6666 0.0524
C17 0.0015 236.47 0.862 754.53 1.78 0.7135 0.0538
C18 0.0011 250.28 0.871 766.47 1.74 0.7541 0.0551
C19 8.39E�04 262.81 0.878 777.28 1.71 0.7936 0.0562
C20 7.99E�04 275.74 0.886 789.48 1.67 0.8416 0.0572
C21 5.79E�04 289.05 0.893 800.08 1.64 0.8854 0.0583
C22 4.05E�04 300.61 0.900 811.05 1.60 0.9343 0.0592
C23 3.88E�04 311.81 0.906 820.41 1.57 0.9781 0.0600
C24 3.34E�04 324.05 0.912 829.78 1.55 1.0242 0.0609
C25 2.74E�04 336.55 0.918 839.80 1.52 1.0764 0.0617
C26 2.09E�04 348.58 0.924 848.25 1.51 0.9717 0.0625
C27 1.74E�04 360.08 0.929 856.55 1.49 0.9971 0.0633
C28 1.40E�04 371.34 0.934 864.76 1.47 1.0225 0.0640
C29 1.17E�04 382.34 0.939 871.47 1.46 1.0422 0.0647
C30 9.87E�05 393.34 0.944 879.53 1.45 1.0676 0.0654
C31 7.95E�05 404.11 0.949 886.80 1.43 1.0902 0.0660
C32 7.04E�05 414.84 0.953 894.02 1.42 1.1127 0.0666
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The mole fractions and critical properties of the groups are given in the
following table (after acentric factor adjustment).

Binary interaction parameters between grouped compositions are presented
in the following table.

Component zi Tc (K) Pc (MPa) wi

Group-I (N2) 0.0310 126.10 3.39 0.0403
Group-II (CO2) 0.0321 304.19 7.38 0.2276
Group-III (C1) 0.6941 190.56 4.60 0.0115
Group-IV (C2eC3) 0.1298 325.19 4.68 0.1158
Group-V (C4eC6) 0.0434 451.14 3.54 0.2284
Group-VI (C7eC19) 0.0654 628.06 2.53 0.4121
Group-VII (C20eC45þ) 0.0040 832.74 1.56 1.1900

dcont'd
MWmix. [ 31.38 g/mol, ZC7D [ 0.0695, MWC7D [ 151.7 g/mol, Pdew(calculated)

[ 41.37 MPa, Pdew(experimental)[ 41.27 MPa

Component zi MW (g/mol)
Specific
Gravity Tc (K) Pc (MPa) u kC1LCN

C33 5.92E�05 425.84 0.958 900.53 1.41 1.1323 0.0673
C34 4.35E�05 436.13 0.962 906.94 1.40 1.1520 0.0679
C35 3.75E�05 445.63 0.966 912.55 1.40 1.1691 0.0684
C36 3.23E�05 455.13 0.969 918.81 1.39 1.1891 0.0689
C37 2.78E�05 464.63 0.973 923.69 1.39 1.2033 0.0694
C38 2.51E�05 474.37 0.976 929.90 1.38 1.2230 0.0699
C39 2.14E�05 484.37 0.980 934.77 1.38 1.2371 0.0704
C40 1.66E�05 493.89 0.984 940.91 1.37 1.2568 0.0709
C41 1.37E�05 502.66 0.987 944.96 1.37 1.2684 0.0713
C42 1.33E�05 511.63 0.990 949.67 1.37 1.2826 0.0718
C43 1.14E�05 521.13 0.993 954.41 1.37 1.2967 0.0722
C44 9.35E�06 530.39 0.996 960.43 1.36 1.3164 0.0727
C45þ 6.15E�05 598.56 1.018 976.47 1.48 1.3454 0.0757
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The composition, critical temperature, critical pressure, acentric factor, and
binary interaction parameter between grouped compositions are given in the
last two tables. Now we can simulate the CCE experiment. As mentioned
before, each step can be modeled by flash calculation. The flash calculation
by PR EOS is similar to bubble/dew point calculation. We flash the mixture
at pressure 31.81 MPa (the flash calculation for other pressure values is similar).
Using Eqs. (4.7) to (4.12) the parameters of PR EOS are determined. The equilib-
rium ratio is estimated by Eq. (4.22). The parameters of PR EOS and equilibrium
ratio are reported in the following table.

(Continued)

Group-I
(N2)

Group-II
(CO2)

Group-III
(C1)

Group-IV
(C2eC3)

Group-V
(C4eC6)

Group-VI
(C7eC19)

Group-VII
(C20eC45D)

Group-I
(N2)

0 0 0.025 0.0346 0.1009 0.11 0.11

Group-II
(CO2)

0 0 0.105 0.1285 0.1159 0.115 0.115

Group-III
(C1)

0.025 0.105 0 0 0 0.0424 0.0612

Group-IV
(C2eC3)

0.0346 0.1285 0 0 0 0 0

Group-V
(C4eC6)

0.1009 0.1159 0 0 0 0 0

Group-VI
(C7eC19)

0.11 0.115 0.0424 0 0 0 0

Group-VII
(C20eC45þ)

0.11 0.115 0.0612 0 0 0 0
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Component zi Tc (K) Pc (MPa) u Tr Ki Eq. (4.22)
aci Eq. (4.8)
ðPa m6=mol2Þ

bi Eq. (4.9)
ðm3=molÞ a Eq. (4.10)

ai [ acia
ðPa m6=mol2Þ

Group-I (N2) 0.0310 126.10 3.39 0.0403 3.369 5.422 0.15 2.40E�05 0.404 0.060
Group-II (CO2) 0.0321 304.19 7.38 0.2276 1.397 1.509 0.40 2.67E�05 0.758 0.300
Group-III (C1) 0.6941 190.56 4.60 0.0115 2.229 2.890 0.25 2.68E�05 0.651 0.162
Group-IV (C2eC3) 0.1298 325.19 4.68 0.1158 1.306 0.600 0.71 4.49E�05 0.849 0.606
Group-V (C4eC6) 0.0434 451.14 3.54 0.2284 0.942 0.074 1.82 8.24E�05 1.043 1.894
Group-VI (C7eC19) 0.0654 628.06 2.53 0.4121 0.676 0.002 4.93 1.61E�04 1.372 6.769
Group-VII (C20eC45þ) 0.0040 832.74 1.56 1.1900 0.510 6.12E�07 14.04 3.45E�04 2.418 33.935
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Let 1 mol of the mixture be flashed at pressure 31.81 MPa and temperature
424.82K into nL moles of liquid and nV moles of vapor. nV can be determined by
solving the following equation.

XN
i¼1

ziðKi � 1Þ
1þ ðKi � 1ÞnV ¼ 0/nV ¼ 0:7958

The mole fraction of component i in liquid phase (xi) and vapor phase (yi) is
determined by the total material balance for system, material balance for
component i, and equilibrium definition.

The parameters A and B in Eq. (4.13) are determined using Eqs. (4.14) and
(4.7) to (4.17) for both vapor and liquid phases.

For liquid phase:

aL ¼
X
i

X
j

xixjðaiajÞ0:5ð1� kijÞ ¼ 2:0693 Pa m6	mol2

bL ¼
X
i

xibi ¼ 8:8282� 10�5 m3	mol

AL ¼ 5:2766; BL ¼ 0:7951

For vapor phase:

aV ¼
X
i

X
j

yiyjðaiajÞ0:5ð1� kijÞ ¼ 0:2080 Pa m6	mol2

bV ¼
X
i

yibi ¼ 2:9535� 10�5 m3	mol

AV ¼ 0:5303; BV ¼ 0:2660

(Continued)

Component zi Ki xi [
zi

1DðKiL1ÞnV yi [
ziKi

1DðKiL1ÞnV

Group-I (N2) 0.0310 5.422 0.0069 0.0372
Group-II (CO2) 0.0321 1.509 0.0229 0.0345
Group-III (C1) 0.6941 2.890 0.2772 0.8011
Group-IV (C2eC3) 0.1298 0.600 0.1905 0.1143
Group-V (C4eC6) 0.0434 0.074 0.1649 0.0122
Group-VI (C7eC19) 0.0654 0.002 0.3178 0.0007
Group-VII (C20eC45þ) 0.0040 6.12E�07 0.0198 1.21E�08
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Solve Eq. (4.13) for compressibility factor using the calculated parameter for
each phase:

ZL ¼ 0:9996; ZV ¼ 1:1018

The fugacity of each component for both phases should be calculated by Eq.
(4.20) and the error is checked.

Update the equilibrium ratio and repeat the procedure until the error rea-
ches a value less than 10�12. The final results are given in the following table.

nL [ 0.0309, nV [ 0.9691, ZL [ 1.1506, ZV [ 0.9537

Component xi yi

f Li ðMPaÞ
Eq. (4.20)

fVi ðMPaÞ
Eq. (4.20) fL

i [
f Li
ziP

fV
i [

fVi
ziP

Ki
Eq. (4.21)

Group-I
(N2)

0.0148 0.0316 1.464 1.464 3.1095 1.4580 2.133

Group-II
(CO2)

0.0248 0.0324 0.811 0.811 1.0264 0.7872 1.304

Group-III
(C1)

0.4330 0.7024 22.356 22.356 1.6231 1.0005 1.622

Group-IV
(C2eC3)

0.1260 0.1300 2.193 2.193 0.5471 0.5304 1.032

Group-V
(C4eC6)

0.0653 0.0427 0.315 0.315 0.1517 0.2320 0.654

Group-VI
(C7eC19)

0.2424 0.0598 0.095 0.095 0.0123 0.0497 0.247

Group-VII
(C20eC45þ)

0.0936 0.0012 2.04E�05 2.04E�05 6.85E�06 5.41E�04 0.013

error ¼ PN
i¼1

 
1� f Li

f Vi

!2

¼ 5:74� 10�13

Component
f Li ðMPaÞ
Eq. (4.20)

fVi ðMPaÞ
Eq. (4.20) fL

i [
f Li
ziP

fV
i [

fVi
ziP

Ki Eq.
(4.21)

Group-I (N2) 0.651 1.460 2.977 1.232 2.4165
Group-II (CO2) 0.737 0.867 1.013 0.790 1.2828
Group-III (C1) 13.689 23.953 1.553 0.940 1.6517
Group-IV (C2eC3) 3.296 2.189 0.544 0.602 0.9031
Group-V (C4eC6) 0.806 0.131 0.154 0.337 0.4565
Group-VI (C7eC19) 0.128 0.003 0.013 0.121 0.1048
Group-VII (C20eC45þ) 4.86E�06 2.15E�09 7.72E�06 5.59E�03 0.0014

error ¼ PN
i¼1

 
1� f Li

fVi

!2

¼ 5:11� 106
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The total volume (vapor phase and liquid phase) is calculated as follows.

V total ¼ Vvapor þ V liquid

V total ¼ ZVnVRT
P

þ ZLnLRT
P

¼ RT
P

�
ZLnL þ ZVnV


V total ¼ 8:314� 424:82

31810000
½ð1:1506� 0:0309Þ þ ð0:9537� 0:9691Þ�

¼ 1:066� 10�4 m3

The total relative volume and compressibility factor of vapor phase for other
pressure values are reported in the following table.

Experimental Results Calculated Results

P (MPa) V/Vsat ZV nL nV ZL ZV VL (m3) VV (m3) Vtotal (m3) V/Vsat

62.14 0.839 1.406 0.0000 1.0000 e 1.2948 e 7.360E�05 7.360E�05 0.809
60.76 0.8458 1.386 0.0000 1.0000 e 1.2840 e 7.464E�05 7.464E�05 0.821
55.25 0.877 1.307 0.0000 1.0000 e 1.2371 e 7.909E�05 7.909E�05 0.870
53.87 0.8859 1.287 0.0000 1.0000 e 1.2245 e 8.028E�05 8.028E�05 0.883
52.49 0.8951 1.267 0.0000 1.0000 e 1.2115 e 8.152E�05 8.152E�05 0.897
51.11 0.9054 1.248 0.0000 1.0000 e 1.1982 e 8.280E�05 8.280E�05 0.911
49.73 0.9161 1.228 0.0000 1.0000 e 1.1847 e 8.414E�05 8.414E�05 0.925
48.35 0.927 1.209 0.0000 1.0000 e 1.1714 e 8.557E�05 8.557E�05 0.941
46.97 0.9396 1.19 0.0000 1.0000 e 1.1602 e 8.724E�05 8.724E�05 0.959
45.60 0.9526 1.171 0.0000 1.0000 e 1.1194 e 8.670E�05 8.670E�05 0.953
44.22 0.9666 1.152 0.0000 1.0000 e 1.1004 e 8.789E�05 8.789E�05 0.967
42.84 0.9815 1.133 0.0000 1.0000 e 1.0820 e 8.920E�05 8.920E�05 0.981
41.46 0.9977 1.115 0.0000 1.0000 e 1.0640 e 9.059E�05 9.066E�05 0.997
41.27ǂ 1 1.112 0.0000 1.0000 e 1.0623 e 9.093E�05 9.093E�05

¼ Vsat

1.000

40.08 1.0152 e 0.0058 0.9942 1.3747 1.0466 7.013E�07 9.170E�05 9.240E�05 1.016
38.70 1.0342 e 0.0105 0.9895 1.3422 1.0297 1.284E�06 9.299E�05 9.427E�05 1.037
37.32 1.0549 e 0.0148 0.9852 1.3078 1.0133 1.833E�06 9.448E�05 9.631E�05 1.059
35.95 1.0775 e 0.0189 0.9811 1.2717 0.9976 2.357E�06 9.616E�05 9.852E�05 1.083
34.57 1.1024 e 0.0228 0.9772 1.2333 0.9823 2.876E�06 9.807E�05 1.009E�04 1.110
33.19 1.1298 e 0.0268 0.9732 1.1929 0.9676 3.399E�06 1.002E�04 1.036E�04 1.139
31.81 1.1602 e 0.0309 0.9691 1.1506 0.9537 3.943E�06 1.026E�04 1.066E�04 1.172
30.43 1.1941 e 0.0352 0.9648 1.1067 0.9406 4.528E�06 1.053E�04 1.098E�04 1.208
29.05 1.2332 e 0.0401 0.9599 1.0614 0.9284 5.174E�06 1.083E�04 1.135E�04 1.248
27.67 1.2753 e 0.0456 0.9544 1.0154 0.9173 5.904E�06 1.118E�04 1.177E�04 1.294
26.30 1.3243 e 0.0516 0.9484 0.9698 0.9077 6.721E�06 1.156E�04 1.223E�04 1.345
24.92 1.3808 e 0.0582 0.9418 0.9247 0.8996 7.630E�06 1.201E�04 1.277E�04 1.404
23.54 1.4463 e 0.0650 0.9350 0.8810 0.8931 8.587E�06 1.253E�04 1.339E�04 1.472
22.16 1.5233 e 0.0713 0.9287 0.8390 0.8883 9.536E�06 1.315E�04 1.410E�04 1.551
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4.6 VOLUME TRANSLATION

A comparison between the predicted liquid molar volume and the
experimental data of pure compounds generally shows a systematic deviation.
This deviation is approximately constant over a wide pressure range away
from the critical point (Danesh, 1998). This deviation is called volume trans-
lation or volume shift parameter. The volume shift parameter can solve the
weakness in molar liquid volumetric predictions by two-constant EOS. Vol-
ume translation concept was introduced by Martin in 1979. Péneloux et al.
(1982) used the volume shift parameter to improve the volumetric prediction
capabilities of the SoaveeRedlicheKwong EOS. They show that the vol-
ume shift parameter does not affect equilibrium calculations for pure com-
pounds or mixtures and therefore does not affect the original VLE
capabilities of the SoaveeRedlicheKwong EOS, which is considered as
the main aspect of their work. Volume shift parameter can be applied equally
for other two-constant EOSs. Jhaveri and Youngren (1988) applied the vol-
ume shift parameter for PR EOS. Volume shift parameter is applied to the
calculated molar volume by EOS in the following form.

V ¼ V EOS � c (4.36)

where v is the corrected molar volume, VEOS is the calculated molar volume
by EOS, and c is the volume shift parameter. Péneloux et al. (1982) show that
the multicomponent VLE is unchanged if the volume shift parameter of the
mixture is calculated by molar average mixing rule.

VLiquid ¼ VEOS
Liquid �

XN
i¼1

xici (4.37)

VVapor ¼ V EOS
Vapor �

XN
i¼1

yici (4.38)

where V EOS
Liquid and V EOS

Vapor are the liquid and vapor molar volumes by EOS,
respectively, xi and yi are the mole fraction of component i in liquid and
vapor phases, respectively, and ci is the volume shift parameter of compo-
nent i. The fugacity for liquid and vapor phases by introducing the volume
shift parameter is�

f Liquidi

�
modified

¼
�
f Liquidi

�
original

exp

�
�ci

P
RT

�
(4.39)
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�
f Vapori

�
modified

¼
�
f Vapori

�
original

exp

�
�ci

P
RT

�
(4.40)

It is obvious that the fugacity ratio remains unchanged.
Péneloux et al. (1982) suggested the volume shift parameter is calculated

for each component separately by matching the saturated liquid density at
Tr ¼ 0.7. They correlate the volume shift parameter as a function of Rackett
compressibility factor, critical temperature, and critical pressure.

c ¼ 0:40768ð0:29441� ZRAÞRTc

Pc
(4.41)

where ZRA is the Rackett compressibility as developed by Spencer and
Danner (1973) in the modified Rackett Eq. (4.42):

vsat ¼
�
RTc

Pc

�
Z

�
1þð1�TrÞ

2
7


RA (4.42)

where vsat is the saturated liquid molar volume.
Jhaveri and Youngren (1988) defined a dimensionless shift parameter by

dividing the volume shift parameter by the second PR EOS, b.

si ¼ ci
bi

(4.43)

Jhaveri and Youngren proposed the following equation for heptane plus
fraction:

si ¼ ci
bi
¼ 1� A1

MWA2
i

(4.44)

The values of A0 and A1 are given in Table 4.9.
The dimensionless shift parameter for selected pure components, which

is determined by matching saturated liquid density at Tr ¼ 0.7, is given in
Table 4.10.

Table 4.9 Jhaveri and Youngren (1988) Volume Shift Parameter Correlation for
Heptane Plus Fractions With the PengeRobinson Equation of State
Component Type A1 A2

n-alkanes 2.258 0.1823
n-alkylcyclohexanes 3.004 0.2324
n-alkylbenzenes 2.516 0.2008
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In practice, the accuracy of two-constant EOS by using volume shift
parameter can improve as three-constant equation of state (Fuller, 1976;
Usdin and McAuliffe, 1976; Schmidt and Wenzel, 1980; Patel and Teja,
1982). Hence if there is no good agreement between the calculated and
experimental volumetric data, the use of volume shift parameter can signif-
icantly improve the calculated volumetric data.

Problems
4.1 Molar composition of a gas condensate is reported in the following

table. The molecular weight and specific gravity of C7þ fraction
are 158 g/mol and 0.8299, respectively. Estimate the dew point
pressure of the mixture using PR EOS at the temperature 397.78K.
The experimental value at the given temperature is 41.53 MPa (Al-
Meshari, 2005). Use the proposed approach in Chapter 6 to
characterize the plus fraction.

Table 4.10 Volume Shift Parameter for Pure Components for the PengeRobinson
Equation of State and the SoaveeRedlicheKwong Equation of State (Whitson and
Brulé, 2000)

Component
PengeRobinson
Equation of State

SoaveeRedlicheKwong
Equation of State

N2 �0.1927 �0.0079
CO2 �0.0817 0.0833
H2S �0.1288 0.0466
C1 �0.1595 0.0234
C2 �0.1134 0.0605
C3 �0.0863 0.0825
i-C4 �0.0844 0.0830
n-C4 �0.0675 0.0975
i-C5 �0.0608 0.1022
n-C5 �0.0390 0.1209
n-C6 �0.0080 0.1467
n-C7 0.0033 0.1554
n-C8 0.0314 0.1794
n-C9 0.0408 0.1868
n-C10 0.0655 0.2080
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4.2 Match the saturation pressure in the previous problem by adjusting
the molecular weight of the mixture (using the results of Example
4.1).

4.3 Repeat Example 4.5 by the Aguilar and McCain method. Then esti-
mate the critical temperature, critical pressure, and acentric factor for
each group by weight average method.

4.4 Using the results of Problem 4.2, describe the sample by the Aguilar and
McCain method. Then estimate the critical temperature, critical pres-
sure, and acentric factor for each group by molar averaging.

4.5 Using the results of Problem 4.2, estimate the binary interaction param-
eter for methane/C7þ pairs by ChuehePrausnitz equation (using Twu
correlation for the determination of critical volume).

4.6 Estimate the binary interaction parameter between groups for
sample that is described in Problem 4.2 [using Example 4.1 and Eq.
(4.18)].

4.7 Using the results of Problems 4.4 and 4.6, match the saturation pressure
by the Al-Meshari method.

4.8 Total relative volume and compressibility factor of vapor phase from
constant composition expansion experiment at reservoir tempera-
ture, 397.78K, for a gas condensate sample in Example 4.1 are given
in the following table (Al-Meshari, 2005). Using the results of
Problems 4.2, 4.6, and 4.7 determine the total relative volume and
compressibility factor of vapor phase by PengeRobinson equation of
state.

Component Mol%

N2 0.11
CO2 0.01
C1 68.93
C2 8.63
C3 5.34
i-C4 1.15
n-C4 2.33
i-C5 0.93
n-C5 0.85
C6 1.73
C7þ 9.99
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CHAPTER FIVE

VaporeLiquid Equilibrium (VLE)
Calculations
E. Soroush1, A. Bahadori2,3
1Sahand University of Technology, Tabriz, Iran
2Southern Cross University, Lismore, NSW, Australia
3Australian Oil and Gas Services Pty Ltd, Lismore, NSW, Australia

5.1 AN INTRODUCTION TO EQUILIBRIUM

A system with no tendency to change at the macroscopic scale is said
to be in equilibrium. In other words, for a single-phase multicomponent sys-
tem, there must be no change in temperature, pressure, and compositions of
all species to fulfill the conditions of equilibrium. However, what will be the
criteria if several phases with different compositions exist together?

When a reversible ideal process takes place in a closed system, at uniform
pressure and temperature, the first and second laws of thermodynamics
could be combined into Eq. (5.1):

dSt � dQt

T
(5.1)

in which S denotes entropy, Q is a sign for transfer of heat, T indicates
system temperature, and superscript t means total property of the system.
With the use of thermodynamic relations, one can interpret Eq. (5.1) as
other thermodynamic state properties:

dQt � TdSt � 0 (5.2)

and in reversible process:

dQt ¼ dUt þ PdV t (5.3)

so in the differential form of Eq. (5.2):

dUt þ PdV t � TdSt � 0 (5.4)

dUt þ dðPV tÞ � dðTStÞ � 0 (5.5)
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dðUt þ PV t � TStÞ � 0 (5.6)

Now recalling two thermodynamics definitions,

H h U þ PV (5.7)

G h H � TS (5.8)

in which H is system enthalpy and G denotes Gibbs free energy. The
combination of Eqs. (5.7) and (5.6) results in

dðHt� TStÞ � 0 (5.9)

Substituting Eq. (5.8) in Eq. (5.9), we have:

dGt
P;T � 0 (5.10)

in which subscripts P and T denote constant pressure and temperature.
Eq. (5.10) states that the Gibbs free energy at constant temperature and
pressure tends to remain constant in a reversible process, whereas it tends to
decrease in an irreversible process. In a real process, the transition will go on
until the system Gibbs energy reaches its global minimum. This is the
equilibrium state and any real process will eventually tends to reach this
condition. Therefore, the necessary and sufficient condition for equilibrium
is minimization of Gibbs free energy.

In fact, the main goal of phase-equilibrium calculations is to determine a
state in which dG(T,P,xi) ¼ 0 is satisfied. Therefore, in a multicomponent
system with several phases, temperature, pressure, and partial Gibbs energies
must be equal to fulfill the conditions of thermodynamic equilibrium.

The minimization of Gibbs free energy for a multiphase closed system
could be interpreted in a more appropriate mathematical formulation.
Consider a closed container in which phases a, b, . are in equilibrium.
This requires that:

dGt
T ;P ¼ 0 (5.11)

which means that the differential of total Gibbs free energy of each phase
should be zero:

d
�
Gta þGtb þ.

� ¼ 0 (5.12)

A closed system could be assumed a group of open systems, in which
each phase represents an open system and could perform mass transfer to
other phases. If ni be the number of moles of each component, and N
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represents the total number of system components, the total Gibbs energy of
the open system a would be formulated as:

dGta ¼ �SadT þ V adP þ
XN
i

�
vGa

vni

�
T ;P;njsi

dni (5.13)

in which the sigma term is added to describe any mass transfer across the
phase boundary. If M is considered as an extensive property, its derivative
with respect to number of moles of any component at fixed temperature,

pressure, and other mole numbers
��

vM
vni

�
T ;P;nsj

�
is called partial molar

property of that component. The partial molar Gibbs energy of component i,
which appears in Eq. (5.13), is also called chemical potential and is shown
by mi. Therefore, Eq. (5.13) could be rewritten as:

dGta ¼ �SadT þ V adP þ
XN
i

mai dn
a
i (5.14)

With the use of Eq. (5.14), Eq. (5.12) could be altered to:

dGt ¼
Xk
ε¼1

 
� SεdT þ V εdP þ

X
i

mεi dn
ε

i

!
(5.15)

in which k denotes number of phases and ε shows each phase. At constant
temperature and pressure, Eq. (5.15) reduced to:

ðdGtÞP;T ¼
Xk
ε¼1

X
i

mεi dn
ε

i (5.16)

As it is a closed system, and no chemical reaction is taking place, all spe-
cies have a constant number of moles inside the system. Eq. (5.17) shows this
in mathematical form: Xk

ε

dnεi ¼ 0 (5.17)

The combination of Eqs. (5.16) and (5.17) results in:

mai ¼ m
b
i ¼ . ¼ mki (5.18)

Eq. (5.18) states that if the chemical potentials of all components in
all phases are equal, the system is in equilibrium. To use this equation for
practical purposes, a proper relation should be established between chemical
potential and measurable quantities.
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As for a pure component, partial molar properties are no different from
molar properties; the following analogy could hold for a pure ideal gas:

dG ¼ �SdT þ VdP 5 dgi ¼ �sidT þ vidP (5.19)

In a uniform temperature condition,�
vgi
vP

�
T
¼ vi ¼ RT

P
(5.20)

Integrating Eq. (5.20) at constant temperature:

gi � g0i ¼ mi � m0i ¼ RT ln
�
P
�
P0� (5.21)

in which subscript 0 shows the reference state. Eq. (5.21) shows the changes
in chemical potential of an ideal gas when its pressure varies from P0 to P in
an isothermal manner. Eq. (5.21) could be generalized for real fluids by
introducing a new property instead of pressure, called fugacity. This property,
which is also called “corrected pressure,” has the dimension of pressure and
denotes by f :

mi � m0i ¼ RT ln
�
fi
�
f 0i
�

(5.22)

Considering Eq. (5.22) for component i in all phases of an equilibrated
heterogeneous system, at the same temperature and pressure the reference
state would be the same for all phases; therefore, the equality of all chemical
potentials will result in:

f ai ¼ f bi ¼ . ¼ f ki (5.23)

Eq. (5.23) is another interpretation of equilibrium condition; it has a
considerable practical importance because fugacity is a measurable property.

To study the equilibrium systems, introduction of some parameters will
come in handy. The ratio of fugacity to pressure is called fugacity coefficient
and is denoted by f. In a multicomponent system, the fugacity coefficient of
component i will be defined as:

fi ¼
fi
Pzi

(5.24)

in which zi represents the mole fraction of component i. Another vital
equilibrium concept is activity. The ratio of the fugacity of component i to
its reference state shows the fugacity contribution in mixture, is called
activity, and is shown by a.
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fi
f 0i

¼ a (5.25)

As the fugacity of component i in a mixture depends on its concentra-
tion, it can be said that the activity of species i is related to its concentration.
The ratio of ai to its concentration is called activity coefficient and is demon-
strated by g.

ai

xi
¼ gi (5.26)

which shows that

fi ¼ gixi f
0
i (5.27)

The activity coefficient approaches unity when xi approaches one. This
function is a very important and practical in vaporeliquid equilibrium (VLE)
calculations. There are lots of models in literature proposed to find its values
for different mixtures.

Imagine a vaporeliquid equilibrium system. The fugacity of component
i in both phases will be equal:

f Li ¼ f Vi (5.28)

With respect to Eq. (5.24), one can write for each phase:

f Vi ¼ yiPf
V
i (5.29)

f Li ¼ xiPf
L
i (5.30)

in which yi is a sign of mole fraction in the gas phase and xi denotes the mole
fraction in the liquid phase. Hence, considering Eqs. (5.25) to (5.27):

yi
xi
¼ fL

i

fV
i
h Ki (5.31)

The symbol Ki is known as equilibrium ratio and demonstrates the dis-
tribution of component i between phases. This function is a key to all phase-
calculation problems and simplifies the equations. The equilibrium ratio,
also known as K-value, is a function of temperature, pressure, and compo-
sition and could be defined with the help of the activity coefficient:

gi f
0
i

PfV
i
¼ Ki (5.32)
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Later, we show that each of the definitions in Eqs. (5.31) and (5.32) is
important in its own way.

5.2 FLASH CALCULATIONS

Flash calculations are one of the essential parts of all reservoir and pro-
cess calculations. They determine the amounts and composition of coexist-
ing hydrocarbon gas and liquid phases, at a known temperature and pressure,
in a vessel or reservoir. The most common VLE problems are isothermal
two-phase flash calculations. Nevertheless, there is a complication that at
the given temperature and pressure, whether the mixture forms two phases
in equilibrium or remains as a stable single phase. In this section, we will
assume that the mixture ether yields equilibrium-phase composition or
results in a trivial solution. In principle, the mixture stability should be tested
even if the outcomes seem to have physical consistency (Whitson and Brulé,
2000). The discussion on the stability later in this chapter will be presented.

Imagine 1 mol of a hydrocarbon mixture containingN components with
the known mole fraction (z1, z2, ., zN) is entering a two-phase flash sepa-
rator at constant temperature and pressure. According to Duhem’s law,
when the exact amount ofN different species mixed to form a closed system
ofQ phases, all intensive and extensive properties of each phase will be spec-
ified if and only if two independent variables of the system are known
(Abbott et al., 2001). As we said, here temperature and pressure are fixed.
So the two independent variables required by Duhem’s law are given.
We should determine the molar amount of each phase and molar composi-
tion of each phase after the equilibrium in the separator. Therefore, the
unknowns will be x1, x2,., xN, y1, y2,., yN, L,Vwhich L andV represent
the molar amount of liquid and vapor phase respectively. A simple material
balance, suggest that:

V þ L ¼ 1 (5.33)

L and V are not independent. Therefore, we have 2N þ 1 unknowns.
To solve this problem 2N þ 1 independent equations are required. From
equilibrium relations and material balance we can find the following
equations:

yi ¼ Kixi i ¼ 1; 2;.;N N Independent Equations (5.34)

zi ¼ xiL þ yið1� LÞ i ¼ 1; 2;.;N N Independent Equations
(5.35)
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X
xi ¼ 1

�X
yi ¼ 1

�
An Independent Equation (5.36)

Eqs. (5.34) to (5.36) give us 2N þ 1 independent variables to solve the
problem. Combining Eqs. (5.33e5.35) one can find:

xi ¼ zi
1þ V ðKi � 1Þ (5.37)

yi ¼ Kizi
1þ V ðKi � 1Þ (5.38)

Using Eqs. (5.36) to (5.38):XN
i¼1

ðyi � xiÞ ¼
XN
i¼1

ziðKi � 1Þ
V ðKi � 1Þ þ 1

¼ 0 (5.39)

This equation has a very important characteristic; with increasing V its
value monotonically decreases. Eq. (5.39) could be solved through an iter-
ative procedure. In the first step, the K-values at the system pressure and
temperature should be found. Then, in the second step, a value of V should
be assumed and solve the flash equation. If the objective is satisfied, the value
of V is correct, if not, steps 2 and 3 should be repeated. At the final step, xi
and yi are calculated.

This flash calculation procedure is the common case in which initial
mixture composition, temperature, and pressure are the known values and
the unknowns are xi, yi, and the molar amount of vapor phase. Evidently,
the calculations could be modified for a case in which temperature or pres-
sure is unknown and the molar amount of vapor phase is a known value.
This will be discussed later in this chapter.

As can be seen, the key to flash calculation is the first step, finding the
equilibrium ratio. In fact, the accuracy of flash calculation crucially depends
on the equilibrium ratio (Riazi, 2005). There are numerous methods pro-
posed in literature for determining K-values. In the following section, we
will discuss the most common methods.

5.3 METHODS OF FINDING K-VALUE

5.3.1 Ideal Concept
An ideal solution is a solution in which all components have the same

molecular diameter and intermolecular forces (attraction and repulsion)
between unlike molecules the same as like molecules; upon mixing
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components, mutual solubility is achieved and no chemical interaction
happens (McCain, 1990; Prausnitz et al., 1998).

5.3.1.1 Lewis Fugacity Rule
This rule is based on an assumption that states that, at constant temperature
and pressure, mixture’s molar volume is a linear function of the mole frac-
tion (Prausnitz et al., 1998; Abbott et al., 2001). The direct result of this
assumption is:

fiðT ; PÞ ¼ zi fi;pureðT ;PÞ (5.40)

The simplicity of this rule has made it very interesting, particularly in spe-
cial cases when restriction could be applied and simplify the problem. This
rule is an excellent approximation of ideal gases or, in other words, gases at
low pressure and liquids with ideal behavior. It also could be perfectly
applied in any pressure to the mixtures in which their species have similar
physical properties and gaseous mixtures that have a species that holds the
majority of the mixture concentration. Comparing Eqs. (5.27) and (5.40),
it could be known that applying the Lewis rule to the liquids will result
in gi ¼ 1.

5.3.1.2 Raoult’s Law
Assume a VLE system at low pressure in which the vapor phase is nearly an
ideal gas. If we apply Eqs. (5.23) and (5.40) to the system, we would have:

xi f
L
i;pure ¼ yi f

V
i;pure (5.41)

As the vapor phase is an ideal gas, the vapor fugacity would be equal to
the total pressure. In the other hand, one can assume, at low pressures, the
fugacity of pure liquids are equal to their fugacity at saturation pressure.
According to Eq. (5.23), the fugacities of liquid and saturated vapor are
equal. In addition, at low pressures it can be assumed the vapor fugacity is
equal to the vapor pressure

�
Psa
i

�
so at a specified temperature:

f Vi;pure ¼ P and f Li;pure ¼ Psa
i (5.42)

From Eqs. (5.41) and (5.42) it could be said that:

yiP ¼ xiP
sa
i (5.43)
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Eq. (5.43) is known as Raoult’s law and is used for ideal solutions at low
pressures. From Raoult’s law the equilibrium ratio would be:

Ki ¼ Psa
i

P
(5.44)

Raoult’s law could also be derived from the concept of partial pressure.
At low pressures in a VLE system, the vaporization rate of all species in equi-
librium must be equal to the rate of condensation. Therefore, the vapor and
liquid composition would not be changed. In other words, the driving force
of each direction is equal. If the driving force is presented as partial pressures,
then:

PPV
i ¼ PPL

i ; PPV
i ¼ yiP; PPL

i ¼ xiP
sa
i 0 yiP ¼ xiP

sa
i (5.45)

Raoult’s law is applicable at pressures up to 400 kPa, in which the ideal
gas concept is still valid (Campbell, 1979). If the vapor phase behaves as an
ideal gas, but the liquid phase deviates from an ideal solution, Raoult’s law,
with an eye on Eq. (5.27), could be modified as:

yiP ¼ xigiP
sa
i and Ki ¼ giP

sa
i

P
(5.46)

Eq. (5.46) is known as modified Raoult’s law.

5.3.1.3 Henry’s Law
The Henry’s law states that the solubility of gaseous species solubility in a
liquid is proportional to its partial pressure in the vapor phase (Prausnitz
et al., 1998; Abbott et al., 2001):

yiP ¼ xiHi (5.47)

The symbol Hi is known as Henry’s constant, which is temperature
dependent and experimentally determined. This constant has a unit of pres-
sure per weight or mole fraction and is independent of concentration but
slightly changes with pressure change. Henry’s law is best applied when
the concentration of the solute is not exceeding 3 mol% and the pressure
is low, not more than 5e10 bars (Danesh, 1998; Riazi, 2005). The temper-
ature is also should be below the solvent’s critical temperature. Henry’s law
will be very useful for determining the solubility of light hydrocarbons in
heavy oils or solubility of hydrocarbons in water.

In fact, the right side of Eq. (5.47) assumes vapor phase is an ideal gas,
whereas the left side implies that the fugacity of a component (at low con-
centrations) in a liquid mixture is proportional to its concentration:

fi ¼ xiHi (5.48)
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The equilibrium ratio from Eq. (5.47) could be found:

Ki ¼ Hi

P
(5.49)

The pressure dependency of Henry’s constant could be detected by:

Hi ¼ H0
i exp

	
vNi
�
P � P0

�
RT



(5.50)

Here, the symbol of vNi shows the partial molar volume of species i in an
infinite dilution (assuming constant in the pressure and composition ranges),
H0

i shows Henry’s constant at the reference pressure P0.

5.3.2 Fugacity-Derived Equilibrium Ratio (f�f Approach)
With the use of Eq. (5.31) for a mixture, we have:

Ki ¼
bfL
i ðT ;P; xiÞbfV
i ðT ;P; yiÞ

(5.51)

This equation shows that if one cloud finds the fugacity coefficient of
both phases through a function that relates temperature, pressure, and
composition of the system, the K-value would be found. Such a function
is an equation of state. This method is may be the most common method
for finding K-values of hydrocarbon mixtures. The fugacity coefficient
could be found by following relations:

lnbfi ¼
Z P

0
ðZi � 1Þ dP

P
¼ �1

RT

Z P

0

�
RT
P

� V i

�
dP

¼ 1
RT

Z N

V t

"�
dP
dni

�
T ;V ;njsi

� RT
V t

#
dV t � ln Z (5.52)

in which Vt ¼ nV and represents the total volume. The V i could be found
from equations of state (EOSs); the combination of cubic EOSs and
Eq. (5.52) is a common method for finding fi.

5.3.3 Activity-Derived Equilibrium Ratios (g�f Approach)
To find the fugacity in vapor phase, one always uses the EOSs because they
give reasonably good results. However, in the liquid phase, especially when
it consists of dissimilar molecules, the EOSs fail to give a proper result. In the
petroleum industry, many mixtures show severe nonideality. In the
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hydrocarbon mixtures, polar substances like water, hydrogen sulfide, and
glycol cause trouble for the EOSs (Campbell, 1979; Danesh, 1998; Orbey
and Sandler, 1998). In this situation, it is better to calculate liquid fugacity
from Eq. (5.27) and therefore the equilibrium ratio from Eq. (5.32).

The g�f approach could give dependable outcomes for systems with very
different liquid and vapor-phase properties. However, at high pressures near
the critical condition, this method is not recommended, because in this con-
dition both phases approach similar properties (Orbey and Sandler, 1998).

5.3.4 Correlations for Finding Equilibrium Ratio
Despite the high development of theoretical models, empirical correlations
are still a very common way of finding equilibrium ratios at low- and
moderate-pressure conditions (in which for hydrocarbon mixtures the
dependency of K-values to mixture composition is negligible). There are
many empirical relations for predicting equilibrium ratio in the literature.
Some of them are just simple mathematical relations, but some others are
very complicated and have many composition-dependent variables. Here,
we will introduce some of the empirical methods as examples.

5.3.4.1 Wilson’s Correlation
This correlation provides reasonable predictions for determining K-values at
low pressures:

Ki ¼ Pci
P

exp

	
5:37ð1þ uiÞ

�
1� Tci

T

�

(5.53)

here, the symbol Pci shows critical pressure of component i in pounds per
square inch absolute (psia), P represents system pressure in psia, Tci is a sign of
critical temperature in �R, T is the system temperature in �R and ui shows
the acentric factor of species i. In fact, Wilson’s equation uses Raoult’s Law
and relates vapor pressure to critical properties. This correlation over-
estimates the equilibrium ratios of supercritical components (Danesh, 1998).

5.3.4.2 Standing’s Correlation
This correlation is derived from experimental K-values at temperatures less
than 200�F and pressures below 1000 psia. The correlation is in the form of:

Ki ¼ 1
P
10ðaþcFiÞ (5.54)
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in which Fi is called species characterization factor and defined as:

Fi ¼ bi

	
1
Tbi

� 1
T



(5.55)

The Tbi represents species normal boiling point in R and bi defines as
follows:

bi ¼
log

�
Pci
14:7

�
	
1
Tbi

� 1
Tci


 (5.56)

The symbol Tci is the critical temperature of species i. The coefficients a
and c are represented as a function of pressure.

a ¼ 1:2þ 0:00045P þ 15
�
10�8�P2 (5.57)

c ¼ 0:89� 0:00017P � 3:5
�
10�8�P2 (5.58)

Standing suggested that changing the values of bi and boiling point of
H2S, N2, CO2 and C1 to C6 could considerably improve the prediction
of K-values. Table 5.1 shows the suggested values by Ahmed (2006).

Table 5.1 Suggested Values for bi and Boiling Point in
Standing Correlation
Component bi Boiling Point (�R)

H2S 470 109
N2 652 194
CO2 1136 331
C1 300 94
C2 1145 303
C3 1799 416
i-C4 2037 471
n-C4 2153 491
i-C5 2368 542
n-C5 2480 557
C6 (Lumped hexane
fraction)

2738 610

n-C6 2780 616
n-C7 3068 669
n-C8 3335 718
n-C9 3590 763
n-C10 3828 805
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To determine the equilibrium ratio for C7þ, first the Fi parameter should
be found. For C7þ fraction the following relations are suggested:

n ¼ 7:30þ 0:0075ðT� 460Þ þ 0:0016P (5.59)

b ¼ 1013þ 324n� 4:256n2 (5.60)

Tb ¼ 301þ 59:85n� 0:971n2 (5.61)

With use of parameters found from Eqs. (5.59) to (5.61), the Fi for C7þ
fraction could be found from Eq. (5.55).

5.3.4.3 Whitson and Torp Correlation
This equation is a modified form of Wilson’s correlation, which is expected
to give better results in higher pressures:

Ki ¼
�

Pci
Pcon

��1�� P
Pcon

���
Pci
P

�
exp

	
537

�
1�

�
P

Pcon

��
ð1þ uiÞ

�
1� Tci

T

�

(5.62)

The symbol Pcon in Eq. (5.62) is called convergence pressure. It is known
that in VLE systems when a fixed composition hydrocarbon mixture held at
a constant temperature, while the pressure is increasing, at a specific pressure
the equilibrium ratios of all components will reach a value of unity (McCain,
1990; Ahmed, 2006). This specific pressure is convergence pressure. Many
graphs and correlations could be found in literature for finding convergence
pressure. One simple correlation, which gives a rough estimate of the
convergence pressure, is suggested by Standing:

Pcon ¼ �2381:8542þ 46:341487½Mg�C7þ þ
X3
i¼1

	½Mg�C7þ

T � 460


i
a1 ¼ 6124:3049

a2 ¼ �27532538

a3 ¼ 415:42049

(5.63)

Here,MC7þ is shown the molecular weight of the heptanes-plus fraction,
gC7þ denotes the specific gravity of the heptanes-plus fraction, T indicates
temperature, �R, and ai shows correlation coefficients.
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5.4 BUBBLE AND DEW-POINT CALCULATIONS

In a liquid phase at constant temperature, the saturation pressure
point is a pressure at which the first bubble of gas is formed in the liquid.
This is why the saturation pressure for liquids is called bubble-point pres-
sure. Analogous to this definition, bubble-point temperature is a tempera-
ture at which the first bubble of gas is formed in a liquid phase at constant
pressure.

In a vapor phase, the saturation point is a pressure at which the first drop
of liquid is formed in the vapor. This is why the saturation pressure for gases
called dew point. Analogous to this definition, dew-point temperature is a
temperature at which the first drop of liquid is formed in a vapor phase at
constant pressure.

The following algorithms could be used for calculating bubble and dew
points. The algorithms could be changed for a case in which the pressure is
fixed and the temperature is unknown or vice versa.

Bubble-point pressure calculations algorithm.

1. Estimate a bubble-point pressure and find the equilibrium ratios. (Wilson
correlation could be used for an initial approximation.)

2. Find the composition of vapor phase using Eq. (5.31) yi ¼ ziKi.
3. Calculate fV

i and fL
i with the estimated bubble-point pressure and vapor

composition in step (2). Keep in mind that the liquid composition is in
fact the feed composition.

4. With the use of fugacity coefficients from step (3) and Eq. (5.31), find the
new equilibrium ratios.

5. Calculate F ¼PN
i¼1 ziKi � 1 and dF

dP ¼PN
i¼1 ziKi

�
vln fL

i
vP � vln fV

i
vP

�
6. Calculate Pjþ1

b ¼ Pj
b � Fj

dFj

dP

and check for convergence (j is an iteration

counter). If the convergence did not happen, go back to the first step and
calculate the equilibrium ratios with the new pressure.
Dew-point temperature calculation algorithm.

1. Estimate a dew-point temperature and find the equilibrium ratios.
(Wilson correlation could be used for an initial approximation.)

2. Find the composition of liquid phase using Eq. (5.31) xi ¼ zi/Ki.
3. Calculate fV

i and fL
i with the estimated dew-point temperature and

liquid composition in step (2). Keep in mind that the vapor
composition is in fact the feed composition.
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4. With the use of fugacity coefficients from step (3) and Eq. (5.31), find the
new equilibrium ratios.

5. Calculate F ¼PN
i¼1

zi
Ki
� 1 and dF

dT ¼PN
i¼1

zi
Ki

�
vln fL

i
vT � vln fV

i
vT

�
6. Calculate Tjþ1

d ¼ Tj
d � Fj

dFj

dT

and check for convergence ( j is an iteration

counter). If the convergence did not happen, go back to the first step and
calculate the equilibrium ratios with the new temperature.

Example 5.1
The molar composition of an oil sample is listed in Table 5.2 (Pedersen et al.,
1992):

The molecular weight and specific gravity of C7þ fraction are 211.5 and
0.846, respectively. This oil flashes at 1000 psia and 650 R. Estimate the equilib-
rium ratio by Standing’s correlation.

Solution
To estimate the equilibrium ratio by Standing’s correlation the critical properties
of the components are required. The required properties extracted from refer-
ence [Gas Processors Suppliers Association (GPSA, 2004)] for all components
(excluded C7þ) are reported in below table.

(Continued)

Table 5.2 Molar Composition of an Oil Sample
Component Mol%

N2 0.69
CO2 0.12
C1 47.09
C2 5.69
C3 4.39
i-C4 0.95
n-C4 2.42
i-C5 1.11
n-C5 1.46
C6 2.26
C7þ 33.82
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Component Pc (psi) Tc (R)

CO2 1070 547.43
N2 492.5 227.14
C1 667 343.01
C2 706.6 549.59
C3 615.5 665.59
i-C4 527.9 734.08
n-C4 550.9 765.22
i-C5 490.4 828.67
n-C5 488.8 845.47
C6 436.9 913.47

The coefficients a and c in Eq. (5.54) determine by substituting P ¼ 1000 psi
in Eqs. (5.57) and (5.58), respectively.

a ¼ 1:2þ 0:00045ð1000Þ þ 15
�
10�8�ð1000Þ2 ¼ 1:80

c ¼ 0:89� 0:00017ð1000Þ � 3:5
�
10�8�ð1000Þ2 ¼ 0:685

The parameters b and Tb for C7þ calculate using Eqs. (5.59) through (5.61) as
follows:

n ¼ 7:30þ 0:00075ð650� 460Þ þ 0:0016ð1000Þ ¼ 10:325

b ¼ 1013þ 324ð10:325Þ � 4:256ð10:325Þ2 ¼ 3904:586

TbC7þ ¼ 301þ 59:85ð10:325Þ � 0:971ð10:325Þ2 ¼ 815:44�R

b and Tb for other components taken from Table (5.1). Substituting the calculated
values in Eq. (5.54) gives the following results:

Component Pc (psi) Tc (R)

Tb (R)
Table (5.1)
and Eq.
(5.61)

b
Table (5.1)
and
Eq. (5.60)

Fi
Eq. (5.55)

Ki
Eq. (5.54)

CO2 1070 547.43 194 652 2.358 2.601
N2 492.5 227.14 109 470 3.589 18.129
C1 667 343.01 94 300 2.730 4.678
C2 706.6 549.59 303 1145 2.017 1.520
C3 615.5 665.59 416 1799 1.557 0.735
i-C4 527.9 734.08 471 2037 1.191 0.413
n-C4 550.9 765.22 491 2153 1.073 0.343
i-C5 490.4 828.67 542 2368 0.726 0.198
n-C5 488.8 845.47 557 2480 0.637 0.172
C6 436.9 913.47 610 2738 0.276 0.098
C7þ 320.3 1139.4 815.4372 3904.586 �1.219 0.0092
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Example 5.2
Determine the composition of equilibrated phases in previous example.

Solution
Assuming the mole fraction of component “i” in liquid and vapor phase denoted
by xi and yi, respectively. If number of moles of feed is F ¼ 1, the overall mass
balance and mass balance for component “i” gives the following relation:

1 ¼ Lþ V

zi ¼ xiLþ yiV ¼ xið1� VÞ þ yiV

in which L and V are the number of moles of liquid and vapor, respectively. Based
on equilibrium ratio definition yi ¼ Kixi, hence:

zi ¼ xið1� VÞ þ KixiL

Solving the previous equation for xi gives:

xi ¼ zi
VðKi � 1Þ þ 1

and:

��!yi¼Kixi
yi ¼ Kizi

VðKi � 1Þ þ 1

Therefore, the composition of liquid and vapor can be determined if the sum
of the mole fractions of all components in each phase is equal to 1, which can be
written in mathematical form as follows:

XN
i¼1

xi ¼ 1;
XN
i¼1

yi ¼ 10
XN
i¼1

xi �
XN
i¼1

yi ¼ 0

Here, N is the total number of components. The above equation can be
rewritten as follows (by substituting definition of xi and yi in terms of zi, Ki, and V):

XN
i¼1

ziðKi � 1Þ
VðKi � 1Þ þ 1

¼ 0

The previous equation can be solved for nV by the NewtoneRaphson
method as follows:

hðVÞ ¼
XN
i¼1

ziðKi � 1Þ
VðKi � 1Þ þ 1

h0V ¼ dhðVÞ
dV

¼ �
XN
i¼1

ziðKi � 1Þ2
½VðKi � 1Þ þ 1�2

Vkþ1 ¼ Vk �
hðVkÞ
h0ðVkÞ

in which k is iteration counter. The initial guess for nV can be chosen as 0.5. The
results for the first three iterations are reported in below table.

(Continued)



Component Ki zi

V [ 0.5 V [ 0.4380 V [ 0.4356

ziðKi L 1Þ
VðKi L 1ÞD1 L ziðKi L 1Þ2

½VðKiL1ÞD1�2
ziðKi L 1Þ

VðKi L 1ÞD1 L ziðKi L 1Þ2
½VðKiL1ÞD1�2

ziðKi L 1Þ
VðKiL1ÞD1 L ziðKi L 1Þ2

½VðKiL1ÞD1�2

CO2 2.601 0.0069 0.00613 �0.00545 0.00649 �0.00611 0.00651 �0.00614
N2 18.129 0.0012 0.00215 �0.00385 0.00242 �0.00487 0.00243 �0.00492
C1 4.678 0.4709 0.61004 �0.79028 0.66328 �0.93425 0.66555 �0.94065
C2 1.520 0.0569 0.02349 �0.00969 0.02410 �0.01021 0.02413 �0.01023
C3 0.735 0.0439 �0.01340 �0.00409 �0.01315 �0.00394 �0.01314 �0.00393
i-C4 0.413 0.0095 �0.00790 �0.00656 �0.00751 �0.00593 �0.00749 �0.00591
n-C4 0.343 0.0242 �0.02370 �0.02321 �0.02234 �0.02063 �0.02229 �0.02054
i-C5 0.198 0.0111 �0.01485 �0.01988 �0.01372 �0.01695 �0.01368 �0.01685
n-C5 0.172 0.0146 �0.02062 �0.02911 �0.01896 �0.02461 �0.01890 �0.02446
C6 0.098 0.0226 �0.03717 �0.06112 �0.03373 �0.05034 �0.03361 �0.04998
C7þ 0.0092 0.3382 �0.66403 �1.30377 �0.59201 �1.03629 �0.58951 �1.02756
Sum e e �0.13985 �2.25701 �0.00512 �2.11412 �3.6E-06 �2.11116
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Therefore, the number of moles of vapor and liquid are 0.4356 and 0.5644,
respectively. The composition in vapor and liquid phases is given in following
table.

Component xi yi

CO2 0.004066 0.010572
N2 0.000142 0.002571
C1 0.180977 0.846526
C2 0.046389 0.070518
C3 0.049623 0.036485
i-C4 0.012765 0.005270
n-C4 0.033912 0.011617
i-C5 0.017057 0.003382
n-C5 0.022832 0.003935
C6 0.037240 0.003633
C7þ 0.594997 0.005492
Sum 1 1

Example 5.3
Pressureevolume data for steam water at 773.15K reported in below table
(Abbott et al., 2001).

P (Pa) V (m3/mol)

1,000 6.42258
10,000 0.64206
20,000 0.32094
30,000 0.21402
40,000 0.160517
50,000 0.128403
75,000 0.085585
100,000 0.064175
125,000 0.051331
150,000 0.042766
175,000 0.03665
200,000 0.032062
225,000 0.028494
250,000 0.025639
275,000 0.023305
300,000 0.021357
325,000 0.01971
350,000 0.018299
375,000 0.017076
400,000 0.016005
425,000 0.015061
450,000 0.014221
475,000 0.01347
500,000 0.012794

Determine the fugacity coefficient at 500,000 Pa and 773.15K.
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Solution
According to Eq. (5.52), the fugacity coefficient for a pure component (water) is
defined by following integral:

ln f ¼
Z P

0
ðZ � 1Þ dP

P

On the other hand, all gases at low pressure can be considered as an ideal
gas, therefore the earlier integral can be rewritten as follows:

ln f ¼
Z P

0
ðZ � 1Þ dP

P
z

Z P

1000 Pa
ðZ � 1Þ dP

P

The fugacity coefficient is equal to the area under graph ðZ� 1Þ
P versus P. The

compressibility factor is defined as Z ¼ PV/RT in which R is equal to 8.315 J/
mol K. The values of compressibility factor at different pressures are given in
below table.

P (Pa) V (m3/mol) Z ðZ L 1Þ
P (1/Pa)

1,000 6.42258 0.999162 �8.3838E�07
10,000 0.64206 0.998854 �1.1464E�07
20,000 0.32094 0.998574 �7.1322E�08
30,000 0.21402 0.998854 �3.8214E�08
40,000 0.160517 0.998865 �2.8380E�08
50,000 0.128403 0.998784 �2.4328E�08
75,000 0.085585 0.998581 �1.8926E�08
100,000 0.064175 0.998378 �1.6225E�08
125,000 0.051331 0.998189 �1.4492E�08
150,000 0.042766 0.997972 �1.3523E�08
175,000 0.03665 0.997782 �1.2671E�08
200,000 0.032062 0.997565 �1.2173E�08
225,000 0.028494 0.997383 �1.1629E�08
250,000 0.025639 0.997173 �1.1306E�08
275,000 0.023305 0.997012 �1.0864E�08
300,000 0.021357 0.996753 �1.0822E�08
325,000 0.01971 0.996543 �1.0636E�08
350,000 0.018299 0.996361 �1.0396E�08
375,000 0.017076 0.996186 �1.0170E�08
400,000 0.016005 0.995986 �1.0035E�08
425,000 0.015061 0.99579 �9.9056E�09
450,000 0.014221 0.995581 �9.8189E�09
475,000 0.01347 0.995385 �9.7148E�09
500,000 0.012794 0.995185 �9.6295E�09

Using trapezoidal integration formula, the value of
R 500000 Pa
1000 Pa ðZ � 1Þ dPP is

�0.0118697. So the fugacity coefficient is:

f ¼ expð�0:0118697Þ ¼ 0:9882



Example 5.4
Given the composition that is reported in following table, what is the state of
fluid at 600 R and 200 psi? Use Watson correlation.

Component zi

C1 0.4
C2 0.2
C3 0.15
i-C4 0.1
n-C4 0.1
i-C5 0.03
n-C5 0.02

Solution
From example 5.2 this is known that at flash condition the number of moles of
vapor phase is determined by solving the following equation for nV.XN

i¼1

ziðKi � 1Þ
VðKi � 1Þ þ 1

¼ 0

The previous equation gives a physically meaningful root for V if the
following relation is satisfied: XN

i¼1

ziKi > 1

XN
i¼1

zi=Ki > 1

In other words, if the previous conditions satisfied a root between 0 and 1
found for V, the previous conditions simultaneously satisfy the fluid in the
two-phase region.

If the fluid is at its bubble point, V is equal to 0 and the equationPN
i¼1

ziðKi � 1Þ
VðKi � 1Þ þ 1 ¼ 0 is reduced to:

XN
i¼1

ziKi ¼ 1

If the fluid is at its dew point, V is equal to 1 and the equationPN
i¼1

ziðKi � 1Þ
VðKi � 1Þ þ 1 ¼ 0 is reduced to:

XN
i¼1

zi=Ki ¼ 1

Moreover, if the
PN

i¼1 ziKi smaller than 1, the fluid is a compressed liquid,

and if
PN

i¼1 zi=Ki is smaller than 1, the fluid is a superheated vapor.

(Continued)
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All conditions are summarized in below table:

State of Fluid Condition

Compressed liquid PN
i¼1

ziKi < 1

Saturated liquid (bubble point) PN
i¼1

ziKi ¼ 1

Vapor þ liquid PN
i¼1

ziKi > 1 and
PN
i¼1

ziKi > 1

Saturated vapor (dew point) PN
i¼1

zi=Ki ¼ 1

Superheated vapor PN
i¼1

zi=Ki < 1

To estimate the equilibrium ratio by Watson’s correlation, the critical proper-
ties and acentric factors of components required have been extracted from GPSA
(2004) for all components and reported in below table.

Component Pc (psi) Tc (R) Acentric factor

C1 667 343.01 0.0115
C2 706.6 549.59 0.0994
C3 615.5 665.59 0.1529
i-C4 527.9 734.08 0.1866
n-C4 550.9 765.22 0.2003
i-C5 490.4 828.67 0.2284
n-C5 488.8 845.47 0.2515

The equilibrium for methane is calculated as follows:

KC1 ¼
667
200

exp

	
5:37ð1þ 0:0115Þ

�
1� 343:01

600

�

¼ 34:158

The results for other components are report in below table.

Component zi Ki Eq. (5.53) zi*Ki zi/Ki

C1 0.4 34.1576 13.6630 0.0117
C2 0.2 5.8018 1.1604 0.0345
C3 0.15 1.5641 0.2346 0.0959
i-C4 0.1 0.6355 0.0635 0.1574
n-C4 0.1 0.4669 0.0467 0.2142
i-C5 0.03 0.1985 0.0060 0.1512
n-C5 0.02 0.1563 0.0031 0.1279
Sum e e 15.1773 0.7927

The
PN

i¼1 zi=Ki is smaller than 1, therefore the fluid is superheated vapor.
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Example 5.5
Given a fluid with the composition.

Component zi Pc (psi) Tc (R) w

C1 0.2 667 343.01 0.0115
C3 0.3 665.59 665.59 0.1529
n-C5 0.5 488.8 845.47 0.2515

Estimate the bubble-point pressure at 620 R using Watson correlation.

Solution
The equilibrium ratio could be calculated similar to example 5.4. A value for pres-
sure is estimated, and then the pressure is corrected using linear interpolation.
The calculation for the first three iterations is reported in the table below.

Component zi

P ¼ 1700 P ¼ 1300

1:2755L0:9754
1300L1700 ð1L1:2755ÞD1300

¼ 1667.168

k z*K k z*K k z*K

C1 0.2 4.4419 0.8884 5.8087 1.1617 4.5294 0.9059
C3 0.3 0.2483 0.0745 0.3248 0.0974 0.2532 0.0760
n-C5 0.5 0.0250 0.0125 0.0326 0.0163 0.0255 0.0127
Sum e e 0.9754 e 1.2755 e 0.9946

The converged bubble-point pressure is 1658.12 psi.

Example 5.6
Calculate the bubble-point pressure of an equimolar mixture of methane and
normal decane using PengeRobinson EOS (PR EOS) at 380K. Using the quadratic
mixing rule. Set the binary interaction parameters to zero.

Solution
The PengeRobinson EOS is presented by the following equations:

P ¼ RT
V � b

� a
VðV þ bÞ þ bðV � bÞ (a)

a ¼ aac

ac ¼ 0:45724
R2T2c
Pc

(Continued)
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b ¼ 0:07780
RTc
Pc

a ¼
"
1þ k

 
1�

�
T
Tc

�0:5
!#2

k ¼ 0:37464þ 1:54226u� 0:26992u2

The fugacity coefficient may be calculated by the following equation.

ln fi ¼
1
RT

Z N

V

"�
vP
vni

�
T ;V ;njþi

� RT=V

#
dV � ln Z (b)

Substituting Eq. (b) in Eq. (a) and applying the quadratic mixing rules to
calculate parameters a and b for a mixture, gives the following equation for
fugacity coefficient of component i in a mixture.

ln
fi
ziP

¼ ln fi ¼
bi
b
ðZ � 1Þ � lnðZ � BÞ

þ A

2
ffiffiffi
2

p
B

 
2
a

XN
j¼1

zjaij � bi
b

!
ln

"
Z þ �1� ffiffiffi

2
p �

B

Z þ �1þ ffiffiffi
2

p �
B

#
(c)

in which zi is the mole fraction of component i in the liquid or gas mixture, ai and
bi are the parameters of PR EOS for component i in the mixture, a and b are the
parameters of PR EOS for mixture and defined as below based on quadratic mix-
ing rules:

a ¼
X
i

X
j

zizjðaiajÞ0:5 (d)

b ¼
X
i

zibi (e)

The A and B dimensionless parameters are determined by following
relations:

A ¼ aP
R2T2

(f)

B ¼ bP
RT

(g)
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The critical temperature, critical pressure, and acentric factor for methane
and ethane were taken from Danesh (1998).

Component xi Tc (K) Pc (MPa) u

C1 0.5 190.56 4.60 0.0115
n-C10 0.5 617.7 2.11 0.4923

For bubble-point calculation, consider xi ¼ zi, Assuming P ¼ 20 MPa as initial
guess for bubble-point pressure. The parameters of PR EOS are calculated as fol-
lows:

The parameters a and b are determined using Eqs. (d) and (e) for both vapor
and liquid phases.

For liquid phase:

aL ¼
X
i

X
j

xixjðaiajÞ0:5 ¼ 2:7850 Pa m6�mol2

bL ¼
X
i

xibi ¼ 1:0808� 10�4 m3�mol

AL ¼ 5:5804; BL ¼ 0:6842

For vapor phase:

aV ¼
X
i

X
j

yiyjðaiajÞ0:5 ¼ 0:176 Pa m6�mol2

bV ¼
X
i

yibi ¼ 2:6829� 10�5 m3�mol

AV ¼ 0:3525; BV ¼ 0:1698

Z-form of PR EOS for compressibility is as follows.

Z3 � ð1� BÞZ2 þ �A� 3B2 � 2B
�
Z � �AB� B2 � B3

� ¼ 0

(Continued)

Component xi Ki yi [ Kixi
Normalized
yi

aci
(Pa m6/
mol2)

bi
(m3/mol) a

ai [ acia
(Pa m6/
mol2)

C1 0.5 3.449 1.725 0.9998 0.2495 2.68E�05 0.703 0.175
n-C10 0.5 7.018E�04 3.509E�04 2.0343E�04 5.1753 1.89E�04 1.491 8.519
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Solving the Z-form of PR EOS for compressibility factor is performed using
calculated parameter for each phase. Note that, if three roots are obtained by
solving the equation prior to the last equation, for vapor phase select the biggest
root and for liquid phase select the smallest root.

ZL ¼ 0:9383; ZV ¼ 0:9063

The fugacity of each component for both phases is calculated by Eq. (c).

Component f Li ðMPaÞ fVi ðMPaÞ fL
i ¼ f Li

ziP
fV
i ¼ fVi

ziP
Ki ¼ fV

i

fL
i

Kixi

C1 15.62 17.72 1.562 0.886 1.763 0.882
n-C10 3.11E�02 3.73E�04 0.003 0.092 0.034 0.017

Checking the error by error ¼PN
i¼1

�
1� f Li

f Vi

�2

gives:

error ¼
XN
i¼1

 
1� f Li

fVi

!2

¼ 6:802� 103

Modifying the pressure for the next iteration as follows:

Pnew ¼ Pold
X
i

Kixi

Pnew ¼ 25� ð0:882þ 0:017Þ ¼ 17:972 MPa

Now, with the Pnew and adjusted equilibrium ratio, repeat previous steps un-
til the error is greater than 10�12. The converged bubble-point pressure is
15.902 MPa.

5.5 A DISCUSSION ON THE STABILITY

As pointed out before, an important obstacle in VLE problems is
knowing whether a mixture actually forms two or more equilibrated phases
or remains as a single stable phase. This is a very serious question and even if
the results of the flash calculations seem physically consistent, this question
should be answered to validate the outcomes.

The thermodynamic concept for phase stability states that a mixture will
split in two or more phases if its total Gibbs free energy decreases after split-
ting, and remains as a single phase if splitting requires an increase in the total
Gibbs energy (Prausnitz et al., 1998). This concept was developed by Baker
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and Michelsen (Baker et al., 1982; Michelsen, 1982) in the early 1980s. In
this section, we briefly discuss stability based on these two papers.

Imagine a binary mixture with a given composition (known mole frac-
tion, zi, of each component). One could define the normalized Gibbs
energy function for this mixture by Whitson and Brulé (2000):

g� ¼ G=RT ¼
XN
i¼1

zi ln fiðzÞ (5.64)

The g* function could be shown as a curve in a two-dimensional plot
versus one of the mole fractions as it could be seen in Fig. 5.1.

The graphic equilibrium examination requires a tangent plane to the
Gibbs energy surface in a manner in which the tangent plane does not
meet the surface except at the tangency points. The points of tangency
are actually the compositions, which satisfy the condition of equal fugacity
and are equilibrium phases. In fact, for this binary mixture, x and y, respec-
tively, represent dew point and bubble point. If a mixture is split into two
phases, it is a physical necessity that the mixture composition locates
between bubble point and dew point.

nL þ nV ¼ n (5.65)

nLðy� zÞ ¼ nVðz� xÞ (5.66)

The mixture Gibbs energy then will be:

g�mix ¼ FVg
�
V þ ð1� FVÞg�L (5.67)

The FV could be found by Eq. (5.68):

FV ¼ z� y
x� y

(5.68)

Figure 5.1 Reduced Gibbs energy surface of a hypothetical binary mixture.
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If the mixture composition located at z < x or z > y the material balance
emphasizes that the mixture could not form two phases. It can be shown if
z > y then:

nLðy� zÞ ¼ nVðz� xÞ (5.69)

Eq. (5.69) will be true if one of the mole numbers is negative, which is
physically impossible.

Fig. 5.2 shows a normalized Gibbs energy curve for a hypothetical binary
mixture. As can be seen from the figure, there are three valleys in the pic-
ture, which may suggest three tangents for the mixture. Nevertheless,
only one of the tangents (AC) is valid and the other two (AB and BC) are
invalid. This is because tangent AC does not intersect the g* curve (other
than at tangency points), whereas tangents AB and BC lie above the Gibbs
energy curve. Despite satisfying equal-fugacity constraint, these false tan-
gents only present local minima of the g* curve and the AC tangent, which
really indicates a valid two-phase solution. In other words, any solution with
a composition in the range of zA < z < zC will split in two equilibrated
phases for which points A and C represent them. Despite invalidity of AB
and AC, these are two potential two-phase solutions and could hardly be
detected. Without previous data on actual equilibrium conditions, one
could wrongly assume that these false tangents are valid solutions.

Figure 5.2 Reduced Gibbs energy surface of a hypothetical binary mixture with two
invalid tangents (AB and BC).

276 E. Soroush and A. Bahadori



Fig. 5.3 shows a normalized Gibbs energy plot for a hypothetical binary
mixture. As could be seen from the figure, the g* curve has three valleys in a
way that a single tangent line could pass through all of them. This is an indi-
cation of a three-phase equilibrium for any composition, which lies in the
zA < z < zC region. For z < zA and z > zC, the mixture remains as a stable
single phase.

Fig. 5.4 demonstrates a normalized Gibbs energy curve for a hypothetical
binary mixture. As it is shown in the figure, this curve has two valid tangents
AB and CD, each of which represents two different equilibrated two-phase
systems. If the feed composition lies in the zA < z < zB region, the mixture
splits into Q1 and Q2 phases, whereas if it is in the zC < z < zD region it
splits into Q3 and Q4 phases. The mixture remains as a stable single phase
outside these composition areas. The AD tangent line is not valid because
it intersects the Gibbs energy curve.

Figure 5.3 Reduced Gibbs energy surface of a hypothetical binary mixture with three
valleys.

Figure 5.4 Reduced Gibbs energy surface of a hypothetical binary mixture with two
valid tangents.
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These examples point out that when the g* curve is concave upward, the
mixture remains a stable single phase. On the other hand, it is proven that

when the Gibbs energy curve is convex
�
v2g�

vz2 < 0
�
downward, the mixture

is intrinsically unstable (Danesh, 1998; Whitson and Brulé, 2000).
Despite that all the mentioned examples earlier are for binary mixtures,

the basic rules remain valid for multicomponent mixtures, and the necessary
and sufficient condition for equilibrium is curve-tangent citation. Neverthe-
less, for a multicomponent system the graphical presentation of the hyper
surface g* curve and hyper plane tangent is not practical. In this regard,
many investigators tried to develop a numerical algorithm that could
perform the calculation of phase stability.

The numerical algorithm for stability test, which is developed by
Michelsen (1982) gives acceptable results for various multiphase mixtures.
The detailed discussion of this stability test is beyond the scope of this
book; nevertheless, its simplified algorithm is as follows. In the graphical pre-
sentation of this test, a tangent plane should be drawn on the g* curve at the
feed composition. The next step is to locate the other tangent planes to the
Gibbs energy surface, which are parallel to the feed tangent plane. If any of
the parallel, tangent planes are found below the feed tangent plane, the feed
mixture would be unstable and will split into at least two equilibrated phases.
If there is no other tangent plane parallel to the feed tangent plane or other
tangent planes are all locating above the feed tangent plane, then the mixture
will remain as a single stable phase. In addition, if a mixture composition lo-
cates on the very same feed tangent plane, the feed is in equilibrium state
(bubble or dew point), and the second phase represents another
equilibrium-stable phase (Firoozabadi, 1999; Whitson and Brulé, 2000).

Fig. 5.5 is a graphical representation of Michelsen test for a hypothetical
binary mixture. Assume the feed stream composition is zB. After drawing
the tangent plane on the Gibbs free energy curve at point B, one must search
for tangent planes parallel with the feed composition concentration. As can
be seen from Fig. 5.5, the tangent planes at points C and E are parallel with
the tangent plane at B. The tangent at point E lies under the feed tangent
plane, and this means that the feed mixture is unstable and will split in
two equilibrated phases. If we assume the feed composition is zE, then, as
could be seen from the figure, there will be no tangent planes parallel to
the feed tangent plane, which locates below it. This is evidence for stability
of the feed mixture as a stable single phase. If we assume a mixture with
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composition of zA, then observe the feed tangent plane with another point
of tangency at pointD. This means the feed composition at pointA indicates
an equilibrium state (bubble point or dew point), whereas the pointD shows
another equilibrium state.

This algorithm could be interpreted in mathematical relations. Michelsen
indicated that finding a tangent plane parallel to the feed tangent plane
equals finding a composition y, for which the fugacities of its components
are equal to the fugacities of the feed components times a constant. This
actually is the key to the rule of the Michelsen test and permits it to be
used for multicomponent systems. This key concept could be mathemati-
cally shown as:

fzi
fyi

¼ cons. (5.70)

The stability test consists of two or more parts that should be calculated
separately. In each part, one should find the second phase with a different
assumption than in the other part. In one part, the second phase is assumed
vapor like, and, in the other part, the second phase is considered liquid like.
In principle, one can even assume N (the number of species in the mixture)
parts for a stability test, starting each search with a pure component as the
composition, but it is unnecessary. It would be sufficient if the assumptions
were in a manner that covers a large composition range for searching. The
following simplified algorithm could be used to perform the Michelsen
stability test (Whitson and Brulé, 2000):
1. Find the fugacity of each component in the mixture.
2. Find the equilibrium ratio of each component with the use of Wilson

correlation.

Figure 5.5 Graphical representation of Michelsen test for a hypothetical binary
mixture.
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3. Find the mole number of each component in the second assumed
phase.

Yi ¼ ziKi if the 2nd assumed phase is vapor like

Xi ¼ zi
Ki

if the 2nd assumed phase is liquid like
(5.71)

4. Find the mole fraction of each component in the second phase by
normalizing the mole number.

yi ¼ YiPN
j¼1

Yj

if the 2nd assumed phase is vapor like

xi ¼ XiPN
j¼1

Xj

if the 2nd assumed phase is liquid like
(5.72)

5. With the help of an EOS, find the fugacity of each component in the
second assumed phase.

6. Find the fugacity ratio with the help of feed fugacity components fzi and
the fugacities of the assumed phase, which has been found in step 5.
This fugacity ratio will be used for sequential update of the equilibrium
ratios.

ðRiÞV ¼ fzi
fyi

1PN
j¼1

Yj

if the 2nd assumed phase is vapor like

ðRiÞL ¼
fxi
fzi

XN
j¼1

Xj if the 2nd assumed phase is liquid like

(5.73)

7. Check for Convergence.

XN
i¼1

ðRi � 1Þ2 < ε (5.74)
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8. If the convergence is not achieved, the equilibrium ratios should be
updated.

K ðnþ1Þ
i ¼ Kn

i R
n
i (5.75)

9. with the use of the following criterion, check for the trivial solution.

XN
i¼1

ðln KiÞ2 < 1� 10�4 (5.76)

10. If the trivial solution does not achieve, repeat the procedure from step 3.
If both assumed phases reach convergence for a trivial solution, the
feed composition is stable. If one of the assumed phases reaches a
trivial solution whereas the sum of mole fractions of the other phase
is less than or equal to unity

�PN
j¼1 Yj or

PN
j¼1 Xj � 1

�
, the feed

composition remains as a single stable phase. If the sum of mole frac-
tions of both assumed phases became less than or equal to unity�PN

j¼1 Yj and
PN

j¼1 Xj � 1
�
then the mixture would remain a

stable single phase. In principle, it is difficult to give an unassailable
guarantee for the mixture stability without checking all the compo-
sitions; however, this stability test usually confirms the stability.
The stability test shows the feed mixture is unstable if the sum of
the mole fractions of one of the assumed phases becomes more
than unity

�PN
j¼1 Yj or

PN
j¼1 Xj > 1

�
. It is interesting to point

out that, for the unstable phase, the equilibrium ratios from the
stability test could be used as initial guesses for performing flash
calculations. Note that if both

PN
j¼1 Yj and

PN
j¼1 Xj become more

than unity, then the following equation could be used for the initial
guess.

Ki ¼ ðyi=xiÞ ¼ KiVKiL (5.77)

This initial guess would be very beneficial near the critical point for
equilibrium calculations, as it will be crucial to have a close approx-
imation of the K-values at that region. With the help of this initial
guess and Eq. (5.39) one could solve for a vapor mole fraction V
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and following Eqs. (5.78) and (5.79) the new vapor mole fraction
could be found:

Vjþ1 ¼ Vj �
PN
i¼1

ziðKi � 1Þ
V ðKi � 1Þ þ 1 

d
dV

XN
i¼1

ziðKi � 1Þ
V ðKi � 1Þ þ 1

!
j

(5.78)

Note that the subscript j is a sign for an iteration counter. The derivative
in the denominator is as follows:

d
dV

XN
i¼1

ziðKi � 1Þ
V ðKi � 1Þ þ 1

¼ �
XN
i¼1

ziðKi � 1Þ2
ðV ðKi � 1Þ þ 1Þ2 (5.79)

With the new vapor mole fraction, one could have new mole fractions
with the help of Eqs. (5.37) and (5.38) and then use an EOS to calculate
new equilibrium ratios. This procedure could successively repeated to
the point of convergence.

Fig. 5.6 shows the normalized Gibbs energy for a hypothetical binary
mixture at constant temperature and pressure. The compositionMmust
be split into two phases of A and D to be stable. Nevertheless, there is
the possibility that it remains as metastable phase. The metastable-phase
region could develop by the increase of z1 until it reaches the inflation
point I at which v2g�

vz2 turns negative and the mixture intrinsically could not
be stable and will split into two phases of A and D. This point is called
the limit of intrinsic stability and specifies the border of the metastable
single-phase fluid.

Figure 5.6 Reduced Gibbs energy for a hypothetical binary mixture at constant
temperature and pressure.
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Fig. 5.7 shows the Nichita (Nichita et al., 2007) phase diagram for a
reservoir fluid. The left part of the dashed line (starting from the critical
point) in the figure shows the convergence of the stability test in which
the second phase is assumed liquid like. The right part of the dashed line
represents the convergence of the stability test in which the second
phase is assumed vapor like. Inside the dashed curve, both

PN
j¼1 Yj

and
PN

j¼1 Xj are greater than unity and both tests have nontrivial solu-
tions. The dashed-line curve is known as a spinodal curve, which distin-
guishes the metastable region from the unstable region (Prausnitz et al.,
1998). This curve has an exciting feature. This curve meets the phase
envelope at the critical point. This property comes very handy for
determination of the critical point.

5.6 MULTIPHASE FLASH CALCULATIONS

When the systems under consideration are multicomponent, the
complexity of stability analysis rises dramatically. Assume a single-phase sys-
tem with vapor-like properties, which has a total Gibbs free energy of G1.
The stability of this system may be checked by considering a liquid-like
phase. The system will split into two or more phases if and only if the total
Gibbs energy of the system is reduced to G2. If the stability analysis
continued to search for a second liquid-like phase, it may be concluded
that a further reduction of total Gibbs energy to G3 is possible by forming
the third phase. The stability analysis could be continued even for a fourth
phase. This is a time-consuming and long process for ensuring a valid flash
calculation. Therefore, a flash calculation with prior knowledge on the sys-
tem behavior makes it much easier and saves much time.

Figure 5.7 Phase diagram for a reservoir fluid (Nichita et al., 2007).
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Imagine a multicomponent system with with j phases and i components.
For performing flash calculation on such a system, Eq. (5.39) could be modi-
fied as (Pedersen et al., 2014):XN

i¼1

zi
�
Km
i � 1

�
1þ Pj�1

q¼1
Sq
�
Kq
i � 1

� ¼ 0 q ¼ 1; 2;.; j � 1 (5.80)

in which Sq indicates the molar fraction of phase q and Kq
i represents

equilibrium ratios of species i in phases j and q. By initial estimation of the
equilibrium ratios, one could find the molar fraction of each phase by
Eq. (5.80), just like a two-phase flash calculation. The composition of each
phase could be found by Eqs. (5.81) and (5.82).

yqi ¼
ziK

q
i

1þ Pj�1

q¼1
Sq
�
Kq
i � 1

� i ¼ 1; 2;.N and q ¼ 1; 2.; j � 1 (5.81)

yji ¼
zi

1þ Pj�1

q¼1
Sq
�
Kq
i � 1

� i ¼ 1; 2;.N (5.82)

Here, yqi and y
j
i respectively represent, mole fractions of species i in phases

q and j.
In the absence of water, oil and gas compositions are unlikely to form

more than two phases and there is no need for a multiphase flash. Neverthe-
less, in the petroleum industry, multiphase flash will come in handy on many
occasions. For example, when at low temperature CO2 is displaced by reser-
voir oil, a three-phase system will form which has two liquid phases (one
hydrocarbon rich and the other CO2 rich) in equilibrium with a vapor
phase. Presence of water as a separate phase is very common in the reservoirs
and under proper temperature and pressure conditions; it also can take a
solid-phase form as hydrate or ice. In addition, the formation of asphaltenes
and waxes as precipitations are very common.

As mentioned earlier, water is very common in petroleum reservoirs and
often forms a third phase during production. This water phase could be
assumed pure water because the solubility of hydrocarbons in water is quite
limited. This assumption would simplify the flash calculation by not consid-
ering other solubility of other species in the water phase. At first, it can
be assumed that there are only two phases; a pure-water phase and a
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hydrocarbon phase, which contains an amount of dissolved water. The
question is whether the dissolved water from the assumed hydrocarbon
phase will separate. This may happen if dissolved water has a larger chemical
potential than in its pure form.

ðmwaterÞdissolved > ðmwaterÞpure (5.83)

Eq. (5.83) could be rewritten by expanding the chemical potentials.

m0w þ RTðln fdw þ ln P þ ln zÞ > m0w þ RT
�
ln fpw þ ln P þ ln z

�
(5.84)

in which subscripts dw and pw represent dissolved water and pure water,
respectively, and the term z is the overall mole fraction of water in the
mixture. By eliminating like terms on both sides, Eq. (5.84) could be
simplified to Eq. (5.85).

ln fdw þ ln z > ln fpw (5.85)

Therefore, if the dissolved water in the hydrocarbon phase precipitates,
then its mole fraction x could be found by Eq. (5.86) and the rest of the
water would be in the pure-water phase.

ln fdw þ ln x� ln fpw ¼ 0 (5.86)

Now that the amount of water in each phase is determined, the assumed
hydrocarbon phase could be flashed independently. Note that if no pure
water drifts from the feed mixture, Eq. (5.85) will no longer be valid and
one should perform two-phase pressureetemperature (PT) flash on the
mixture but check every iteration whether from any of the hydrocarbon
phases a pure-water phase will be separated.

5.7 CALCULATION OF SATURATION PRESSURES WITH
STABILITY ANALYSIS

Saturation pressure of a mixture at a fixed temperature refers to a pres-
sure at which an equilibrium state with a minuscule quantity of an incipient
phase is granted. In other words, in a PT flash calculation the vapor mole
fraction has the value of zero or unity. This may could be interpreted in a
simpler way of bubble and dew-point pressures. The conventional method
for finding saturation pressures is to search for pressures that, with the value
of vapor mole fractions equal to one or zero, the PT flash converges. This
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method has previously been discussed in this chapter. Despite the safety of
this algorithm, it is time-consuming and has convergence problems at
high pressure and near-critical point. There are other alternative procedures,
which, with the use of stability analysis, calculate saturation pressures in a
more resourceful way. The algorithm proposed by Michelsen is one of
the most efficient methods for finding the saturation pressure. It starts
with an estimated moderate pressure from either the bubble-point or
dew-point curve.

There are two conditions for defining a saturation pressure. First is the
equality of fugacities for all components in both phases:

fzi ¼ fyi (5.87)

And the second, for the incipient phase the mole fraction equals unity:

XN
i¼1

yi ¼ 1 or
XN
i¼1

xi ¼ 1 (5.88)

The conventional equations for solving bubble-point and dew-point
calculations could be found by using the equilibrium ratio K.

1�PN
i¼1

ziKi ¼ 0 for Bubble calculation

1�PN
i¼1

zi=Ki ¼ 0 for Dew calculation

(5.89)

To use the concept of stability analysis for establishing the condition of
saturation pressure, one should search for a secondary phase for which its
tangent plane is parallel to the tangent plane of the mixture and has zero dis-
tance from it. In another word, the sum of all mole numbers in the incipient
phase should be equal to unity.

XN
i¼1

Yi ¼ 1 (5.90)

Michelsen (1985) stated that for the determination of saturation pressure:

cðpsat; yÞ ¼ 1�
XN
i¼1

zi

	
fiðzÞ
fiðyÞ



¼ 0 ¼ 1�

XN
i¼1

yi

 
fzi
fyi

!
¼ 1�

XN
i¼1

Yi

(5.91)
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Here, the yi is defined as:

yi ¼ YiPN
j¼1

Yj

(5.92)

An algorithm proposed by Whitson and Brulé (2000) for solving this
problem is proposed as follows:

1. Assume the vapor mole fraction V is equal one or zero. The convergence
would not be affected if the validity of this assumption is not confirmed.

2. Consider a pressure and use that for theMichelsen Stability test. If the test
results in the stability of the mixture, at the assumed pressure, indicate the
higher limit of the saturation pressure search on the upper curve of the
phase diagram. Go back to the first step and assume a lower pressure to
find an unstable condition. The pressure at which the stability test results
in an unstable system indicates the lower limit of the saturation pressure
search on the upper-curve phase diagram.

3. With the unstable system at hand, the equilibrium ratios could be used
for finding mole numbers of the incipient phase at dew and bubble
points. It should be noted that if the stability test showed two unstable
solutions, the equilibrium ratios of the one with the bigger

PN
i¼1 Yi

should be used.

Yi ¼ ziKi Bubble calculation

Yi ¼ zi=Ki Dew calculation
(5.93)

4. Use Eq. (5.94) to find the normalized composition of the incipient phase.
With the use of an EOS, and at the estimated saturation pressure,
calculate Z factors and fugacities of the components for both z and y
phases.

yi ¼ YiPN
j¼1

Yj

(5.94)

5. Find the fugacity ratio

Ri ¼ fzi
fyi

1PN
j¼1

Yj

(5.95)
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6. With the use of the fugacity ratio, update the mole numbers of the incip-
ient phase:

Ynþ1
i ¼ Yn

i


Rn
i

�l (5.96)

which here l is defined as

l ¼
���� b11
b11 � b01

����
b01 ¼

XN
i¼1

ln Rn
i ln Rn�1

i

b11 ¼
XN
i¼1

ln Rn�1
i ln Rn�1

i

(5.97)

7. Using NewtoneRaphson, the new saturation pressure could be
estimated:

pnþ1
sat ¼ pnsat �

Qn�
vQ
vp

�n (5.98)

And the
�
vQ
vp

�n
is calculated in the nth iteration through Eq. (5.99):

vQ
vP

¼
XN
i¼1

YiRi

 
vfyi
vp

1
fyi
� vfzi

vp
1
fzi

!
(5.99)

If the objective is finding an upper saturation pressure, the new estimate
from Eq. (5.98) should be higher than the pressure which we guessed at
the second step. If this condition was not fulfilled, go to step two and
assume a new saturation pressure; if it did have a higher value than
the estimated pressure, then check if the convergence criterion is
satisfied.�����1�XN

i¼1

Yi

����� < 10�13 and

24XN
i¼1

lnðRiÞ
ln

�
Yi

zi

�
352 < 10�8 (5.100)
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A trivial solution is achieved if the following criterion is satisfied:XN
i¼1

�
ln
Yi

zi

�2

< 10�4 (5.101)

8. If the algorithm did not converge to a solution, go back to step 4, but if it
did converge to a solution, the determining the type of saturation could
be easily performed by looking at the mole fraction of the mixture’s
heaviest species and comparing it with the mole fraction of that species in
the incipient phase. If the mole fraction of the heaviest species in the
incipient phase is greater than in the mixture, the saturation pressure is a
dew point and the equilibrium ratio will be Ki ¼ zi/yi. If the mole
fraction of the heaviest species in the incipient phase was less than that in
the mixture, then the saturation pressure is a bubble point and the
equilibrium ratio would be Ki ¼ yi/zi.

5.8 IDENTIFYING PHASES

One important and applicable aspect of flash calculation is to identify
the phases that may be formed after performing the flash operation. For oil
and gas mixtures, when the flash calculation results in splitting the mixture, it
is usually convenient to say the one that has a lower density is the vapor
phase and the other is the liquid phase. Nevertheless, in the case of a single
phase, it may be hard to tell if the phase is really a liquid or a vapor. It is sug-
gested that (Pedersen et al., 2014):

If Vb < const the mixture is a liquid
If Vb > const the mixture is a vapor

Here, V represents the molar volume, b is the parameter of the cubic
EOS, and const depends on the EOS. The constant for the PR and SRK
EOSs is suggested to have a value of 1.75.

Problems
5.1 Use SRK EOS for calculating the composition of equilibrated phases

for the mixture with the following composition at 1500 psia and 150�F.

Component zi

C1 0.5176
n-C4 0.1593
C10 0.3232
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5.2 Calculate the equilibrium ratios with the Whitson and Torp Correla-
tion for a mixture with the following composition at 750 psia and 15�F.

Component zi

C1 0.429
C2 0.178
C3 0.108
i-C4 0.102
n-C4 0.082
i-C5 0.049
n-C5 0.042
C6 0.001
CO2 0.002
N2 0.003
H2O 0.004

5.3 Determine the bubble point temperature of the mixture with the
following composition at 500 psia. Assume C7þ has the properties of
C10. Use Raoult’s law for finding equilibrium ratios.

Component zi

C1 0.2032
C2 0.3483
C3 0.0988
i-C4 0.0618
n-C4 0.0954
i-C5 0.0255
n-C5 0.0387
C6 0.0377
C7þ 0.0303
CO2 0.0120
N2 0.0483

5.4 Repeat example 5.6 using SRK EOS.
5.5 Repeat example 5.5 using PR EOS.
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6.1 INTRODUCTION

Appropriate production management from an oil and gas reservoir can
increase the production of the hydrocarbons (oil and gas) originally in the
reservoir. Building appropriate management policies needs precise under-
standing of oil and gas reservoir characterizations including reservoir rock
and fluid characterization. In this chapter we try to explain the different sam-
pling methods and experimental procedures for calculating reservoir fluid
properties (Moffatt and Williams, 1998; Williams, 1994, 1998; Standing,
1951, 1952; API Recommended Practice 44, 2003).

The main aim of the fluid sampling in oil and gas reservoirs is to collect a
sample that is demonstrative of the original oil and gas fluid. If the process of
sampling is improper or if fluids are gathered from an inappropriately
“conditioned” well, the subsequent samples may not be demonstrative of
the original oil and gas fluid. A nondemonstrative sample may not show
the same characters as the original oil and gas fluid. Using fluid property
data gained from nondemonstrative samples, however precise the laboratory
experiment approaches, may yield faults in the management of the oil and
gas reservoir. Inadequate development can also result in insufficient data
being taken throughout the sampling plan. Inadequate data can make it un-
feasible or problematic for lab experts to conduct and deduce experiments
that give precise and expressive fluid character info (API Recommended
Practice 44, 2003).

The composition of the reservoir oil and gas samples gathered from
different oil and gas fields in the world varies significantly. In some fields,
the sample is in the liquid state and in others it is in the gaseous state;
commonly, liquid and gas exist in a specified reservoir. Furthermore, the
composition of the rocks that encompass these reservoir fluids also differs
significantly, and in flow and physical characters. In specific cases, this can
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oblige to complex the sampling process. It should be noted that different fac-
tors affect the choosing of fluid sampling method such as height of oil/gas
column, fractured or homogeneous reservoir, and water coning (API Rec-
ommended Practice 44, 2003; Moffatt and Williams, 1998; Williams, 1994,
1998).

An appropriate sample taken from a sole well can be demonstrative of the
original oil and gas reservoir fluid throughout the whole reservoir when a
reservoir is fairly small. Samples collected from different wells and/or depths
may be needed for reservoirs that are large or complicated. In reservoirs
exposed to new tectonic disturbances and/or very thick formations in
huge oil and gas reservoir, considerable changes in fluid composition often
happen. Extra sampling throughout the later life of a reservoir is common
for the reason that production knowledge can reveal that the reservoir is
more complicated than shown by earlier info (API Recommended Practice
44, 2003; Moffatt and Williams, 1998; Williams, 1994, 1998).

Two main categories for reservoir fluid sampling are surface sampling
and subsurface sampling. As clearly seen from the names of these methods,
each group indicates the place at which the sampling method takes place.
Subsurface sampling is also known as bottom-hole or downhole sampling.
Choosing one specific approach over another is affected by the producing
characteristics and the mechanical condition of the well, the reservoir fluid
type, the design and mechanical situation of the surface production facilities,
the comparative cost of the different approaches, and safety concerns. Expla-
nation with details of the suggested sampling techniques is demonstrated in
the following sections of this chapter. Parameters that should be taken into
account in selection of a technique are also illustrated (API Recommended
Practice 44, 2003; Moffatt and Williams, 1998; Williams, 1994, 1998).

The selection of either the bottom-hole or surface sampling technique
cannot be reflected as a routine or straightforward issue. Each reservoir
generally has specific limitations or conditions special to it. Wells that
show rapid changes in rate of production exhibit particular complications
in making the required experiments with satisfactory precision. Daily or sea-
sonal weather variations can also affect the operation of fluid sampling.
Therefore, the specifics of a prearranged sampling process regularly need
amendment to avoid local difficulties (API Recommended Practice 44,
2003; Moffatt and Williams, 1998; Williams, 1994, 1998).

Well conditioning prior to fluid sampling is practically required. Normal
production operations or initial well testing often yields the fluid near the
wellbore that has a composition that is changed from the initial reservoir
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fluid. The main aim of the well conditioning is to eliminate this nonrepre-
sentative fluid. Conditioning of the well comprises a production rate that
will push the nonrepresentative fluid into the wellbore and let it to be
substituted by representative fluid flowing from the reservoir. Conditioning
of the well is particularly eminent when the fluid of the reservoir is at or near
its bubble point/dew point pressure at the dominant reservoir circumstances
for the reason that pressure reduction near the wellbore, which unavoidably
happens from production well, will change the fluid composition that is
flowing into the wellbore (API Recommended Practice 44, 2003; Moffatt
and Williams, 1998; Williams, 1994, 1998).

6.2 SAMPLING METHOD

As mentioned in previous section, the choice of sampling method can
be influenced by a number of important considerations. These include the
volume of sample required by the laboratory, the type of reservoir fluid to
be sampled, the degree of depletion of the reservoir, the mechanical condi-
tion of the wellbore, and the type of available gaseoil separation equipment
(API Recommended Practice 44, 2003).

6.2.1 Subsurface Sampling
6.2.1.1 Bottom-Hole Samplers
The conventional subsurface method consists of lowering a sampling device,
usually called a “bottom-hole sampler,” down the well to a preselected
depth. The bottom-hole samplers can be used in either open-hole or
cased-hole wells and can be run in tubing. A sample of the fluid in the well-
bore at that depth is trapped in a pressure-tight section of the sampler. The
sampler is brought to the surface where the sample is repressured and
restored to single-phase condition, then it may be transferred to a suitable
pressure vessel for transporting to the laboratory. Bottom-hole samplers
are available in a variety of configurations: design details and operating in-
structions can be obtained from the vendors of such equipment (Moffatt
and Williams, 1998; Williams, 1994, 1998; API Recommended Practice
44, 2003; Danesh, 2003).

The subsurface sampling method is often used when the flowing
bottom-hole pressure is greater than the reservoir oil saturation pressure.
Some types of bottom-hole samplers function poorly with highly viscous
and foaming oils. The operator should study the operation of the sampler
and then decide if a representative sample can be collected with it.
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Mechanical obstructions, such as a downhole choke or a bent or collapsed
section of tubing, can prevent the sampler from reaching the desired sam-
pling depth. Produced sand can also form an obstruction. When a large vol-
ume of sample is desired, the relatively small sample provided by a bottom-
hole sampler requires repetition of the sampling operation. However, mod-
ern designs of subsurface samplers incorporate larger volume and/or multi-
ple sample containers (API Recommended Practice 44, 2003; Proett et al.,
1999; Smits et al., 1993; Danesh, 2003).

6.2.1.2 Formation Testers
The modern open-hole wire-line samplers (API Recommended Practice
44, 2003; Proett et al., 1999; Smits et al., 1993) consist of a probe and
seal assembly that can be extended against the side of the wellbore to achieve
a pressure-tight flow path between the reservoir layer and the tool flow line
leading to one or several chambers that can be selectively opened and closed
by control from the surface. A suitable pressure gauge enables accurate mea-
surement of the flow line pressure.

Whereas the bottom-hole samplers collect a fraction of whatever fluid is
inside the wellbore, the formation testers collect fluid samples directly from
the formation. Modern formation tester tools can pump out drilling and
completion fluids before collecting an uncontaminated sample of reservoir
fluid. This ability to pump out unwanted fluids overcomes the serious dis-
advantages of earlier designs. However, increasing use of oil-based muds
during drilling has resulted in common problems with contamination of
fluid samples (API Recommended Practice 44, 2003; Proett et al., 1999;
Williams, 1998; Danesh, 2003).

Procedures are identical to those used for conventional bottom-hole
samplers. However, to minimize possible handling incidents that may
affect their integrity, samples should be shipped to the pressureevolumee
temperature (PVT) laboratory in the sampling chamber whenever possible
rather than being transferred into shipping containers at the well site (API
Recommended Practice 44, 2003).

6.2.1.3 Surface Sampling
The surface sampling method consists of taking samples of separator oil and
gas with concurrent and accurate measurements of the rates of separator oil
and gas flow. The reservoir fluid is reconstructed in the lab by recombining
the gas and oil samples in appropriate proportion as determined from the
producing gaseoil ratio (GOR). Large volumes of both oil and gas samples
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can be easily obtained with this method (Moffatt and Williams, 1998;
Williams, 1994, 1998; API Recommended Practice 44, 2003; Danesh, 2003).

Before samples are taken, fluid flow into the wellbore, in the flow string,
in the separators, and through the points where the oil and gas rates are
measured must be stabilized. Also, the oil and gas flow rate determinations
must be accurate. Therefore the facilities for making these determinations
must be in excellent condition and operated by persons thoroughly
instructed in their use. Metering equipment must be properly calibrated.
The importance of these calibrations cannot be overemphasized. Any errors
in the GOR measurement will be reflected in the recombination calcula-
tions and can prevent the laboratory personnel from properly reconstituting
the reservoir fluid (Moffatt and Williams, 1998; Williams, 1994, 1998; API
Recommended Practice 44, 2003; Danesh, 2003).

As an example, recording an incorrect orifice diameter for a gas orifice
meter can easily result in a 50% error in bubble point pressure measured
on a recombined oil sample. This is not trivial and helps to illustrate the
importance of accurate flow measurement data for surface sampling.

On the other hand, other cases have shown excellent agreement in
measured fluid properties between recombined surface samples and subsur-
face samples, thereby confirming that the surface sample method can pro-
vide good results, if good samples are collected and if flow measurement
data are accurate and representative (Moffatt and Williams, 1998; Williams,
1994, 1998; Standing, 1951, 1952; API Recommended Practice 44, 2003;
Danesh, 2003).

6.2.1.4 Wellhead Sampling
This is a less common, but potentially valuable, alternative to the previously
mentioned approaches. If a fluid is known to be in the single-phase state at
the wellhead conditions of temperature and pressure, this technique can
produce the easiest and most reliable results. Typically, it is employed
only for oils that are highly undersaturated at wellhead conditions or for
dry gases. The problem in using wellhead sampling is knowing that the fluid
is truly in the single phase at the sampling point (Moffatt andWilliams, 1998;
Williams, 1994, 1998; API Recommended Practice 44, 2003; Danesh,
2003).

6.2.1.5 Relative Advantages of Subsurface and Surface Sampling
The following summary of relative advantages of subsurface and surface
sampling should be considered in selecting the more appropriate sampling
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technique for a given application (Moffatt and Williams, 1998; Williams,
1994, 1998; API Recommended Practice 44, 2003; Danesh, 2003).
1. Pros of subsurface sampling (Moffatt andWilliams, 1998;Williams, 1994,

1998; API Recommended Practice 44, 2003; Danesh, 2003):
a. Collects directly the preferred sample.
b. With special sampling tool, can preserve full pressure on sample.
c. Excludes using surface separators and the appropriate sizing of

separators.
d. Excludes the need for flow rateemetering devices and their proper

sizing and calibration (for determination of producing GOR).
e. Requires less sampling information be transmitted to testing

laboratory.
f. Eliminates potential errors in recombination of gas and oil samples

required for surface samples.
g. Fewer sample containers need to be transmitted to the field because

three subsurface samples can supply an adequate quantity of sample
for routine laboratory studies.

2. Pros of formation testers (Moffatt and Williams, 1998; Williams, 1994,
1998; API Recommended Practice 44, 2003; Danesh, 2003):
a. Same advantages as subsurface sampling.
b. Collects the desired sample directly from the formation.
c. Sample represents reservoir fluid over a very narrow depth interval.
d. Sample not affected by fluid segregation in the wellbore.
e. Can sample reservoir fluid even if water is standing in wellbore.
f. Before production from reservoir formation, testers can sample reser-

voir fluid at original circumstances.
g. Controlled pressure drawdown during sample collection.

3. Pros of surface sampling (Moffatt and Williams, 1998; Williams, 1994,
1998; API Recommended Practice 44, 2003; Danesh, 2003):
a. Relatively easy, convenient, and less expensive compared to subsur-

face sampling (e.g., no rig or wire-line unit is required on location).
b. Avoids loss of production during required shut-in period for

subsurface sampling (period of 1e4 days, or more for low
deliverability wells).

c. Avoids the potential for getting the subsurface sampling tool stuck or
lost if the tubing is damaged or deviated, or if the sampling tool is
lowered below tubing level.

d. Applicable to cases where water is expected in tubing at the depth of
the producing formation, where subsurface sampling cannot be used.

e. Does not require that single-phase fluid be produced into the
wellbore.
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f. Preferred method for saturated gas-condensate reservoirs.
g. Applicable to gas condensates, wet and dry gases, where subsurface

sampling is generally inappropriate.
h. Applicable to viscous and foamy oils, where obtaining satisfactory

subsurface samples may be difficult.
i. Large volumes of samples and replicate samples are easier to obtain

than by subsurface samplers.
In general, the pros stated for subsurface sampling recognize drawbacks

in surface sampling and vice versa. One exception is the frequent problem
of sample contamination by mud filtrate or drilling mud that happens for
formation samples, but which is prevented when there is production to
the surface and either subsurface “production” sampling or surface sampling
(Moffatt and Williams, 1998; Williams, 1994, 1998; API Recommended
Practice 44, 2003; Danesh, 2003).

6.3 RECOMBINATION

In this section we are trying to determine reservoir fluid composition
or properties when the composition or properties of the aforementioned
fluid are available at the surface facilities (separators and stock tank) (McCain,
1990). In this regard, we have four different types of case that are explained
in detail in the following sections.

6.3.1 Case 1
In this case, we have separator gas composition, stock tank gas composition,
stock tank liquid composition, GOR in separator and stock tank, and API
(American Petroleum Institute) gravity of fluid. Consider the aforemen-
tioned input data and calculate the reservoir fluid composition at reservoir
condition. To assess this goal, we should follow the following procedure:
1. Assume 1 lbmol separator liquid and calculate molecular weight and den-

sity of the stock tank liquid
2. Calculate the number of lbmol for stock tank gas (nst.gas) and separator gas

(nsep.gas)
3. Calculate total number of lbmol and reservoir fluid composition

Example 6.1
Consider a wet gas is produced through a separator that is operating at 350 Psi
and 78�F to a stock tank. Separator produces 64,000 SCF/STB and stock tank
vents 770 SCF/STB. Moreover, stock tank liquid gravity is 53.5�API. Composition
of the surface streams is reported in the following table. Calculate the composi-
tion of the reservoir gas.

(Continued)
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Component
Separator Gas
Composition

Stock Tank Gas
Composition

Stock Tank Liquid
Composition

C1 0.8809 0.2909 0.0015
C2 0.0606 0.1749 0.0031
C3 0.02955 0.2232 0.0395
i-C4 0.016 0.0742 0.0097
n-C4 0.0057 0.1101 0.0303
i-C5 0.00208 0.0461 0.0519
n-C5 0.003 0.0401 0.0336
C6 0.002 0.039 0.1099
C7þ 0.00017 0.0015 0.7205

YC7þ in Stock Tank ¼ 0:7825

MWC7þin Stock Tank ¼ 120

Solution
At first we should assume nst.liq ¼ 1 lbmol and then follow the abovementioned
procedure.

Molecular weight of stock tank liquid is:

MWst.liq ¼
X
i¼1

xi �MWi ¼ 105:8411

API ¼ 53:5/rst.liq ¼ 47:70 lbm
�
ft3

nsep.gas ¼ 64000

�
SCF Separator Gas
1 Stock Tank STB

�
�
�

1 lbmol Separator Gas
380:7 SCF Separator Gas

�
�
�

1 STB Stock Tank Liquid

5:615 ft3 Stock Tank Liquid

�
�
�

1 ft3 Stock Tank Liquid
47:70 lbm Stock Tank Liquid

�
�
�
105:8411 lbm Stock Tank Liquid

1 lbmol Stock Tank Liquid

�
¼ 66:432

�
lbmol Separator Gas

lbmol Stock Tank Liquid

�

nst.gas ¼ 770

�
SCF Stock Tank Gas
1 Stock Tank STB

�
�
�

1 lbmol Stock Tank Gas
380:7 SCF Stock Tank Gas

�
�
�

1 STB Stock Tank Liquid

5:615 ft3 Stock Tank Liquid

�
�
�

1 ft3 Stock Tank Liquid
47:70 lbm Stock Tank Liquid

�
�
�
105:8411 lbm Stock Tank Liquid

1 lbmol Stock Tank Liquid

�
¼ 0:799

�
lbmol Stock Tank Gas

lbmol Stock Tank Liquid

�

nt ¼ 66:432þ 0:799þ 1 ¼ 68:231

ni ¼ yi sep.gas � 66:432þ yi st.gas � 0:799þ xi st.liq � 1
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Consequently, the composition of the reservoir fluid is calculated and
reported in the following table.

Component Number of Moles (ni)
Reservoir Fluid
Composition (ni/nt)

C1 58.75388 0.861102
C2 4.168624 0.061096
C3 2.180902 0.031964
i-C4 1.131898 0.016589
n-C4 0.496932 0.007283
i-C5 0.226912 0.003326
n-C5 0.264936 0.003883
C6 0.273925 0.004015
C7þ 0.732992 0.010743

6.3.2 Case 2
In this case, we have separator gas composition, separator liquid composi-
tion, GOR in separator, and separator liquid volume factor (this parameter
is defined as the ratio of separator liquid to stock tank liquid). Consider the
aforementioned input data and calculate the reservoir fluid composition at
reservoir condition. To assess this goal, we should follow the following
procedure:
1. Assume 1 lbmol separator liquid and calculate molecular weight and den-

sity of the separator liquid.
2. Calculate the number of lbmol for separator gas (nsep.gas).
3. Calculate total number of lbmol and reservoir fluid composition.

Example 6.2
Consider a wet gas is produced through a separator that is operating at 365 Psi
and 77�F to a stock tank. Separator produces 66,000 SCF/STB and separator
liquid volume factor is 1.32 bbl/STB. Moreover, stock tank liquid gravity is
50�API. Composition of the surface streams is reported in the following table.
Calculate the composition of the reservoir gas.

(Continued)
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Component
Separator Gas
Composition

Separator Liquid
Composition

C1 0.8809 0.0015
C2 0.0606 0.0131
C3 0.02955 0.0295
i-C4 0.016 0.0197
n-C4 0.0057 0.0203
i-C5 0.00208 0.1519
n-C5 0.003 0.1336
C6 0.002 0.1099
C7þ 0.00017 0.5205

YC7þ in Separator ¼ 0:7825

MWC7þin Separator ¼ 120

Solution
At first we should assume nsep.liq ¼ 1 lbmol and then follow the abovementioned
procedure.

Molecular weight of separator liquid is:

MWsep.liq ¼
X
i¼1

xi �MWi ¼ 96:13ðlbm=lbmolÞ

API ¼ 50/rst.liq ¼ 48:624 lbm
�
ft3

nsep.gas ¼ 66000

�
SCF Separator Gas
1 Stock Tank STB

�
�
�

1 lbmol Separator Gas
380:7 SCF Separator Gas

�

�
 1 STB Stock Tank Liquid
1:32 bb6 STB or liquid volume factor is
1:rocedirereported in below table.ents 366 SCF=STB.M

!

�
�

1 STB Separator Liquid

5:615 ft3 Separator Liquid

�
�
�

1 ft3 Separator Liquid
48:624 lbmol Separator Liquid

�
�
�
96:13 lbm Separator Liquid
1 lbmol Separator Liquid

�
¼ 46:242

�
lbmol Separator Gas

lbmol Separator Liquid

�
nt ¼ 46:242þ 1 ¼ 47:242

ni ¼ 46:242� yi sep.gas þ 1� xi sep.liq
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Consequently, the composition of the reservoir fluid is calculated and
reported in the following table.

Component
Number of
Moles (ni)

Reservoir Fluid
Composition (ni/nt)

C1 40.73608 0.862285
C2 2.815365 0.059595
C3 1.395951 0.029549
i-C4 0.759572 0.016078
n-C4 0.283879 0.006009
i-C5 0.248083 0.005251
n-C5 0.272326 0.005764
C6 0.202384 0.004284
C7þ 0.528361 0.011184

6.3.3 Case 3
In this case, we have separator gas gravity, stock tank gas gravity, GOR in
separator and stock tank, and API gravity of stock tank liquid. Consider the
aforementioned input data and calculate the reservoir fluid gravity at reservoir
condition. To assess this goal we should follow the following procedure:
1. Calculate the average gas specific gravity at surface using the following

equation:

gg surf ¼
P

RigiP
Ri

¼ Rsepgsep þ Rstgst

Rsep þ Rst

2. We have the following empirical equation for calculating molecular
weight of stock tank liquid:

MWl st ¼ 5954
API� 8:81

3. Calculate the mass of the gas in gas phase at surface condition using the
following equation:

mg surface ¼ R
SCF Surface Gas

STB
� 1 lbmol Surface Gas
380:7 SCF Surface Gas

� 29gg surf

¼ 0:0762� R � gg surf
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4. Calculate the mass of the gas in liquid phase at surface condition using the
following equation:

ml surface ¼ 1 STB� 5:165 ft3

1 STB
� 62:4gl surf ¼ 350:2gl surf

5. We assume 1 STB stock tank liquid at surface and calculate based on this
assumption. Moreover, we know that the produced gases from reservoir
have both liquid and gas phases. Consequently, calculate the mass of the
gas at reservoir condition using the following equation:

mass of gasreservoir ¼ mass of gassurface þmass of liquidsurface

mass of gasreservoir ¼ 0:0762� R � gg surf þ 350:2gl surf

6. Calculate the number of gas moles at reservoir condition using the
following equation:

ng reservoir ¼
0:0762� R � gg surf

29� gg surf
þ 350:2

gl surf

MWl surface

¼ 0:00263R þ 350:2
gl surf

MWl surface

7. Determine the molecular weight of the reservoir gas using the following
simple equation:

MWg reservoir ¼ mg reservoir

ng reservoir

8. Determine the specific gravity of the reservoir gas using the following
simple equation:

gg reservoir ¼
MWg reservoir

29
¼ Rgg surface þ 4600gl surface

R þ 133300
gl surf

MWlsurface

Example 6.3
Consider a wet gas is produced through a separator that is operating at 310 Psi
and 76�F to a stock tank. Separator produces 70,500 SCF/STB and stock tank
vents 500 SCF/STB and separator gas specific gravity is 0.683. Moreover, stock
tank liquid gravity and specific gas gravity are 51.2�API and 1.119, respectively.
Calculate the gas specific gravity of the reservoir gas.
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Solution
At first we should calculate the total producing GOR as follows:

Rtotal ¼ Rsep þ Rst ¼ 70500þ 500 ¼ 71000 ðSCF=STBÞ
Then we should determine the average specific gravity at surface using the

following equation:

gg surf ¼
P

RigiP
Ri

¼ Rsepgsep þ Rstgst

Rsep þ Rst
¼ 48151:5þ 559:5

71000
¼ 0:686

We have

MWl st ¼
5954

API� 8:81
¼ 140:45

Then

gg reservoir ¼
Rgg surface þ 4600gl surface

Rþ 133300
gl surf

MWl surface

¼ 71000� 0:686þ 4600� 0:7744

71000þ 133300

�
0:7744
140:45

�
¼ 0:72863

6.3.4 Case 4
In this case, we have separator gas gravity, GOR in separator, and API grav-
ity of surface fluid. Consider the aforementioned input data and calculate the
reservoir fluid gravity at reservoir condition. To assess this goal, we should
follow the following procedure:
1. Calculate the average gas specific gravity at surface using the following

equation:

gg surf ¼
P

RigiP
Ri

¼ Rsepgsep þ Rstgst

Rsep þ Rst

2. We have the following empirical equation for calculating molecular
weight of stock tank liquid:

MWl st ¼ 5954
API� 8:81

3. Determine the mass of the gas in gas phase at surface condition using the
following equation:

mg surface ¼ R
SCF Surface Gas

STB
� 1 lbmol Surface Gas
380:7 SCF Surface Gas

� 29gg surf

¼ 0:0762� R � gg surf

Fluid Sampling 305



4. Determine the mass of the gas in liquid phase at surface condition using
the following equation:

ml surface ¼ 1 STB� 5:165 ft3

1 STB
� 62:4gl surf ¼ 350:2gl surf

5. We assume 1 STB stock tank liquid at surface and calculate based on this
assumption. Moreover, we know that the produced gases from reservoir
have both liquid and gas phases. Consequently, calculate the mass of the
gas at reservoir condition using the following equation:

mass of gasreservoir ¼ mass of gassurface þmass of liquidsurface

mass of gasreservoir ¼ 0:0762� R � gg surf þ 350:2gl surf

6. Calculate the number of gas moles at reservoir condition using the
following equation:

ng reservoir ¼
0:0762� R � gg surf

29� gg surf
þ 350:2

gl surf

MWl surface

¼ 0:00263R þ 350:2
gl surf

MWl surface

7. Determine the molecular weight of the reservoir gas using the following
simple expression:

MWg reservoir ¼ mg reservoir

ng reservoir

8. Determine the specific gravity of the reservoir gas using the following
simple equation:

gg reservoir ¼
Rsep1gg sep1 þ Rsep2gg sep2 þ Rstgg st þ 4600gl surface

Rsep1 þ Rsep2 þ Rst þ 133300
gl surf

MWl surface

9. In this case the information of stock tank is unknown and we should
employ the following correlations for two- or three-stage separation
units to determine the unknown parameters and replace the values into
the abovementioned equation to determine the specific gravity of the
reservoir gas.
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For two-stage separators:

Rstgst ¼ B1ðPsep � 14:65ÞB2
�
gsep
�B3ðAPIÞB4ðTsepÞB5

in which the constants are reported in the following table:

Constants Values

B1 1.45993
B2 1.33940
B3 7.09434
B4 1.14356
B5 �0.934460

Rst þ 133300
gl surf

MWl surface
¼ B0 þ B1ðPsepÞB2

�
gsep

�B3ðAPIÞB4ðTsepÞB5

in which the constants are reported in the following table:

Constants Values

B0 635.530
B1 0.361821
B2 1.05435
B3 5.08305
B4 1.58124
B5 �0.791301

For three-stage separators:

Rsep2gsep2 þ Rstgst ¼ B1ðPsep1 � 14:65ÞB2
�
gsep1

�B3ðAPIÞB4ðTsep1ÞB5ðTsep2ÞB6

in which the constants are reported in the following table:

Constants Values

B1 2.99222
B2 0.970497
B3 6.80491
B4 1.07916
B5 �1.19605
B6 0.553670

The abovementioned constants are valid for the following conditions:
Psep1 ¼ 100 to 500 Psi
Ysep1 ¼ 0.6 to 0.8
API ¼ 40� to 70�
Tsep1 ¼ 60� to 120�F
Tsep2 ¼ 60� to 120�F
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Rsep2 þ Rst þ 133300
gl surf

MWl surface
¼ B0 þ B1ðPsep1ÞB2

�
gsep1

�B3ðAPIÞB4ðTsep1ÞB5ðTsep2ÞB6

in which the constants are reported in the following table:

Constants Values

B0 535.916
B1 2.62310
B2 0.793183
B3 4.66120
B4 1.20940
B5 �0.849115
B6 0.269870

In abovementioned equations, Tsep1 and Tsep2 stand for the primary and
secondary separator temperature (�F), Psep1 and Psep2 denote the primary and
secondary pressure in Psi, and Ysep1 represents the specific gravity of the
primary separator gas.

Example 6.4
Consider a wet gas is produced through a separator that is operating at 380 Psi
and 77�F to a stock tank. Separator produces 63,000 SCF/STB and separator gas
specific gravity is 0.648. Moreover, stock tank liquid gravity is 49.9�API. Deter-
mine the gas specific gravity of the reservoir gas.

Solution
In this example we have the two-stage separator unit, and consequently we
should use the equations for this system as follows:

Rstgst ¼ B1ðPsep � 14:65ÞB2�gsep
�B3ðAPIÞB4ðTsepÞB5 ¼ 274:8071

Rst þ 133; 300
gl surf

MWl surface
¼ B0 þ B1ðPsepÞB2

�
gsep

�B3ðAPIÞB4ðTsepÞB5 ¼ 961:3953

API ¼ 49:9/gl st ¼ 0:780044

gg reservoir ¼
Rsep1gg sep1 þ Rstgg st þ 4600gl surface

Rsep1 þ Rst þ 133; 300
gl surf

MWl surface

¼ 63; 000� 0:648þ 274:8071þ 4600� 0:780044
63; 000þ 961:3953

¼ 0:6986
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Example 6.5
Consider a wet gas reservoir produced through a three-stage separator system.
Derive an equation for calculating the specific gravity of the surface gas.

Solution
We know that

MWg ¼ mg

ng

gg ¼ MWg

29

mg ¼ mg sep1 þmg sep2 þmg st

¼ Rsep1

�
SCF
STB

�
�
�

1 lbmol
380:7 SCF

�
�
�
29� gg sep1lbm

lbmol

�
þ Rsep2

�
SCF
STB

�

�
�

1 lbmol
380:7 SCF

�
�
�
29� gg sep2lbm

lbmol

�
þ Rst

�
SCF
STB

�

�
�

1 lbmol
380:7 SCF

�
�
�
29� gg stlbm

lbmol

�
¼ 0:0762

�
Rsep1gsep1 þ Rsep2gsep2 þ Rstgst

�
ng ¼ 0:0762�

 
Rsep1gsep1

29� gsep1
þ Rsep2gsep2
29� gsep2

þ Rstgst

29� gst

!

¼ 0:0762
29

ðRsep1 þ Rsep2 þ RstÞ

MWg ¼ 0:0762
�
Rsep1gsep1 þ Rsep2gsep2 þ Rstgst

�
0:0762
29

ðRsep1 þ Rsep2 þ RstÞ

gg reservoir ¼
MWg

29
¼
�
Rsep1gsep1 þ Rsep2gsep2 þ Rstgst

�
ðRsep1 þ Rsep2 þ RstÞ

6.4 PVT TESTS

This section provides details of the PVT experiments employed to
determining phase behavior of the oil and gas reservoir fluids including oil
and gas samples.
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6.4.1 Differential Test
PVT experiments are intended to investigate and determine the properties
and phase behavior of an oil and gas sample at reservoir conditions that
are simulated in the laboratory. It is worth stressing that in the most labora-
tory PVT experiments, the PVT measurements are carried out in the
absence of water, and the influence of interstitial water on the phase
behavior of petroleum samples is unseen. Depletion tests are the major
part of PVT test, where the pressure of the single-phase fluid is declined
in sequential stages either by removing part of fluid volume or by increasing
the fluid volume. The decline of pressure eventuates in the formation of
another phase, except in wet and dry gas hydrocarbons (Danesh, 2003;
Ahmed, 2010).

Tests conducted in laboratories on liquid samples contained in a porous
medium have resulted in some degree of supersaturation, with values as high
as 5 MPa (Kennedy and Olson, 1952;Wieland and Kennedy, 1957; Ahmed,
2010). High supersaturation has been observed in tests where the
pressure has been lowered rapidly. In a reservoir where the pressure
decline is slow, significant supersaturation is not expected (Firoozabadi
et al., 1992).

Surface forces can be significant in tight pores, affecting the phase
behavior of fluids. Capillary condensation, where gas condenses in pores
due to fluidesolid interaction, is a well-known phenomenon (Yeh et al.,
1986; Yeh and Yeh, 1986). The effect would be of significance in pores
typically less than 10�8 m. Gas-condensate reservoirs are generally assumed
to be water-wet, with tight cavities filled with water. Hence, the capillary
condensation effect may be ignored. Tests in a cell packed with 30e40
mesh beads have resulted in the same dew point as that measured conven-
tionally in an equilibrium cell (Sigmund et al., 1973; Danesh, 2003; Ahmed,
2010).

The aforementioned review suggests that the assumption of equilibrium
between the phases in reservoirs, and neglecting the surface effect on fluid
equilibrium, is a reasonable engineering approach. This has greatly simplified
experimental and theoretical studies of the phase behavior of reservoir fluids.
In conventional PVT tests, the fluids are given ample time and agitation in
equilibrium cells, to approach equilibrium. At certain conditions, such as in
rapid pressure buildup near the wellbore or in high pressure gradient flow,
the deviation from equilibrium may become significant. Should nonequilib-
rium information become important to field operation, such as bubble
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nucleation in water-invaded reservoirs during depletion (Kortekaas and
Poelgeest, 1991; Moulu and Longeron, 1989; Danesh, 2003; Ahmed,
2010), special tests could be designed to generate the required data.

6.4.2 Swelling Test
The following steps should be followed in swelling experiments (Danesh,
2003; McCain, 1990):
1. The given volume of the fluid sample is injected into a PVT cell (high

pressure cell) at reservoir pressure and heated up to reach the tempera-
ture of the reservoir (Danesh, 2003; McCain, 1990).

2. A constant composition experiment (this experiment is explained in
Section 4.4.4) is conducted to calculate the relative volume, bubble
point pressure, liquid shrinkage, and liquid density data (Danesh, 2003;
McCain, 1990).

3. The cell pressure is declined until the volume of the sample is expanded
to at least two times the sample volume at bubble point pressure.
Moreover, the liquid shrinkage data are also recorded (Danesh, 2003;
McCain, 1990).

4. A known volume of the gas (gas sample that is designed for injection) is
added to the sample and the fluid is agitated until single-phase
equilibrium is reached (Danesh, 2003; McCain, 1990).

5. The increase in the sample volume and the total sample volume is
recorded. The lately produced sample is put through a constant
composition test, as explained earlier, and the liquid shrinkage and
bubble point pressure are rerecorded (Danesh, 2003; McCain, 1990;
Ahmed, 2010).

6. The composition of each fluid mixture is determined from the recorded
gas injection and the reservoir fluid composition, accompanied by the
mole/mole recombination ratio (Danesh, 2003; McCain, 1990; Ahmed,
2010).

7. The swelling experiment comprises a number of gas injections, but it is
fairly typical to conduct five constant composition tests and fluid mix-
tures, finishing in the production of a gas condensate fluid after the latter
gas adding (Danesh, 2003; McCain, 1990; Ahmed, 2010).
At a given temperature, the lean gas to be mixed with reservoir fluid, and

the amount of added gas along with the mole percentage of the gas and
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GOR (volume of gas at STC/volume of oil at original saturation pressure)
are calculated as following as:

mol% ¼ M ¼ Ngas

Ngas þNres

GOR ¼ G ¼ V st
gas

Vres
�
Psato

�
From real gas law we have

V st
gas ¼

NgasRT st

PstVres
�
Psato

�
Therefore G ¼ G(Ngas) and mixture

zmix
i ¼ ð1�MÞzresi þMzgasi

6.4.3 Separator Test
Separators consist of a set of connected equilibrium flashed at user-
prescribed pressures and temperatures. This test specifies (Danesh, 2003;
Ahmed, 2010):
• composition of the feed-stream
• number of stages
• connection of vapor and liquid outputs of each stage

The separator test consists of the following steps:
Step 1. The separator test comprises insertion of a reservoir fluid sample

at the temperature of the reservoir and bubble point pressure of the reservoir
fluid sample in a PVT cell.

Step 2. The sample volume is recorded as Vsat.
Step 3. The reservoir fluid sample is then flashed via a research laboratory

multistep separator system in usually one to three steps.
Step 4. The temperature and pressure of these steps are tuned to denote

the real or preferred surface separation amenities.
Step 5. The gas released from each step is eliminated and its volume and

specific gravity at standard circumstances are calculated.
Step 6. The last stage is represented the stock tank condition, and conse-

quently the volume of the residual oil in the latter step is calculated and
documented as (Vo)st.
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Step 7. Laboratory data points recorded from the abovementioned steps
are employed to calculate the solubility of gas and the formation volume fac-
tor of oil at the saturation pressure as follows (Danesh, 2003; McCain, 1990):

Bofb ¼ Vsat

ðVoÞst
Rsfb ¼

ðVgÞsc
ðVoÞst

where (Vg)sc denotes the total volume of gas released from separators (scf),
Rsfb represents the solution GOR at the saturation pressure as calculated by
flash process (scf/STB), and Bofb stands for the formation volume factor of
oil at saturation pressure, as determined by flash process, oil volume at the
saturation pressure (bbl)/STB.

Step 8. The aforementioned experimental framework is continued at a
sequence of various separator pressures and at a constant temperature.

To calculate the optimum separator pressure, it is generally suggested
that four of these tests should be employed. It is typically assumed the sepa-
rator pressure that yields minimum oil formation volume factor, maximum
oil gravity in the stock tank, and the minimum total evolved gas (summation
of separator gas and stock tank gas). As noted previously the differential
experiment is conducted at the given reservoir temperature and multiple
steps of flashes although the separator experiment is usually a one- or
two-step flash at low temperature and low pressure. It is worth mentioning
that both quality and quantity of the gas released in the two aforementioned
experiments are totally different (Danesh, 2003; McCain, 1990; Ahmed,
2010). Fig. 6.1 depicts the schematic of the separator test.

P1 , T1

P2 , T2

P3 , T3

P5 , T5

P4 , T4

Feed

Gas

Oil

Figure 6.1 Schematic of the separator test.
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Example 6.6
The following table shows the PVT properties from the example mixture at its
bubble point and at a separator pressure and temperature of 200 psia and
90�F. Calculate the oil formation volume factor, gas volume at standard condi-
tion, and other PVT properties.

P (Psi) T (�F) fo fg zo zg Vo (cm3)
Vg
(cm3)

ro
(lb/ft3)

rg
(lb/ft3)

2200 190 1.000 0.000 0.9987 0.9011 32.265 0.00099 43.0874 6.2345
200 90 0.6345 40.124 0.1234 0.9803 27.874 128.156 46.6524 0.5042
14.7 60 0.9226 0.0763 0.01534 0.9922 26.763 130.123 47.435 0.0534

Solution
The corresponding PVT properties from the separator test are calculated as
follows:

Bofb ¼ Vsat
ðVoÞst

¼ 32:265
26:763

¼ 1:205582

The volume of gas from the separator at standard conditions is

Vsc ¼ PsepVsep
ZsepTsep

Tsc
Psc

¼ 200� 128:156
0:9803� ð90þ 460Þ

ð60þ 460Þ
14:7

¼ 1681:64 cm3

The solution-GOR of the separator is then

Rsfb ¼ ðVgÞsc
ðVoÞst

¼ 1681:64þ 130:123
26:763

� 5:615
SCF
STB

¼ 380:1161
SCF
STB

roðPsc; TscÞ ¼ 47:435
lbm

ft3
/API ¼ 54:18

6.4.4 Constant Composition Test
The constant composition test consists of the following steps (Danesh, 2003;
Ahmed, 2010):

Step 1. The constant composition test comprises placing a sample of
reservoir fluid (gas or oil) in a visual PVT cell at a pressure greater than
the reservoir pressure and at the temperature of reservoir (Danesh, 2003;
Ahmed, 2010).

Step 2. The pressure is declined in stages at fixed temperature by exiting
mercury from the cell, and the variation in the volume of total hydrocarbon
Vt is recorded versus each pressure increase (Danesh, 2003; Ahmed, 2010).
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Step 3. The dew point/bubble point pressure (Pd or Pb) and the con-
forming volume (as a reference volumeVsat) are monitored and documented
(Danesh, 2003; Ahmed, 2010).

Step 4. The ratio of total hydrocarbon volume and reference volume is
called the relative volume and is formulated by the following expression
(Danesh, 2003; Ahmed, 2010):

Vrel ¼ Vt

Vsat

where Vrel stands for the relative volume, Vt represents the volume of total
hydrocarbon, and Vsat denotes the volume at the bubble point/dew point
pressure.

It is worth mentioning that hydrocarbons are not released from the PVT
cell; thus the composition of the total hydrocarbons in the PVT cell remains
constant at the initial composition.

Step 5. Above the saturation pressure, the oil density can be determined
by employing the measured relative volume:

r ¼ rsat

Vrel

where r stands for the density at given pressure above the dew point/bubble
point pressure, rsat stands for the density at the dew point/bubble point
pressure, and Vrel represents the relative volume at the given pressure.

Fig. 6.2 illustrates the schematic of the constant composition experiment
procedure.

Hg

OilV
t 1

P1>>Pb

Hg

OilV
t 2

P2>Pb

Hg

OilV
t 3

P3=Pb P4<Pb

Hg

Oil

Gas

V
t 4

Gas

Oil

Hg

P5< P4<Pb

V
t 5

Figure 6.2 Schematic of the constant composition experiment (CCE).
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6.4.5 Constant Volume Depletion
Specify a temperature (below cricondentherm) and a series of pressures. This
test can be applied to both oil and condensate systems. Vapor is removed to
restore the cell to original volume. Relative volume reported is the fraction
of the cell filled with liquid after the gas is removed (Danesh, 2003; McCain,
1990; Ahmed, 2010). Fig. 6.3 demonstrates the schematic of the constant
volume depletion (CVD) experiment. The CVD test consists of the
following steps:

Step 1. As shown in Fig. 6.3 (part A), a determined volume of a demon-
strative fluid sample of the reservoir oil and gas fluid with a known overall
composition of zi is placed into a visual PVT cell. The pressure of the PVT
cell is equal to the dew point pressure Pd of the fluid sample. Moreover, the
PVT cell temperature is equal to the temperature of reservoir (T) during the
CVD test. The reference volume throughout this test is equal to the initial
volume Vi of the saturated fluid.

Step 2. Via real gas equation the initial gas compressibility factor is deter-
mined as following as:

Zd ¼ PdVi

niRT

where Pd stands for the dew point pressure (Psi), Vi denotes the initial gas
volume (ft3), ni represents the initial number of the gas moles (m/MWa), R
denotes the universal gas constant (10.73), T stands for the temperature (�R),
and Zd represents the compressibility factor at dew point pressure.

(A) (B)

Gas

Pd , T
(C)

Gas

Condensate

Pd >P, T

Gas

Condensate

Pd> P, T

Figure 6.3 Schematic of the constant volume depletion (CVD) experiment.
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Step 3. The pressure of the PVT cell pressure is declined from the dew
point pressure to a prearranged level pressure. As demonstrated in Fig. 6.3
(Part B), this can be done by removing the mercury from the PVT cell.
In this stage, a retrograde liquid as a second phase is created. The fluid in
the PVT cell is brought to equilibrium, and retrograde liquid volume VL

and the volume of gas Vg are recorded. The volume of the retrograde liquid
is recorded as a percent of the initial volume Vi that principally stands for the
retrograde liquid saturation SL:

SL ¼
�
VL

Vi

�
� 100

Step 4. Mercury is reinjected into the PVT cell at fixed pressure (P),
whereas a corresponding volume of gas is concurrently released. As depicted
in Fig. 6.3 (Part C), injection of mercury is stopped when the initial volume
Vi is achieved. This stage simulates a reservoir with only gas production and
immobile retrograde liquid remained in the reservoir.

Step 5. The released gas is placed into analytical tool where its volume is
recorded at standard circumstances and reported as (Vgp)sc and its composi-
tion yi is calculated. The equivalent moles of the produced gas can be deter-
mined using the following equation:

np ¼ PscðVgpÞsc
RTsc

where np stands for the moles of the produced gas, (Vgp)sc represents volume
of the produced gas recorded at standard circumstances (scf), Tsc denotes
standard temperature (�R), Psc stands for the standard pressure (Psi), and R
represents universal gas constant (10.73).

Step 6. Using the real gas equation of state, the gas compressibility factor
at cell temperature and pressure is determined as follows:

Z ¼ PðVgÞ
npRT

The two-phase compressibility factor stands for the total compressibility of
all the residual retrograde liquid and gas in the cell and is calculated as follows:

Ztwo�phase ¼ PVi

ðni� npÞRT
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where (ni � np) stands for the residual moles of fluid in the cell, ni represents
the initial moles in the cell, and np denotes the cumulative moles of gas
removed.

The two-phaseZ-factor is an important parameter for the reason that it is
employed when the P/Z against cumulative gas production plot is created
for assessing production of gas condensate. Former expression can be formu-
lated in a more appropriate shape by substituting moles of gas, i.e., ni and np,
with their equivalent volumes of gas, as follows:

Ztwo�phase ¼
�
Zd

Pd

�"
P

1� ðGp=GIIPÞ

#
where Zd stands for the gas deviation factor at the dew point pressure, Pd
represents the dew point pressure (Psi), P denotes the reservoir pressure (Psi),
GIIP stands for initial gas in place (Scf), and Gp represents the cumulative
produced gas at given pressure (Scf).

Step 7. By dividing the cumulative volume of the gas produced by the
initial gas in place, the volume of the produced gas as a percentage of initial
gas in place is determined.

%Gp ¼
"P ðVgpÞsc

GIIP

#
� 100

%Gp ¼
" P

np
ðniÞoriginal

#
� 100

The abovementioned experimental protocol is continued until a lowest
pressure of the test is achieved, after which the composition and quantity of
the gas and retrograde liquid residual in the cell are calculated. The exper-
iment protocol can also be carried out on a volatile oil sample. In this
case, instead of gas, the PVT cell initially comprises liquid at its saturation
pressure. It should be carried out on all volatile oils and condensates as these
are the fluids that are going to experience the significant compositional var-
iations if the pressure of the reservoir is permitted to decline under the dew
point/bubble point pressure. As the pressure declines under the bubble
point/dew point pressure, the following calculations and procedures are un-
dertaken (Danesh, 2003; McCain, 1990; Ahmed, 2010). The volume occu-
pied by 1 mol of the sample fluid at Psat is given by

Vcell ¼ Vsat ¼ V ðPsatÞ
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The total volume of the liquid and vapor phases is determined and then
compared with the control volume, Vsat. The excess of the new total vol-
ume compared with the control volume, Vdel ¼ Vtot � Vsat, is then
removed from the gas volume:

V after
gas ¼ V before

gas � Vdel

Oil volume is left unchanged. The gas and oil saturations are calculated
using the new volume:

Sgas ¼
V after
gas

Vsat

The total mole composition that will be the feed-stream for the next
pressure depletion must be calculated.

zi ¼ xið1� vf Þ þ yivf
V after
gas

V before
total

where xi and yi are the liquid and vapor mole compositions from the flash
prior to the gas removal. Vf is the vapor fraction from the flash ¼ total fluid
volume before the gas removal. This procedure continues down to the
lowest specified pressure.

6.4.6 Differential Liberation Test
Specify a temperature and a series of pressures. The liberation test can be
applied to liquid/oil systems only. All gas is removed at each pressure
step. Last pressure step will be a reduction to standard conditions automat-
ically (Danesh, 2003; McCain, 1990; Ahmed, 2010). The liberation test
consists of the following steps:

Step 1. The test comprises placing a reservoir fluid sample into a visual
PVT cell at the temperature of the reservoir and bubble point pressure.

Step 2. The pressure is declined in stages, typically 10 to 15 levels of pres-
sure, and all the released gas is eliminated and its volume is recorded at stan-
dard circumstances.

Step 3. The volume of the remaining oil VL is also recorded at each level
of pressure.

It is worth highlighting that the remaining oil is put through repeated
compositional variations as it turns into gradually richer in the heavier
component.

Fluid Sampling 319



Step 4. The aforementioned framework is repeated at atmospheric pres-
sure where the residual oil volume is recorded and transformed to a volume
at 60�F, Vsc.

Step 5. The differential formation volume factors of oil Bod at all the
different levels of pressure are determined by dividing the measured volumes
of oil VL by the residual oil volume Vsc, or:

Bod ¼ VL

Vsc
or Bo ¼ Vo

Vstosc

Step 6. By dividing the volume of solution gas by the residual oil volume,
the differential solution GOR Rsd is determined as follows:

Rs ¼ Vgsc

Vstosc

Step 7. Relative total volume Btd from differential liberation experiment
is determined from the following equation:

Btd ¼ Bod þ ðRsdd � RsdÞBg or Bt ¼ Bo þ RPBg

where Btd stands for the relative total volume (bbl/STB) and Bg represents
the gas formation volume factor (bbl/scf).

Step 8. The gas compressibility factor (Z) denotes the Z-factor of the
released solution gas at the given pressure, and these values are determined
from the experimental gas volume measured as follows:

Z ¼
�

Tsc

VscPsc

��
VP
T

�
where Vsc stands for the volume of the released gas at standard situation and
V represents the liberated gas volume in the PVT cell at a given temperature
and pressure.

Step 9. The gas formation volume factor Bg is formulated by the
following expression:

Bg ¼
�
Psc
Tsc

�
zT
P

or

Bg ¼ Vg

Vgsc
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where Bg stands for the gas formation volume factor in terms of ft3/scf, P
denotes the pressure of the cell in terms of Psi, T represents the temperature
in terms of �R, Psc denotes the standard pressure in terms of Psi, and Tsc

stands for the standard temperature in terms of �R.
The schematic of the liberation test is depicted through Fig. 6.4.
The PVT data that can be achieved from the differential experiment

comprise (Ahmed, 2010):
• The variation in amount of solution gas versus corresponding pressure
• The variation of oil volume shrinkage versus corresponding pressure
• The released gas composition
• The compressibility factor of gas
• The specific gravity of gas
• Variation of the remaining oil density versus corresponding pressure

6.5 FLASH CALCULATION

In flash process, a liquid mixture is partially separated and the gas is
allowed to come to equilibrium with the liquid. The graphical demonstra-
tion of the flash process is illustrated in Fig. 6.5. The gas and liquid phases are
then separated.

Making a component i balance gives

FxiF ¼ Vyi þ Lxi ¼ Vyi þ ðF � V Þxi
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Figure 6.4 Schematic of the differential liberation (DL) test.
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Defining f ¼ V/F, the above equation becomes

xiF ¼ fyi þ ð1� f Þxi
The previous equation can be solved for yi:

yi ¼ Kixi ¼ f � 1
f

xi þ xiF
f

or for xi:

xi ¼ xiF
f ðKi � 1Þ þ 1

We will discuss the solution of isothermal flash calculation. If the tem-
perature T, feed composition xiF, and pressure P of separator are given,
then the compositions xi and yi and fraction of the feed vaporized V/F
can be determined. The above equations can be arranged so that f ¼ V/F
is the only unknown. X

yi �
X

xi ¼ 0X KixiF
f ðKi � 1Þ þ 1

�
X xiF

f ðKi � 1Þ þ 1
¼ 0

V, yi

F, XiF

L, x i

Figure 6.5 Graphical illustration of flash process.
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F ¼
X ðKi � 1ÞxiF

f ðKi � 1Þ þ 1
¼ 0

The above equation, which is known as the Rachford-Rice equation,
has excellent convergent properties and can be solved by iterative or
NewtoneRaphson method. Taking the derivative of the function F with
respect to V/F (or f ):

dF
df

¼ �
X ðKi � 1Þ2xiF

½ f ðKi � 1Þ þ 1�2

The following procedure can be used to solve V/F:
1. Evaluate Ki ¼ Ki (T, P )
2. Check to see if T is between Tb and Td.

If all K-values are less than 1, the feed is a subcooled liquid below the
bubble point. If all K-values are greater than 1, the feed is a superheated
vapor above the dew point. If one or more K-values are greater than 1
and one or more K-values are less than 1, we need to evaluate the Rach-
ford-Rice equation at f ¼ 0 and at f ¼ 1.
a. If

PðKi � 1ÞxiF < 0, the feed is below its bubble point pressure

b. If
P ðKi�1ÞxiF

ðKiÞ > 0, the feed is above its dew point pressure

3. Assume f ¼ 0.5
4. Evaluate F ¼P ðKi�1ÞxiF

f ðKi�1Þþ1

5. Evaluate dF
df ¼ �P ðKi�1Þ2xiF

½ f ðKi�1Þþ1�2

6. We know error (E) E ¼ F
�
dF
df and f ¼ f � E

7. If jEj. 0:001 go to step 4, otherwise

xi ¼ xiF
f ðKi � 1Þ þ 1

and yi ¼ Kixi

Example 6.7
Consider a gas with the following composition. This mixture is flashed at
1000 Psi. Determine the fraction of the feed-vaporized and composition of gas
and liquid streams leaving the separator if the temperature of the separator is
150�F.

(Continued)
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Component Mole Fraction

C1 0.70
C2 0.07
C3 0.03
C4 0.05
C5 0.05
C6 0.1

Solution
In this case we should determine the equilibrium ratio of each component at
T ¼ 150�F and P ¼ 1000 Psi as reported in the following table.

Component Mole Fraction Pc Tc ui Ki

C1 0.70 666.4 343.33 0.0104 3.1692
C2 0.07 706.5 549.92 0.0979 1.1520
C3 0.03 616.0 666.06 0.1522 0.5616
C4 0.05 527.9 765.62 0.1852 0.2830
C5 0.05 488.6 845.8 0.2280 0.1421
C6 0.1 453 923 0.2500 0.0686

Then assume the vapor fraction f ¼ 0.5. The results after three iterations are
reported in the following table and the vapor fraction is equal to 0.78.

Component Gas Mole Fraction Liquid Mole Fraction

C1 0.8235 0.2598
C2 0.0721 0.0626
C3 0.0256 0.0456
C4 0.0322 0.1136
C5 0.0215 0.1515
C6 0.0251 0.3669

Example 6.8
Consider a gas with the following composition. This mixture is flashed at 300 Psi.
Determine the fraction of the feed vaporized and composition of gas and liquid
streams leaving the separator if the temperature of the separator is 90�F.
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Component Mole Fraction

CO2 0.005
N2 0.007
C1 0.635
C2 0.015
C3 0.098
i-C4 0.013
n-C4 0.013
i-C5 0.025
n-C5 0.065
C6 0.065
C7þ 0.059

MWC7þ ¼ 160

YC7þ ¼ 0:794

Solution
In this case, at first we should determine the equilibrium ratio of the
components.

Component Mole Fraction Ki

CO2 0.005 3.9234
N2 0.007 29.3494
C1 0.635 9.9912
C2 0.015 1.9991
C3 0.098 0.6484
i-C4 0.013 0.2749
n-C4 0.013 0.1988
i-C5 0.025 0.0878
n-C5 0.065 0.0680
C6 0.065 0.0241
C7þ 0.059 0.001

In the second step we should assume f ¼ 0.5 and then start the flash calcu-
lations. The results after five iterations are reported in the following table and the
vapor fraction is equal to 0.7267.

Component Liquid Mole Fraction Gas Mole Fraction

CO2 0.0016 0.0063
N2 0.0003 0.0095
C1 0.0843 0.8421
C2 0.0087 0.0174
C3 0.1316 0.0854
i-C4 0.0275 0.0076
n-C4 0.0311 0.0062
i-C5 0.0742 0.0065
n-C5 0.2014 0.0137
C6 0.2235 0.0053
C7þ 0.2158 0.00002
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Problems
6.1 Consider a retrograde gas is produced through a separator which is

operating at 350 Psi and 77�F to a stock tank. Separator produces
55,672 SCF/STB and separator gas specific gravity is 0.612.
Moreover, stock tank liquid gravity is 49�API. Calculate the gas
specific gravity of the reservoir gas.

6.2 Consider a gas reservoir is produced through a separator, which is
operating at 400 Psi and 90�F to a stock tank. Separator produces
60,015 SCF/STB and separator liquid volume factor is
1.421 bbl/STB. Moreover, stock tank liquid gravity is 53�API. The
composition of the surface streams are reported in the following table.
Calculate the composition of the reservoir gas.

Component
Separator Gas
Composition

Separator Liquid
Composition

C1 0.8609 0.0013
C2 0.0806 0.0133
C3 0.02855 0.0291
i-C4 0.017 0.0195
n-C4 0.0047 0.0204
i-C5 0.00308 0.1519
n-C5 0.002 0.1339
C6 0.003 0.1099
C7þ 0.00017 0.5207

YC7þ in separator ¼ 0:7731

MWC7þ in separator ¼ 118

6.3 The following table shows the PVT properties from the example
mixture at its bubble point and at a separator pressure and temperature
of 180 psia and 100�F, respectively. Calculate the oil formation
volume factor, gas volume at standard condition, and other PVT
properties.

P
(Psi)

T
(�F) fo fg zo zg

Vo
(cm3)

Vg
(cm3)

ro
(lb/ft3)

rg
(lb/ft3)

2200 180 1.000 0.000 0.9977 0.9008 34.665 0.00093 44.1274 7.12345
180 100 0.6345 40.124 0.1104 0.9706 29.474 129.356 47.2424 0.7042
14.7 60 0.9226 0.0763 0.01334 0.9922 27.863 132.423 48.1405 0.0634
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6.4 Consider a gas with the following composition. This mixture is fed to
a separator at 350 Psi. Determine the composition of gas and liquid
streams leaving the separator if the separator temperature is 100�F.

Component Mole Fraction (%)

C1 75
C2 5
C3 5
i-C4 5
n-C4 1
i-C5 4
n-C5 4
C6 1

6.5 Consider a gas with the following composition. This mixture is fed to
a separator at 500 Psi. Determine the fraction of the feed vaporized
and composition of gas and liquid streams leaving the separator if the
temperature of the separator is 100�F.

Component
Separator Gas
Composition (%)

C1 80
C2 3
C3 3
i-C4 4
n-C4 2
i-C5 3
n-C5 3
C6 2

6.6 Consider a wet gas reservoir produced through a four-stage separator
system. Derive an equation for calculating the specific gravity of the
surface gas. Moreover, derive an equation for calculating the specific
gravity of the reservoir fluid.

6.7 Derive an equation for flash calculation in a single separator with
pressure Psep and temperature Tsep when the amount of feed
vaporization and amount of liquid drainage from the separator is equal.
Hint: Consider the feed composition zi, liquid composition xi, and gas
composition yi.

6.8 Consider a gas reservoir is produced through a separator that is
operating at 340 Psi and 78�F to a stock tank. Separator produces
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55,021 SCF/STB and stock tank vents 500 SCF/STB and separator
gas specific gravity is 0.709. Moreover, stock tank liquid gravity and
specific gas gravity are 50�API and 1.145, respectively. Calculate the
gas specific gravity of the reservoir gas.

6.9 The following table shows the PVT properties from the mixture at its
bubble point and at two-stage separators. The first separator pressure
and temperature are 480 psia and 110�F and the second separator
pressure and temperature are 120 psia and 90�F, respectively.
Calculate the oil formation volume factor, gas volume at standard
condition, and other PVT properties.

P
(Psi)

T
(�F) fo fg zo zg

Vo
(cm3)

Vg
(cm3)

ro
(lb/ft3)

rg
(lb/ft3)

2200 180 1.000 0.000 0.9977 0.9008 34.665 0.00093 44.1274 7.12345
480 110 0.7321 0.3064 0.4012 0.9364 30.235 78.7246 46.2346 1.6724
120 90 0.6345 40.124 0.1104 0.9706 29.474 129.356 47.2424 0.7042
14.7 60 0.9312 0.07551 0.01221 0.9933 26.763 133.176 49.2405 0.0514

6.10 Consider a retrograde gas reservoir is produced through a separator
that is operating at 315 Psi and 76�F to a stock tank. Separator
produces 72,000 SCF/STB and stock tank vents 487 SCF/STB.
Moreover, stock tank liquid gravity is 58.7�API. The composition of
the surface streams is reported in the following table. Calculate the
composition of the reservoir gas.

Component
Separator Gas
Composition

Stock Tank Gas
Composition

Stock Tank Liquid
Composition

C1 0.8109 0.2609 0.0011
C2 0.0806 0.1949 0.0133
C3 0.04955 0.2332 0.0297
i-C4 0.046 0.0642 0.0192
n-C4 0.0037 0.1201 0.0208
i-C5 0.00406 0.0361 0.0313
n-C5 0.001 0.0301 0.0539
C6 0.004 0.057 0.0199
C7þ 0.00019 0.0035 0.8108

YC7þ in stock tank ¼ 0:8112

MWC7þ in stock tank ¼ 128
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6.11 A feed is flashed through a flash drum with the conditions 700 Psi and
110�F. The composition of the feed is as follows. Calculate the
composition at the top and the bottom streams.

Component Composition

CO2 0.03
C1 0.7909
C2 0.0706
C3 0.03955
i-C4 0.036
n-C4 0.0137
i-C5 0.01406
n-C5 0.001
C6 0.004
C7þ 0.00019

YC7þ in stock tank ¼ 0:8019

MWC7þ in stock tank ¼ 123

6.12 Consider a gas reservoir is produced through a separator that is
operating at 300 Psi and 80�F to a stock tank. Separator produces
45,000 SCF/STB and separator liquid volume factor is
1.111 bbl/STB. Moreover, stock tank liquid gravity is 46�API. The
composition of the surface streams is reported in the following table.
Calculate the composition of the reservoir gas.

Component
Separator Gas
Composition

Separator Liquid
Composition

C1 0.7606 0.0025
C2 0.0909 0.0021
C3 0.04858 0.0394
i-C4 0.027 0.0292
n-C4 0.0347 0.0109
i-C5 0.03305 0.0419
n-C5 0.002 0.0434
C6 0.003 0.1097
C7þ 0.01017 0.7209

YC7þ in separator ¼ 0:8131

MWC7þ in separator ¼ 144

6.13 Consider a wet gas is produced through a separator that is operating at
475 Psi and 93�F to a stock tank. Separator produces 39,236 SCF/
STB and the separator gas specific gravity is 0.7045. Moreover, stock
tank liquid gravity is 53�API. Calculate the gas specific gravity of the
reservoir gas.
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6.14 Derive an equation for calculating the temperature of a single separator
with pressure Psep when the amount of feed vaporization and amount
of liquid drainage from the separator is equal. Hint: Consider the feed
composition zi, liquid composition xi, and gas composition yi.

6.15 Consider a wet gas reservoir is produced through a three-stage
separator that is operating at 200 Psi and 80�F to a stock tank.
Primary separator produces 60,000 SCF/STB, secondary separator
produces 14,000 SCF/STB, and stock tank vents 200 SCF/STB.
Moreover, stock tank liquid gravity is 53�API. The composition of the
surface streams is reported in the following table. Calculate the
composition of the reservoir gas.

Component

Primary
Separator
Gas
Composition

Primary
Separator
Liquid
Composition

Secondary
Separator
Gas
Composition

Stock
Tank Gas
Composition

Stock Tank
Liquid
Composition

C1 0.7009 0.0031 0.9106 0.2302 0.0114
C2 0.1906 0.0113 0.0209 0.2149 0.0030
C3 0.02955 0.0207 0.07955 0.2439 0.0199
i-C4 0.0248 0.0292 0.016 0.0442 0.0390
n-C4 0.0035 0.0198 0.0057 0.1401 0.0105
i-C5 0.00410 0.0233 0.00509 0.0261 0.0416
n-C5 0.003 0.0419 0.001 0.0411 0.0338
C6 0.002 0.0109 0.001 0.057 0.0199
C7þ 0.00015 0.8398 0.00016 0.0025 0.8309

YC7þ in stock tank ¼ 0:8305

MWC7þ in stock tank ¼ 136

6.16 Consider a sour gas with the following composition. This mixture is
fed to a separator at 225 Psi. Determine the fraction of the feed
vaporized and composition of gas and liquid streams leaving the
separator if the temperature of the separator is 88�F.

Component
Separator Gas
Composition (Mol%)

N2 0.5
H2S 2
CO2 4.5
C1 70
C2 6
C3 4
i-C4 3
n-C4 3
i-C5 2
n-C5 2
C6 3
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6.17 The following table reports data of constant composition experiment
performed on an oil sample. Calculate the compressibility factor of oil
sample and the formation volume factor at bubble point pressure.

Pressure (Psi) Relative Volume

5049 0.9875
4050 0.9909
3549 0.9927
3047 0.9946
2543 0.9967
2442 0.9971
2341 0.9975
2241 0.9980
2140 0.9984
2039 0.9988
1939 0.9993
1777 1.0000
1745 1.0043
1725 1.0071
1705 1.0097
1686 1.0123
1667 1.0149
1648 1.0175
1625 1.0215
1591 1.0276
1540 1.0367
1477 1.0497
1392 1.0706
1290 1.0992
1169 1.1429
1021 1.2187
873 1.3253
726 1.4838
585 1.7316
475 2.0457
367 2.5723
280 3.2656
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7.1 INTRODUCTION

There are five main groups of reservoir fluids, namely: volatile oil,
black oil, wet gas, retrograde condensate, and dry gas. Gas condensate as
an important part of natural gas resources is usually located in the deep strata
under high-temperature, high-pressure conditions (Ungerer et al., 1995; Sun
et al., 2012). It is mainly composed of methane and derives its high
molecular weight from the quantity of heavy hydrocarbon fractions (Sutton,
1985). The retrograde condensate fluid is very complex due to fluid behavior
and properties. This reservoir is usually located between the critical temper-
ature and the cricondentherm on the phase diagram of the reservoir fluid
(Fig. 7.1) (Thomas et al., 2009). Fluid flow in gas-condensate reservoir is
very complex and involves phase changes, phase redistribution in and around
the wellbore, retrograde condensation, multiphase flow of the fluid (oil and
gas), and possibly water (Kool et al., 2001). Gas-condensate fluid usually
emerges as a single gas phase in the reservoir at exploration time. Gas
condensation to liquid phase is a result of pressure reductions from the reser-
voir to the producing well and production facilities. Retrograde condensa-
tion is defined as the isothermal condensation owing to pressure reduction
lower than the dew-point pressure of the primary hydrocarbon fluid (Fasesan
et al., 2003; Bozorgzadeh and Gringarten, 2006; Fevang, 1995; Moses and
Donohoe, 1962; Thomas et al., 2009; Zendehboudi et al., 2012).

The range of liquid production in gas-condensate reservoirs is
30e300 bbl/MMSCF (barrels of liquid per million standard cubic feet of
gas). Moreover, the ranges of temperature and pressure for the gas-
condensate reservoirs typically are 200e400�F and 3000e8000 psi,
correspondingly. The temperature and pressure values accompanied by
the broad range of compositions result in the gas-condensate mixtures,
which demonstrate complicated and different thermodynamic trends
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(Fasesan et al., 2003; Bozorgzadeh and Gringarten, 2006; Fevang, 1995;
Moses and Donohoe, 1962; Mott, 2002; Thomas et al., 2009; Zendehboudi
et al., 2012).

The main part of the condensed liquid in the reservoir is unrecoverable
and considered as condensate loss because the ratio of liquid viscosity to gas
viscosity is fairly high and also the formation has lower permeability to liquid
in the gas-condensate reservoirs. Condensate loss is one of the most
economical concerns because the liquid condensate holds valuable interme-
diate and heavier constituents of the original hydrocarbons that are trapped
in the porous medium (Fasesan et al., 2003; Bozorgzadeh and Gringarten,
2006; Fevang, 1995; Moses and Donohoe, 1962; Hosein and Dawe,
2011; Babalola et al., 2009; Chowdhury et al., 2008; Vo et al., 1989;
Mott, 2002; Thomas et al., 2009; Li et al., 2010; Zendehboudi et al., 2012).

Characterization of gas-condensate systems is a complex task for petro-
leum experts and researchers, because variation of the fluid composition
and multiphase flow in the formation significantly obscures the analysis of
well tests. In the research area of gas-condensate reservoirs, the topics, for
instance, well-test interpretation, pressureevolumeetemperature (PVT)
analysis, well deliverability, and multiphase flow, have been the common
challenges for a long time (Fasesan et al., 2003; Bozorgzadeh and Gringarten,
2006; Fevang, 1995; Moses and Donohoe, 1962; Hosein and Dawe, 2011;
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Figure 7.1 Typical gas-condensate phase envelope. From Zendehboudi, S., Ahmadi,
M.A., James, L., Chatzis, I., 2012. Prediction of condensate-to-gas ratio for retrograde gas
condensate reservoirs using artificial neural network with particle swarm optimization.
Energy & Fuels 26, 3432�3447.

334 M.A. Ahmadi and A. Bahadori



Babalola et al., 2009; Chowdhury et al., 2008; Vo et al., 1989; Mott, 2002;
Thomas et al., 2009; Li et al., 2010; Hazim, 2008; Zendehboudi et al., 2012).

7.2 GAS-CONDENSATE FLOW REGIONS

As stated by Fevang (1995), in condensate gas reservoirs there are three
different flow regimes for reservoir fluid flow toward a producing well dur-
ing the production scenario, as illustrated through Fig. 7.2 (Fevang, 1995;
Fevang and Whitson, 1996; Zendehboudi et al., 2012):
• Near wellbore (Region 1): This region (1) is an inner near-wellbore part

where reservoir pressure lowers further below the dew point. The
saturation of the liquid condensate is greater than the critical value, and
the condensate buildup turns out to be moveable. Due to the presence of
the liquid condensate phase, the gas-phase mobility remains significantly
low.

• Condensate buildup (Region 2): The reservoir pressure throughout this
region is below the dew-point pressure. In this region, liquid
condensate production is observed in the reservoir. However, due to low
saturation degree of condensate, the liquid condensate phase will not
flow. Accordingly, the flowing phase in this region still comprises just the
single gas phase. As the reservoir pressure decreases during the production
process the flowing gas loses the heavier fractions in Region 2.
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Figure 7.2 Flow regimes in gas-condensate reservoirs. After Roussennac, B., 2001. Gas
Condensate Well Test Analysis (M.Sc. thesis). Stanford University, p. 121.
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• Single-phase gas (Region 3): A region which is far from the producing
well and a single-phase gas exists in the region due to pressure higher
than the dew-point value.

7.2.1 Condensate Blockage
As the fluid flows toward the production well (Fig. 7.2), the gas mobility
increases somewhat in Region 3, but a significant decline is observed in the
mobility value as the condensate accumulates in Region 3 and remains at a
lower magnitude in Region 1 where the liquid condensate commences to
move. A challenging phenomenon called “condensate blockage” that
occurs in the near-wellbore region in condensate gas reservoirs is due to negli-
gible production of liquid condensate at the well, and the gas mobility and,
accordingly, the well productivity remain considerably low (Roussennac,
2001; Fevang, 1995; Fevang and Whitson, 1996; Zendehboudi et al., 2012).

7.2.2 Composition Change and Hydrocarbon Recovery
As the initial gas moves toward Region 2 in the porous medium, its compo-
sition varies and the flowing gas becomes leaner of heavy and intermediate
elements (e.g., C4

þ) in the reservoir (Roussennac, 2001; Fevang, 1995;
Fevang andWhitson, 1996; Zendehboudi et al., 2012). Therefore, the heav-
ier oil builds up in Regions 1 and 2 as the reservoir pressure declines during
depletion. This shows that the overall composition of the mixture every-
where in Region 1 or 2 comprises heavier elements with decrease of the
reservoir pressure below the dew point. At the scale of production times,
Region 1 will rapidly develop at the wellbore, and thus the production
well flow will keep a constant composition, which is leaner than the initial
gas fluid. Moreover, the intermediate and heavier elements will be left in
Regions 1 and 2 (Roussennac, 2001; Fevang, 1995; Fevang and Whitson,
1996; Zendehboudi et al., 2012).

To adequately handle this fluid, an Equation of State (EOS) model
is required. This is an analytical formulation that correlates volume of a
fluid to the temperature and pressure which is employed to describe
reservoir fluids. The PVT relationship for real hydrocarbon fluids needs to
be properly described to ascertain the volumetric and phase behavior of
petroleum reservoir fluids. Reservoir and production engineers usually
require PVT measurements for effective operations, and one major issue is
the use of an EOS for the description of phase behavior of fluids for devel-
opment of compositional simulators (Wang and Pope, 2001; Nagarajan
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et al., 2007). Different types of equations of state (EOSs) include Van der
Waals, PengeRobinson (PR), RedlicheKwong (RK), Patel and Teja
(PT), SoaveeRedlicheKwong (SRK), etc. These EOSs were developed
in the literature to characterize the phase behavior of the fluids in gas-
condensate reservoirs (Sarkar et al., 1991; Khan et al., 2012). It is important
to know the gas-condensate phase behavior with the purpose of estimating
the future processing requirements and performance of the reservoir. The
experimentally measured data are usually matched (by linear regression)
with the simulated data to increase the degree of confidence of the EOS
model.

7.3 EQUATIONS OF STATE

An EOS defined as an analytical expression relates the thermodynamic
variables including temperature T, the pressure P, and the volume V of the
system. Finding an accurate PVT relationship for real hydrocarbon mixtures
has great importance for calculating petroleum reservoir fluid phase behavior
and consequently estimating the performance of surface production and sep-
aration amenities. Generally, most EOSs need only the acentric factor and
the critical properties of pure substances. The major benefit of employing
an EOS is that a similar equation can be employed to demonstrate the phase
behavior of other phases, thus confirming reliability when implementing
phase-equilibrium computations.

The ideal gas equation, which is formulated by the following expression,
is the simplest form of an EOS

P ¼ RT
V

(7.1)

in which V stands for the gas volume, ft3/mol.
Eq. (7.1) is employed at atmospheric pressure to model the

volumetric behavior of hydrocarbon gases for which it was experimentally
developed.

Based on the pressure and temperature restrictions of the capability of
Eq. (7.1), various research studies have been performed to propose an
EOS proper for modeling the phase behavior of real hydrocarbons at reser-
voir temperatures and pressures. The following sections demonstrate
different EOSs which can be useful for modeling phase behavior of petro-
leum reservoir fluids.
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7.3.1 Van der Waals’s Equation of State
Two following assumptions have been made for developing Eq. (7.1) to
model ideal gas PVT behavior.
1. There are no repulsive or attractive forces between the molecules or the

walls of the cell.
2. The volume of the gas molecules is unimportant in comparison with

both the distance between the molecules and the volume of the cell.
Van der Waals (1873) attempted to exclude the aforementioned pre-

sumptions in proposing an empirical EOS for real gases. For the first one,
Van der Waals mentioned that the molecules of gas occupy a major portion
of the volume in high-pressure conditions and suggested that the molecules’
volume, represented by the factor b, be subtracted from the actual molar
volume v in Eq. (7.1), to give

P ¼ RT
v � b

(7.2)

in which the factor b is called the covolume and reflects the molecules’
volume. The parameter v stands for the molar volume in ft3/mol.

For elimination of the second one, Van der Waals proposed a new term
represented by a/V2 to consider the attractive forces between the gas mol-
ecules. Considering the aforementioned correction, the Van der Waals EOS
can be written as follows:

P ¼ RT
v � b

� a
v2

(7.3)

in which v denotes the molar volume of system (ft3/mol), P represents
pressure of the system (psi), R stands for the gas constant (10.73 psi ft3/
lb mol �R), T denotes temperature of the system (�R), a stands for the
“attraction” parameter, and b represents “repulsion” parameter.

The parameters a and b are constants describing the molecular features of
the specific components. The parameter a represents a value of the attractive
forces between the gas molecules.

A more generalized form of the Van der Waals or any other EOS can be
written as follows:

P ¼ Prepulsion � Pattraction

in which the termRT/(v � b) stands for the repulsion pressure term, Prepulsion,
and a/v2 stands for the attraction pressure term, Pattraction.
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Van der Waals pointed out that for calculating the values of the two
constants, a and b, for any pure component, at the critical point the first
and second derivatives of pressure with respect to volume are equal to 0.
The mathematical expression of this observation can be expressed as follows:

vP
vv

� �
Tc;Pc

¼ 0
v2P
vv2

� �
Tc;Pc

¼ 0 (7.4)

To determine the parameters a and b, the previous equations should be
solved at the same time. The solutions for parameters a and b are as follows:

a ¼ 8
9

� �
RTcvc b ¼ 1

3

� �
vc (7.5)

Experimental investigations reveal that the value of the covolume
parameter, b, may vary from 0.24 to 0.28 of the critical volume in pure sub-
stances; however, as shown in Eq. (7.5), the Van der Waals EOS suggests
that the value of covolume is about 0.333 of the critical volume of the
component.

Set critical pressure and temperature into Eq. (7.3) and use the calculated
values for a and b by Eq. (7.5) yields

Pcvc ¼ 0:375ð ÞRTc (7.6)

As can be seen from Eq. (7.36), the Van der Waals EOS produces a
unique critical compressibility factor, Zc, of 0.375 for any substances regard-
less of their types. However, based on experimental investigations the value
of critical compressibility factor for substances may vary from 0.23 to 0.31.
Owing to this point, the Van der Waals EOS has significant drawbacks
because it assumes that the critical compressibility factor of different sub-
stances is 0.375.

To calculate the two parameters of the Van der Waals EOS (a and b), the
critical molar volume in Eq. (7.5) should be replaced with vc ¼ 0:375ð ÞRTc

Pc
as

follows

a ¼ Ua

�
R2T 2

c

Pc

�
b ¼ Ub

�
RTc

Pc

�
(7.7)

in which Pc denotes the critical pressure (psi); R stands for the gas constant,
10.73 (psi ft3/lb mol �R); Tc represents the critical temperature (�R); and
values of Ua and Ub are as follows:

Ua ¼ 0:421875 Ub ¼ 0:12
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By substituting ZRT/P instead of molar volume in Eq. (7.3) and
rearranging into cubic form, a more practical EOS in terms of the compress-
ibility factor Z is achieved as follows:

Z3 � ð1þ BÞZ2 þ AZ � AB ¼ 0 (7.8)

with

A ¼ aP
R2T 2 and B ¼ bP

RT
(7.9)

in which P stands for the pressure of the system (psi), Z denotes the
compressibility factor, and T represents the temperature of the system (�R).

If we have a one-phase system, solving Eq. (7.8) results in one real root
and two imaginary roots (we do not consider these imaginary roots in our
calculations). On the other hand, if we have a two-phase system, solving
Eq. (7.8) results in three real roots. In the two-phase system, the smallest
positive root corresponds to that of the liquid phase, ZL, whereas the
largest positive root corresponds to the compressibility factor of the gas
phase, Zg.

Despite the fact that the Van der Waals EOS is simple easy to use, and
predicts some thermodynamic properties for both liquid and gaseous sub-
stances, at least qualitatively, it is not adequately precise for use in design
of thermodynamic cycles.

7.3.2 SoaveeRedlicheKwong Equation of State
The RedlicheKwong (RK) (1949) EOS effectively relates the PVT of
gases; however, it poorly estimates the liquid density and vapor pressure
of pure substances. Soave (1972) introduced the temperature dependence
(a) for the attractive term of the RedlicheKwong (RK) (1949) EOS as
explained in a further section. This parameter meaningfully enhances the
precision of the EOS to estimate vapor pressure, although the accuracy of
the EOS to estimate liquid density was not improved (Nasrifar and
Moshfeghian, 1999). Because of the aforementioned amendment, the
SoaveeRedlicheKwong can effectively be employed in fluid-phase equi-
librium in a system of hydrocarbon mixtures. Although, the a-function
causes the SoaveeRedlicheKwong to estimate inconsistent behaviors at
high pressures (Segura et al., 2003).

P ¼ RT
v � b

� acaðTrÞ
vðv þ bÞ (7.10)
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in which

a ¼ �1þ m
�
1� ffiffiffiffiffi

Tr
p 	
2 (7.11)

m ¼ 0:480þ 1:574u� 0:176u2 (7.12)

ac ¼ 0:42747

�
R2T 2

c

Pc

�
(7.13)

b ¼ 0:08664

�
RTc

Pc

�
(7.14)

in which T denotes the temperature of the system (�R), u stands for the
acentric factor of the component, and Tr represents the reduced temperature
(T/Tc).

Replacing (ZRT/P) instead of the molar volume, v, in Eq. (5.33) and
rearranging results in the following equation

Z3 � Z2 þ �A� B� B2	Z � AB ¼ 0 (7.15)

A ¼ ðaaÞP
ðRTÞ2 (7.16)

B ¼ bP
RT

(7.17)

in which R represents the gas constant (10.730 psi ft3/lb mol �R), T denotes
the temperature of the system (�R), and P stands for the pressure of the
system (psi).

7.3.3 The SoaveeRedlicheKwongeSquare Well Equation
of State

Nasrifar and Bolland (2004) took the advantage of the square-well (SW) po-
tential to account for the supercritical behavior of fluids in the Soavee
RedlicheKwong EOS. The SRK-SW can be employed for predicting
the liquid density of gas-condensate mixtures. A brief description of
SRK-SW EOS is expressed as follows:

P ¼ RT
v � b

� acaðTrÞ
vðv þ bÞ (7.18)
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ac ¼ 0:42747

�
R2T 2

c

Pc

�
(7.19)

b ¼ 0:08664

�
RTc

Pc

�
(7.20)

aðTrÞ ¼

8>><>>:
�
1þ m

�
1� ffiffiffiffiffi

Tr
p 	
2 Tr � 1 ðSubcritical ConditionÞ

b1
Tr

þ b2
T 2
r

þ b3
T 3
r

Tr > 1 ðSupercritical ConditionÞ

9>>=>>;
(7.21)

in which

b1 ¼ 0:25
�
12� 11mþ m2	 (7.22)

b2 ¼ 0:5
��6þ 9m� m2	 (7.23)

b3 ¼ 0:25
�
4� 7mþ m2	 (7.24)

m ¼ 0:480þ 1:574u� 0:175u2 (7.25)

7.3.4 PengeRobinson Equation of State
Another successful PVT relation among EOSs is the PengeRobinson
EOS. In comparison with RedlicheKwong (1949) family EOSs, the
PengeRobinson family EOSs generally estimate more precisely the liquid
density of mixtures (Nasrifar and Moshfeghian, 1999); however, the preci-
sion is not good enough for industrial purposes. The PengeRobinson EOS
employs the pros of Soave-type a-function, therefore show comparable
excellence with temperature. However, Peng and Robinson (Nasrifar
and Moshfeghian, 1998) employed a reduced temperature range from
0.7 to 1 to correlate the PengeRobinson a-function. The a-function
was first correlated to the vapor pressure of pure compounds with acentric
factor less than 0.5, and, later in 1978, Peng and Robinson developed the
a-function for mixtures with larger acentric factor.

P ¼ RT
v � b

� aa
vðv þ bÞ þ bðv� bÞ (7.26)
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By applying boundary conditions at critical point we have

a ¼ Ua
R2T 2

c

Pc
(7.27)

b ¼ Ub
RTc

Pc
(7.28)

in which

Ua ¼ 0:45724 Ub ¼ 0:07780

A universal critical gas-compressibility factor, Zc, for the Penge
Robinson EOS is equal to 0.307; however, the value of Zc for the Soavee
RedlicheKwong EOS is equal to 0.333. As noted previously, Peng and
Robinson employed the a-function proposed by Soave as follows:

a ¼ �1þ mð1� ffiffiffiffiffiffi
TR

p Þ�2 (7.29)

m ¼ 0:3796þ 1:54226u� 0:2699u2 for u < 0:49 (7.30)

For heavier elements with acentric values u > 0.49, Robinson and Peng
(1978) recommended the following improved formulation for m as follows:

m ¼ 0:379642þ 1:48503u� 0:1644u2 þ 0:016667u3 (7.31)

Rearranging the original PengeRobinson EOS into the compressibility
factor form gives

Z3 þ ðB � 1ÞZ2 þ �A � 3B2 � 2B
	
Z � �AB � B2 � B3	 ¼ 0 (7.32)

in which the parameters A and B can be calculated as follows

A ¼ aa p

ðRTÞ2 (7.33)

B ¼ b p
RT

(7.34)

It is worth mentioning that, for calculating the aforementioned param-
eters for the hydrocarbon mixtures, we should use a mixing rule, which is
explained in the next sections.

7.3.5 PengeRobinsoneGasem Equation of State
Gasem et al. (2001) proposed a new a-function in exponential formulation
having determined that the Soave-type a-function employed by the
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PengeRobinson (PR) EOS does not decline uniformly to 0 by increasing
the temperature. Their EOS also tries to enhance the estimation potential
of the PR EOS for vapor pressure.

P ¼ RT
v � b

� aa
vðv þ bÞ þ bðv � bÞ (7.35)

in which

b ¼ 0:0778RTc

Pc
(7.36)

ac ¼ 0:45724R2T 2
c

Pc
(7.37)

aðTÞ1=2 ¼ 1þ k
�
1� T 1=2

r

�
(7.38)

k ¼ 0:480þ 1:574u� 0:176u2 (7.39)

in which P stands for the pressure, T denotes the temperature, R represents
the gas constant, v stands for the molar volume, and a and b are the constants
of the EOS. Tc represents the critical temperature, Tr stands for the reduced
temperature, Pc denotes the critical pressure, u stands for the acentric factor,
and a(T) represents the temperature dependence in the parameter a.

7.3.6 Nasrifar and Moshfeghian (NM) Equation of State
Nasrifar and Moshfeghian (2001) employed a linear temperature dependence
for molar covolume and a modified Soave’s temperature dependence for the
attractive parameter of the PVT relation proposed by Twu et al. (1995) to
obtain an accurate EOS for simple pure compounds and their mixtures.
The NM EOS (Nasrifar and Moshfeghian, 2001) quite accurately predicts
the liquid density of liquefied natural gas (LNG) mixtures.

Nasrifar and Moshfeghian proposed the following EOS:

P ¼ RT
v � b

� a
v2 þ 2bv � 2b2

(7.40)

Considering the critical-point limitations, the parameters a and b at the
critical point can be calculated as follows:

ac ¼ 0:497926

�
R2T 2

c

Pc

�
(7.41)
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bc ¼ 0:094451

�
RTc

Pc

�
(7.42)

with Zc ¼ 0.302.
It should be noted that the temperature is scaled according to the

following expression to determine a temperature dependency for the param-
eter a:

q ¼ T � Tpt

Tc � Tpt
(7.43)

in which Tpt stands for the pseudo triple-point temperature and its value
could be larger or smaller than the triple-point temperature of the element.
The variable Tpt differs from the EOS and component. It is worth to
mention that the EOS can be performed to a broad range of temperatures,
i.e., from the critical point to the pseudo triple-point temperature.

Soave (1972) and Peng and Robinson (1976) considered a linear rela-
tionship between the parameters

ffiffi
a

p
and

ffiffiffiffiffi
Tr

p
. The same relationship

between
ffiffi
a

p
and

ffiffiffi
q

p
can be expressed as follows:ffiffi

a
p ¼ la þ ma

�
1�

ffiffiffi
q

p �
(7.44)

in which la and ma are unknown parameters and using the following
boundary conditions helps us to calculate the aforementioned unknown
parameters.

a / ac as q/ 1

a/ apt as q/ 0

in which the parameter apt stands for the value of parameter a at the pseudo
triple-point temperature. Performing boundary conditions to Eq. (7.44)
results in

a ¼ ac
h
1þ ma

�
1�

ffiffiffi
q

p �i2
(7.45)

in which

ma ¼
ffiffiffiffiffi
apt
ac

r
� 1 (7.46)

Moreover,

b ¼ lb þ mbð1� qÞ (7.47)
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By considering the boundary conditions, we have

b/ bc as q/ 1

b/ bpt as q/ 0

Consequently, the final equation for calculation parameter b is as follows:

b ¼ bc½1þ mbð1� qÞ� (7.48)

with

mb ¼
bpt
bc

� 1 (7.49)

It should be noted that Nasrifar and Moshfeghian (2001) assumed
the following expression to determine three parameters including apt,
bpt, and Tpt

apt
bptRTpt

¼ 29:7056 (7.50)

Tpt

Tc
¼ 0:2498þ 0:3359u� 0:1037u2 (7.51)

bpt
bc

¼ 1� 0:1519u� 3:9462u2 þ 7:0538u3 (7.52)

7.3.7 Schmidt and Wenzel Equation of State
Schmidt and Wenzel (1980) recognized that the SoaveeRedlicheKwong
EOS precisely estimates the thermodynamic parameters of compounds
with acentric factor near 0 whereas the PengeRobinson EOS precisely esti-
mates the thermodynamic parameters of compounds with acentric factor
near 0.3. Considering this point, they proposed a new EOS that
reduces to the RedlicheKwong (1949) EOS at acentric factor of 0 and to
the PengeRobinson EOS at acentric factor of 1/3. In the SchmidteWenzel
EOS, acentric factor is a third parameter. The SchmidteWenzel EOS pre-
cisely estimates the vapor pressure and liquid density of moderate and light
fluids.

P ¼ RT
v � b

� acaðTrÞ
v2 þ ð1þ 3uÞbv � 3ub2

(7.53)
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in which ac, b as follows

ac ¼ Uac
R2T 2

c

Pc
(7.54)

b ¼ Ub
RTc

Pc
(7.55)

Uac ¼ ½1� hð1� qÞ�3 (7.56)

Ub ¼ hq (7.57)

in which h stands for the critical compressibility factor and is related to the
correlating factor q (defined as b/vc) as follows:

h ¼ 1
½3ð1þ quÞ� (7.58)

The smallest positive value of the following equation is q

ð6uþ 1Þq3 þ 3q2 þ 3q� 1 ¼ 0 (7.59)

7.3.8 The PateleTeja Equation of State and Modifications
The PateleTeja (PT) (1982) and modified PT EOSs have the same PVT
relationship and a-function. The difference is in calculating the EOS param-
eters, i.e., a, b, and c. In the modified PT EOS, the actual compressibility fac-
tor is used, whereas the critical compressibility factor in the PT EOS is a
conventional parameter. Consequently, near the critical point the modified
PT EOS estimates liquid densities more precisely than the PT EOS.

P ¼ RT
v � b

� a
vðv þ bÞ þ cðv � bÞ (7.60)

In which a, b, and c are calculated as follows

a ¼ UaaðRTcÞ2

Pc (7.61)

b ¼ UbRTc=Pc (7.62)

c ¼ UcRTc=Pc (7.63)

Ua ¼ 3x2c þ 3ð1� 2xcÞUb þ U2
b þ ð1� 3xcÞ (7.64)

and Ub is the smallest positive root of its cubic form

U3
b þ ð2� 3xcÞUb þ 3x2cUb � x3c ¼ 0 (7.65)
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a has the same expression as the recommended by SoaveeRedlicheKwong
EOS.

a ¼ �1þ F
�
1� ffiffiffiffiffiffiffi

TR
p 	
2 (7.66)

By fitting in both vapor pressure and liquid density of pure substances,
generalized expressions for parameter F and xc can be gained as follows:

F ¼ 0:452413þ 1:30982u� 0:295937u2 (7.67)

xc ¼ 0:329032� 0:076799uþ 0:0211947u2 (7.68)

Mixing parameters aM, bM, and cM are calculated by Van der Waals mix-
ing rule which is explained in further sections.

7.3.9 Mohsen-NiaeModarresseMansoori Equation of State
Mohsen-Nia et al. (2003) did not employ a repulsive term proposed by Van
der Waals for their EOS called MMM EOS. Instead, they employed a more
precise practical repulsive formulation which included the molecular simu-
lation data of hard spheres. The MMM EOS is precise for estimating liquid
density and vapor pressure of moderate and light pure fluids. The a-function
of the MMM EOS is a Soave type. They employed a temperature-
dependence term for the molecular covolume parameter. As illustrated by
Mohsen-Nia et al. (2003), this enhances the potential of the EOS for pre-
dicting liquid density; however, as pointed out by Salim and Trebble
(1991), it may cause abnormal trends at high pressures.

P ¼ RT
v

�
v þ ab
v � b

�
� acaðTrÞ

 ffiffiffiffi
T

p

vðv þNabÞ (7.69)

in which

a ¼ ac
�
1þ m

�
1� ffiffiffiffiffiffiffi

TR
p 	
2 (7.70)

b ¼ bc
h
1þ n1

�
1� ffiffiffiffiffiffiffi

TR
p 	þ n2

�
1� T 0:75

R

	i2
for TR < 1 (7.71)

m ¼ 0:32þ 0:64u (7.72)

n1 ¼ 3:270572� 6:4127uþ 10:6821u2 (7.73)

n2 ¼ �1:72192þ 3:85288� 7:202286u2 (7.74)
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ac ¼ 0:47312

�
R2T 2:5

c

Pc

�
(7.75)

bc ¼ 0:04616

�
RTc

Pc

�
(7.76)

7.3.10 AdachieLueSugie Equation of State
Adachi et al. (1983) (ALS) developed a four-parameter EOS. Jensen (1987)
modified the AdachieLueSugie EOS for application in the oil and gas in-
dustries. The AdachieLueSugie EOS is quite precise for determining the
properties of pure fluids.

P ¼ RT
v � b1

� aðTÞ
ðv � b2Þðv þ b3Þ (7.77)

It is cubic in volume with three temperature-independent parameters b1,
b2, and b3 and one temperature-dependent parameter a(T).

The behavior of real fluid indicates that at T ¼ Tc there are three equal
roots for v at the critical point, at T > Tc there is only one root for v, and at
T < Tc there are three roots for v. Rearrangement of AdachieLueSugie
EOS in terms of reduced volume vr, and matching coefficients to the equa-
tion (vr � 1)3 ¼ 0 at the critical points results in:

B1 þ B2 � B3 � 3Zc ¼ �1 (7.78)

B1B2 � B2B3 � B3B1 � 3Z2
c ¼ �A� B2 þ B3 (7.79)

B1B2B3 þ Z3
c ¼ AB1 � B2B3 (7.80)

in which

A ¼ aPc
R2T 2

c
(7.81)

Bi ¼ biPc
RTc

; i ¼ 1; 2; 3 (7.82)

As the number of limitations is not adequate to calculate the values of the
aforementioned constants, a straightforward search-optimization approach
was employed to determine the optimum values of B1 and Zc along the crit-
ical isotherm. The values illustrated in Pitzer et al. (1955) were employed in
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the computation. As a result, the values of Zc, B1, B2, B3, and A were spec-
ified and generalized as functions of the acentric factor, u, as follows:

Zc ¼ 0:3242� 0:0576u (7.83)

B1 ¼ 0:08974� 0:03452uþ 0:00330u2 (7.84)

B2 ¼ 0:03686þ 0:00405u� 0:01073u2 þ 0:00157u3 (7.85)

B3 ¼ 0:15400þ 0:00405u� 0:00272u2 � 0:00484u3 (7.86)

A ¼ 0:44869þ 0:04024uþ 0:01111u2 � 0:00576u3 (7.87)

At temperatures other than the critical, the formulation proposed by
Soave (1972) was employed to calculate the parameter a(T) as follows

a ¼ a
�
1þ a

�
1� ffiffiffiffiffiffiffi

TR
p 	
2 (7.88)

The constant a in the previous equation has been formulated with the
acentric factor u as follows:

a ¼ 0:4070þ 1:3787u� 0:2933u2 (7.89)

7.4 MIXING RULES

The Van der Waals quadratic mixing rule with geometric merging
rule is employed to calculate the attractive parameter of the EOSs as
expressed as follows. It is worth mentioning that the Van der Waals mixing
rules have been confirmed worthwhile in calculating the thermodynamic
parameters in hydrocarbon mixtures.

a ¼
Xn
i¼1

Xm
j¼1

xixjaij (7.90)

in which

aij ¼ ffiffiffiffiffiffiffiffiffiffi
aiiajj

p ð1� KijÞ (7.91)

in which Kij denotes the binary interaction parameter. For the other
parameters of the EOSs, including second, third, and fourth parameters, the
following mixing rule is employed:

w ¼
X
j

xjwj (7.92)

in which w stands for the constants including b, c, d, and u in different EOSs
described in the previous sections.
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7.5 HEAVY FRACTIONS

The heavy components of a real gas are typically lumped and re-
ported as C7þ. The C7þ fraction is usually identified by specific gravity
and molecular weight. The C7þ fractions may comprise various families
of hydrocarbons and many components. However, it is promising to
analyze the C7þ fractions precisely by employing novel methods like gas
capillary chromatography. Pedersen et al. (1992) pointed out that the spec-
ification of hydrocarbon fluids up to C20 may be adequate for a precise
determination of thermodynamic parameters. Nevertheless, usually the
composition up to C6 is available with a heavy end that must be character-
ized. Splitting a C7þ fraction into a number of single-carbon number
(SCN) groups and then determine the critical properties of each group
by employing available correlations is a routine job for determining phase
behavior of reservoir fluid (Cavett, 1962; Riazi and Daubert, 1987; Twu,
1984; Lee and Kesler, 1980). Katz (1983) proposed a straightforward
decline exponential function to formulate the distribution of SCN groups.
Pedersen et al. (1992) demonstrated that an exponential function for the
compositional distribution of SCNs in North Sea petroleum fractions
had the best description. Starling (2003) has also proposed an exponential
decline function for splitting heavy fractions. The decay functions are
different in form and accuracy. However, the decline function proposed
by Pedersen et al. (1992) seems simple but still useful; hence, it will be
used in this study. The decay function reads

Zn ¼ expðAþ BMWnÞ (7.93)

in which Zn stands for the SCN-group mole fraction and MWn represents
the SCN-group molecular weight. Using the following expressions helps us
determine the unknowns A and B for a C7þ fraction:

ZC7þ ¼
XCn

C7

ZCn (7.94)

and

ZC7þ ¼
XCN

C7

ZCn (7.95)

Retrograde Gas Condensate 351



in which CN stands for the heaviest SCN to be considered in a C7þ fraction
andCn is a model parameter. For determiningA and B and consequently the
SCN distribution, the SCN volume and molecular weight are required.
Whitson (1983) generalized the properties of SCN, and these generalized
properties can be employed in calculations.

7.6 GAS PROPERTIES

7.6.1 Viscosity
Fluid flow through gas reservoirs depends on the viscosity of natural

gas mixtures, which plays a noteworthy role in analytical calculations for
gas production and numerical simulations for long-term predictions. Same
as oil reservoirs, the lab studies and measurements are time-consuming,
expensive, and have more limitations compared with analytical and
empirical correlations. The laboratory limitations for oil/gas property mea-
surements including recombining the fluid sample, simulating reservoir
condition in the lab, and preserving equilibrium circumstances. Conse-
quently, upstream experts are very interested in using empirical correlations
(Chen and Ruth, 1993; Naseri et al., 2014) for calculating the reservoir fluid
properties. The major advantage of the empirical correlation and EOSs is
highlighted when the required PVT data in laboratory conditions are not
available. Owing to time and money consumption of laboratory investiga-
tions, the required oil/gas properties are usually predicted by EOSs along
with empirical correlations (Hemmati-Sarapardeh et al., 2013). It is worth
highlighting that the aforementioned empirical correlation should be
capable of determining the effect of dynamic reservoir parameters including
temperature and pressure, in the case of gas viscosities. Thoughtful inconsis-
tencies in estimation viscosity of gas in reservoir conditions have been
explained with details in the previous research work. Supporting approaches
are illustrated to boost prediction of viscosities from given specific gravity of
the gaseous phase, pressure, and temperature of a hydrocarbon mixture (Carr
et al., 1954; Dranchuk and Abou-Kassem, 1975). Furthermore, most
empirical correlations attempted to develop correlations for estimation of
gas viscosity at reservoir conditions as a function of ambient viscosity, which
are known as two-step correlations (McCain, 1990).

7.6.1.1 Empirical Correlations
Owing to the complications of laboratory measurements of viscosity, this
variable can be predicted by empirical methods with reasonable accuracy.
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Moreover, viscosity of a natural gas is expressed by the following function
(Ahmed, 1989):

mg ¼ f ðP;T ; yiÞ

mg stands for the gas-phase viscosity, P represents the pressure of the
system, T denotes the temperature of the system, and yi stands for the compo-
sition of the gas phase. As can clearly be seen from this simple relation, the gas
viscosity strongly depends on the temperature, pressure, and composition of
the gas phase in the hydrocarbon mixture. In the following sections in this
chapter, we attempt to highlight the advantages and disadvantages of the
empirical correlations developed for estimation of gas viscosity in the hydro-
carbon mixtures along with the brief description of them.

7.6.1.1.1 LeeeGonzalezeEakin Method (1966)
LeeeGonzalezeEakin in 1966 developed a semiempirical correlation for
estimating the natural gas viscosity at the reservoir condition. They
attempted to correlate the gas viscosity as an output molecular weight of
gas, gas density, and reservoir temperature as input variables. Their devel-
oped correlation is expressed as follows:

mg ¼ 10�4K exp

�
X
� rg

62:4

�Y�
(7.96)

K ¼ ð9:4þ 0:02MWÞT 1:5

209þ 19MWþ T
(7.97)

X ¼ 3:5þ
�
986
T

�
þ 0:01MW (7.98)

Y ¼ 2:4� 0:2X (7.99)

in which r stands for the density (g/cc), T denotes temperature (�R), and
MW represents molecular weight of the gas.

7.6.1.1.2 Dempsey’s Standing Method (1965)
Carr et al. (1954) proposed charts for calculating natural gas viscosity at the
reservoir temperature and ambient pressure. Later, Standing made an
attempt to propose a correlation representing Carr et al. (1954) charts at
the aforementioned conditions. Moreover, his correlation considers the
impact of nonhydrocarbon elements (including H2S, N2, and CO2) on
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the viscosity of the natural gas (Standing, 1977; Carr et al., 1954). The val-
idity ranges of his correlation for temperature and gas specific gravity are
100e300�F and 0.55e1.55, correspondingly. Furthermore, Standing tried
to determine natural gas viscosity at any given pressure, in this regard, he
employed the correlation proposed by Dempsey to estimate the viscosity
of natural gas at the given pressure (Standing, 1951, 1977; Standing and
Katz, 1942). The following correlations demonstrate the mathematical
expression of Dempsey’s Standing method:

mg ¼
�
mguncorrected

	þ ðN2 correctionÞ
þ ðCO2 correctionÞ þ ðH2S correctionÞmgðuncorrectedÞ

¼ �1:709�10�3	� 2:062
�
10�3	gg



TR þ 8:188

�
10�3	

� 6:15
�
10�3	log gg

(7.100)

N2 correction ¼ yN2

�
8:43

�
10�3	loggg þ 9:59

�
10�3	
 (7.101)

CO2 correction ¼ yCO2

�
9:08

�
10�3	loggg þ 6:24

�
10�3	
 (7.102)

H2S correction ¼ yH2S
�
8:49

�
10�3	loggg þ 3:73

�
10�3	
 (7.103)

Ln

" 
m

mg

!
Tr

#
¼ a0 þ a1Pr þ a2P

2
r þ a3P

3
r þ Tr

�
a4 þ a5Pr þ a6P

2
r

þ a7P
3
r

	þ T 2
r

�
a8 þ a9Pr þ a10P

2
r þ a11P

3
r

	
þT 3

r

�
a12 þ a13Pr þ a14P

2
r þ a15P

3
r

	
(7.104)

in which TR stands for the temperature of the system (�F), gg represents the
specific gravity of the natural gas, and Pr, and Tr are reduced pressure and
temperature, correspondingly. The coefficient of the aforementioned
equation is reported in Table 7.1.

7.6.1.1.3 Chen and Ruth Method (1993)
Dadash-zade and Gurbanov employed a multivariable regression approach
to develop a correlation from laboratory measurements with the ranges of
16e100 for molecular weight of the gas and 310.8e477.4K for tempera-
ture. Chen and Ruth (1993) made attempt to optimize the correlation
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proposed by Dadash-zade and Gurbanov and the following correlation is
final form of Chen and Ruth (1993):

mg ¼ ða1 þ a2TKÞ � ða3 þ a4TKÞ
ffiffiffiffiffiffiffiffiffiffi
MW

p
(7.105)

m

mg
¼ �b1 þ b2Pr þ b3P

2
r

	 1
Tr

þ �b4 þ b5Pr þ b6P
2
r

	 1
T 4
r

þ �b7 þ b8Pr þ b9P
2
r

	 (7.106)

in which TK represents the temperature (K), MW stands for the molecular
weight of the gas, and Pr denotes the reduced pressure. The constants of the
Chen and Ruth (1993) correlation are illustrated in Table 7.2.

Table 7.1 Coefficients of Eq. (7.104)
Coefficient Value Coefficient Value

a0 �2.46211820 a9 1.39643306
a1 2.970547414 a10 �1.49144925 � (10�1)
a2 �2.86264054 � (10�1) a11 4.41015512 � (10�3)
a3 8.05420522 � (10�3) a12 8.39387178 � (10�2)
a4 2.80860949 a13 �1.86408848 � (10�1)
a5 �3.49803305 a14 2.03367881 � (10�2)
a6 3.60373020 � (10�1) a15 �6.09579263 � (10�4)
a7 �1.044324 � (10�2)
a8 �7.93385648 � (10�1)

Table 7.2 Coefficients of Equations (7.106) and (7.107)
Coefficient Tuned Coefficient

a1 0.38539�10-2

a2 0.00356�10-2

a3 0.04131�10-2

a4 0.00016�10-2

b1 �0.4888439
b2 �0.0943952
b3 0.0199591
b4 0.8266923
b5 1.7124100
b6 �0.0700968
b7 1.2076900
b8 0.0301188
b9 �0.0048318
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7.6.1.1.4 Elsharkawy Method (2004)
Elsharkawy in (2004) made attempt to modify the correlation for natural gas
viscosity estimation proposed by the LeeeGonzalezeEakin to consider the
effect of the nonhydrocarbon gases and presence of heptane-plus fraction.
His proposed correlation is expressed as follows:

mg ¼ D1 � 10�4 exp
�
D2r

D3
g

�
(7.107)

in which

D1 ¼ ð9:379þ 0:01607MgÞT 1:5

209:2þ 19:26Mg þ T
(7.108)

D2 ¼ 3:448þ
�
986:4
T

�
þ 0:01009Mg (7.109)

D3 ¼ 2:447� 0:224D2 (7.110)

in whichMg stands for the gas molecular weight, rg represents the gas density
(g/cc), and T denotes the temperature (�R). The modifications considered in
the Elsharkawy method (Eqs. 7.111e7.113) try to improve the potential of
the original correlation by taking into account the effects of hydrogen sulfide,
the presence of high content of heptane-plus fraction, and carbon dioxide in
natural gases. These corrections are considered via the following correlations:

Dmg ¼ yH2S
��3:2268� �10�3	loggg þ 2:1479� �10�3	
 (7.111)

Dmg ¼ yCO2

�
6:4366� �10�3	loggg þ 6:7255� �10�3	
 (7.112)

Dmg ¼ yC7þ
��3:2875� �10�1	loggg þ 1:2885� �10�1	
 (7.113)

in which gg stands for the gas gravity and y denotes the mole fraction of the
component.

7.6.1.1.5 Sutton Method (2007)
Sutton (1985) developed a math-based equation for two gas samples in
which a high-gravity associated gas is characteristically rich in C1 to C5;
however, retrograded condensate gases are rich in heptane-plus fractions.
Consequently, his correlation is appropriate for all light natural gases and
the condensate gases/heavier gas; however, this correlation cannot be
employed for high-gravity hydrocarbon gases that do not comprise consid-
erable heptane-plus fractions. Sutton studied condensate gases/high-gravity
gas and proposed approaches for predicting pseudocritical properties which
yielded in more-precise Z factors. Sutton improved his method based on the
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data from both condensate gas and associated gas (Sutton, 2007). His corre-
lation expressed mathematically as follows:

mgz ¼ 10�4
h
0:807T 0:618

pr � 0:357 expð�0:449TprÞ

þ 0:340 expð�4:058TprÞ þ 0:018
i

(7.114)

m ¼ mg exp
�
XrY

	
(7.115)

z ¼ 0:949

 
Tpc

MW3P4
pc

!1=6

(7.116)

X ¼ 3:47þ
�
1:588
T

�
þ 0:0009MW (7.117)

Y ¼ 1:66378� 0:04679X (7.118)

in which Ppr represents pseudoreduced pressure, Tpr stands for the pseu-
doreduced temperature, z denotes normalizing parameter for the viscosity,
Tpc denotes the pseudocritical temperature (�R), and Ppc stands for the
pseudocritical pressure (psi). Sutton attempted to evaluate appropriate
approaches for predicting PVT properties of the condensate gases/high-
gravity gas by handling extensive data samples of associated gas composi-
tions comprising more than 3200 compositions. Most of the investigations
concentrated on proposing an appropriate correlation between natural gas
viscosities and corresponding input variables; however, they cannot be
generalized to other gases with various compositions produced from various
gas fields throughout the world and suffer from localized validity (Dempsey,
1965; Londono Galindo et al., 2005; Jossi et al., 1962; Diehl et al., 1970;
Golubev, 1959).

7.6.1.1.6 Shokir and Dmour Method (2009)
Shokir and Dmour (2009) proposed a correlation for predicting viscosity of
hydrocarbon gases via a genetic programming approach. They presented a
viscosity model for both gas mixture and pure hydrocarbon gas over a broad
range of pressures and temperatures as a function of pseudoreduced temper-
ature, gas density, molecular weight, and the pseudoreduced pressure of
hydrocarbon gas mixtures and pure gases. Their model was straightforward
and excluded the various complications included in any EOS computation
(Shokir and Dmour, 2009).
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mg ¼ A1 þ A2 þ A3 (7.119)

A1 ¼ �0:003338
�ðMW� PprÞrg

	

� 0:745356

0@rg

0@ rg�
Tpr �

�
Tpr

rg

��
�
�

rg
Ppr�MW

�
1A1A

(7.120)

A2 ¼ �0:590871

0B@rg

0B@
MW
Tpr

Tpr

MW

1CA
1CAþ 0:004602ðTprPprÞ � 0:007935Ppr

þ 1:063654rg
(7.121)

A3 ¼ �0:392638
�
rgTpr

	� 0:004755

�
Ppr
Tpr

�
þ 0:000463MW

þ 0:011707Tpr � 0:017994 (7.122)

m stands for the viscosity of the hydrocarbon gas mixtures or pure gases,
Ppr represents the pseudoreduced pressure, Tpr denotes the pseudoreduced
temperature, rg stands for the density of the hydrocarbon gas mixtures
and/or pure gases, and MW stands for the molecular weight of the hydro-
carbon gas mixtures and/or pure gases.

7.6.1.1.7 SanjarieNemati LayePeymani Method (2011)
Sanjari et al. (2011) suggested another correlation to estimate viscosity of
natural gases. This method is usable for estimating gas viscosity in the range
of 0.01 � Ppr � 21 and 1.01 � Tpr � 3. The mathematical expression of
their correlation is as follows:

m ¼ AðPprÞ þ BðTprÞ
CðPprÞ þDðTprÞ (7.123)

A ¼ a1 þ a2Pr þ a3P
2
r þ a4LnðPrÞ þ a5Ln

2ðPrÞ (7.124)

B ¼ a6

Tr
þ a7Ln

2ðTrÞ (7.125)

358 M.A. Ahmadi and A. Bahadori



C ¼ 1� a8P
2
r (7.126)

D ¼ a9

Tr
þ a10

T 2
r
þ a11

T 2
r

(7.127)

in which m stands for the gas viscosity (cP), and a1 to a11 are tuned
coefficients which were calculated based on the minimizing the summation
of square errors of the correlation, as reported in Table 7.3.

Example 7.1
Consider a condensate gas fluid with the following composition. Determine the
gas viscosity at reservoir conditions via SanjarieNemati LayePeymani method.
The reservoir pressure and temperature are 4300 Psi and 380K, correspondingly.

Component Mol% Critical Pressure (Psi) Critical Temperature (K)

N2 0.03496 493.12 126.4
CO2 0.02331 1070.814 304.4
C1 0.84990 666.4 190.7
C2 0.05529 706.5 305.5
C3 0.02008 616 370
i-C4 0.00401 529 408.3
n-C4 0.00585 550.56 425.3
i-C5 0.00169 491 460.6
n-C5 0.00147 488.777 469.9
C7+ 0.00344 310 700

Solution
In this case, we should calculate the pseudocritical pressure and temperature us-
ing the critical pressure and temperature of each component. Then, we should
calculate the pseudoreduced critical pressure and temperature.

(Continued)

Table 7.3 Coefficients of Eqs. (7.124)e(7.127)
Coefficient Tuned Coefficient

a1 �0.141645
a2 0.018076
a3 0.00214
a4 �0.004192
a5 �0.000386
a6 0.187138
a7 0.569211
a8 0.000387
a9 �2.857176
a10 2.925776
a11 �1.062425
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Component Mol% Pc (Psi) Tc (K) yi*Pc yi*Tc

N2 0.03496 493.12 126.4 17.2394752 4.418944
CO2 0.02331 1070.814 304.4 24.96067434 7.095564
C1 0.84990 666.4 190.7 566.37336 162.07593
C2 0.05529 706.5 305.5 39.062385 16.891095
C3 0.02008 616 370 12.36928 7.4296
i-C4 0.00401 529 408.3 2.12129 1.637283
n-C4 0.00585 550.56 425.3 3.220776 2.488005
i-C5 0.00169 491 460.6 0.82979 0.778414
n-C5 0.00147 488.777 469.9 0.71850219 0.690753
C7+ 0.00344 310 700 1.0664 2.408

Ppc ¼
X

yiPci ¼ 668:1 psia

Tpc ¼
X

yiTci ¼ 205:91K

6Ppr ¼ P
Ppc

¼ 4300
668:1

¼ 6:436

Tpr ¼ T
Tpc

¼ 380
205:91

¼ 1:845

Using Eqs. (7.125)e(7.129), we have:

m ¼ AðPPrÞ þ BðTPrÞ
CðPPrÞ þ DðTPrÞ ¼ 0:0032 cP

A ¼ a1 þ a2Pr þ a3P
2
r þ a4 Ln ðPrÞ þ a5 Ln

2ðPrÞ ¼ 0:0542

B ¼ a6
Tr

þ a7 Ln
2ðTrÞ ¼ 0:315

C ¼ 1� a8P
2
r ¼ 119:35

D ¼ a9
Tr

þ a10
T2r

þ a11
T2r

¼ �1:0012

7.6.2 Z Factor
Compressibility factor of the real gas can be expressed as a function of pres-
sure, volume, and temperature as follows:

Z ¼ PV
nRT

(7.128)
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in which Z stands for the compressibility factor, V denotes the volume, n
represents the number of gas moles, T represents the system temperature, R
stands for the gas constant, and P stands for the system pressure.

Based on the theory of corresponding states, Z also can be defined as a
function of pseudo-reduced pressure (Ppr) and pseudo-reduced temperature
(Tpr) as follows:

Ppr ¼ P
Ppc

(7.129)

Tpr ¼ T
Tpc

(7.130)

in which Tpc and Ppc represent the pseudocritical temperature and pressure,
correspondingly.

The pseudocritical temperature and pressure can be determined by some
mixing rules (Stewart et al., 1959; Sutton, 1985; Corredor et al., 1992; Piper
et al., 1993; Elsharkawy et al., 2001; Elsharkawy, 2004). Along with these
works, several correlations were developed to calculate the pseudocritical
parameters through using gas specific gravity (Standing, 1981; Elsharkawy,
2002; Elsharkawy and Elkamel, 2001; Londono Galindo et al., 2005;
Sutton, 2007).

7.6.2.1 Empirical Correlations
For the sake of calculating compressibility factors, more than 20 empirical
correlations have been proposed. This kind of compressibility factor calcu-
lating method is classified into two categories: indirect and direct methods
(Chamkalani et al., 2013). The empirical correlations adopted in this study
are presented in the following sections.

7.6.2.1.1 Papay (1968)
Papay (1968) proposed a simple relationship to calculate the compressibility
factor as follows:

Z ¼ 1� Ppr
Tpr

�
0:3648758� 0:04188423

�
Ppr
TE

��
(7.131)

7.6.2.1.2 Beggs and Brill (1973)
Beggs and Brill (1973) proposed a correlation which was generated from the
StandingeKatz chart to predict compressibility factor:

Z ¼ Aþ 1� A
eB

þ CPD
pr (7.132)

A ¼ 1:39ðTpr � 0:92Þ0:5 � 0:36Tpr � 0:101 (7.133)
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B ¼ ð0:62� 0:23TprÞPpr þ
"

0:066
ðTpr� 0:86Þ � 0:037

#
P2
pr

þ
�

0:32

109ðTpr�1Þ

�
P6
pr (7.134)

C ¼ 0:132� 0:32 logðTprÞ (7.135)

D ¼ 10ð0:3016�0:49Tprþ0:1824T 2
prÞ (7.136)

7.6.2.1.3 Shell Oil Company
Kumar (2004) referenced the Shell Oil Company model for calculation of
compressibility factor as:

Z ¼ Aþ BPpr þ ð1� AÞexpð�CÞ �D

�
Ppr
10

�4

(7.137)

A ¼ �0:101� 0:36Tpr þ 1:3868
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tpr � 0:919

p
(7.138)

B ¼ 0:021þ 0:04275
Tpr � 0:65

(7.139)

C ¼ Ppr
�
E þ FPpr þGP4

pr

�
(7.140)

D ¼ 0:122 exp½ �11:3ðTpr � 1Þ� (7.141)

E ¼ 0:6222� 0:224Tpr (7.142)

F ¼ 0:0657
Tpr � 0:85

� 0:037 (7.143)

G ¼ 0:32 exp½ �19:53ðTpr � 1Þ� (7.144)

7.6.2.1.4 Bahadori et al. (2007)
Bahadori et al. (2007) presented an equation which correlated compress-
ibility factor to reduced temperature and pressure. The application ranges
of this correlation are 0.2 < Ppr < 16 and 1.05 < Tpr < 2.4. This equation
is given by:

Z ¼ aþ bPpr þ cP2
pr þ dP3

pr (7.145)
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a ¼ Aa þ BaTpr þ CaT
2
pr þDaT

3
pr (7.146)

b ¼ Ab þ BbTpr þ CbT
2
pr þDbT

3
pr (7.147)

c ¼ Ac þ BcTpr þ CcT
2
pr þDcT

3
pr (7.148)

d ¼ Ad þ BdTpr þ CdT
2
pr þDdT

3
pr (7.149)

Constants of the previous equations are reported in Table 7.4.
It is worth mentioning that Bahadori used the following correlations to

predict pseudocritical properties:

Ppc ¼ 756:8� 131:07gg � 3:6g2g (7.150)

Tpc ¼ 169:2þ 349:5gg � 74:0g2g (7.151)

in which Tpc and Ppc are pseudocritical temperature (K) and pseudocritical
pressure (kPa), correspondingly, and gg stands for the specific gravity of gas.
It is worth mentioning that these equations are applicable in range of
0.55 < gg < 1.75.

Bahadori proposed a cubic expression to take into account the effect of
the hydrogen sulfide (H2S) and carbon dioxide (CO2) known as acid gases
on the value of compressibility factor. Once the modified pseudocritical
properties are calculated, they are employed to determine pseudoreduced
properties and the Z factor is calculated from Eq. (7.145). The new equation
first determines a deviation variable ε as follows:

ε ¼ aþ byH2Sþ cy2H2S þ dy3H2S

1:8
(7.152)

a ¼ Aa þ BayCO2 þ Cay
2
yCO2

þDay
3
yCO2

(7.153)

Table 7.4 Coefficients of Eqs. (7.146)e(7.149)
Coefficient Tuned Coefficient Coefficient Tuned Coefficient

Aa 0.969469 Ac 0.0184810
Ba �1.349238 Bc 0.0523405
Ca 1.443959 Cc �0.050688
Da �0.36860 Dc 0.010870
Ab �0.107783 Ad �0.000584
Bb �0.127013 Bd �0.002146
Cb 0.100828 Cd 0.0020961
Db �0.012319 Dd �0.000459
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b ¼ Ab þ BbyCO2 þ Cby
2
yCO2

þDby
3
yCO2

(7.154)

c ¼ Ac þ BcyCO2 þ Ccy
2
yCO2

þDcy
3
yCO2

(7.155)

d ¼ Ad þ BdyCO2 þ Cdy
2
yCO2

þDdy
3
yCO2

(7.156)

in which yH2S and yCO2 are the mole fractions of H2S and CO2 in the gas
mixture, respectively. The tuned coefficients used in Eqs. (7.153)�(7.156)
are also given in Table 7.5. These tuned coefficients help to cover sour
natural gases up to as much as 90% total acid gas.

Then, ε is employed to calculate the adjusted pseudocritical properties as
follows:

T correct
pc ¼ Tpc � ε (7.157)

Pcorrect
pc ¼ PpcðTpc� εÞ

Tpc þ εyH2S
�
1� yH2S

	 (7.158)

Eq. (7.152) is appropriate when the acid gas concentrations of
H2S < 75 mol% and CO2 < 55 mol%, and has an average absolute error
of 1% over the following ranges of data: 1000 kPa < P < 45,000 kPa, and
275K < T < 425K.

7.6.2.1.5 Azizi et al. (2010)
Based on the StandingeKatz chart with 3038 points, Azizi et al. (2010)
presented an empirical correlation to estimate the sweet-gas compressibility
factor values over the range of 0.2 < Ppr < 11 and 1.1 < Tpr < 2. The
form is:

Z ¼ Aþ Bþ C
D þ E

(7.159)

Table 7.5 Coefficients of Eqs. (7.153)�(7.156)
Coefficient Tuned Coefficient Coefficient Tuned Coefficient

Aa 4.094086 Ac �1.95766763E2
Ba 1.15680575E2 Bc 3.835331543E2
Ca �1.6991417E2 Cc �6.08818159E2
Da 5.62209803E1 Dc 3.704173461E2
Ab 1.45517461E2 Ad 5.24425341E1
Bb �3.9672762E2 Bd �2.0133960E2
Cb 3.93741592E2 Cd 3.51359351E2
Db �2.17915813E2 Dd �2.20884255E2
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in which

A ¼ aT 2:16
pr þ bP1:028

pr þ cT�2:1
pr P1:58

pr þ d Ln Tpr
� 	�0:5 (7.160)

B ¼ eþ fT 2:4
pr þ gP1:56

pr þ hT 3:033
pr P0:124

pr (7.161)

C ¼ iLn Tpr
� 	�1:28 þ jLn Tpr

� 	1:37 þ kLn Ppr
� 	þ lLn Ppr

� 	2
þ mLn Ppr

� 	
Ln Tpr
� 	

(7.162)

D ¼ 1þ nT 5:55
pr þ cT 0:33

pr P0:68
pr (7.163)

E ¼ p Ln Tpr
� 	1:18 þ qLn Tpr

� 	2:1 þ r Ln Ppr
� 	þ s Ln Ppr

� 	2
þ t Ln Ppr

� 	
Ln Tpr
� 	

(7.164)

in which

a ¼ 0.0373142485385592 k ¼ �24449114791.1531
b ¼ �0.0140807151485369 l ¼ 19357955749.3274
c ¼ 0.0163263245387186 m¼ �126354717916.607
d ¼ �0.0307776478819813 n ¼ 623705678.385784
e ¼ 13843575480.943800 o ¼ 17997651104.3330
f ¼ �16799138540.763700 p ¼ 151211393445.064
g ¼ 1624178942.6497600 q ¼ 139474437997.172
h ¼ 13702270281.086900 r ¼ �24233012984.0950
i ¼ �41645509.896474600 s ¼ 18938047327.5205
j ¼ 237249967625.01300 t ¼ �141401620722.689

7.6.2.1.6 Sanjari and Nemati Lay (2012)
The model developed by Sanjari and Nemati Lay (2012) was derived
from 5844 experimental data of compressibility factors for a range of
0.01 < Ppr < 15 and 1 < Tpr < 3. The results of their study indicate the
superiority of this empirical correlation over the other methods, such as
Dranchuk and Abou-Kassem (1975), Azizi et al. (2010) correlations, and
PR EOS with average absolute relative deviation percent of 0.6535. This
correlation is written by:

Z ¼ 1þ A1Ppr þ A2P2
pr þ

A3PA4
pr

TA5
pr

þ A6P
ðA4þ1Þ
pr

TA7
pr

þ A8P
ðA4þ2Þ
pr

T ðA7þ1Þ
pr

(7.165)

The constants of the Sanjari and Nemati Lay correlation are illustrated in
Table 7.6.
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7.6.2.1.7 Shokir et al. (2012)
Shokir et al. (2012) employed genetic programming to present a novel cor-
relation as a function of pseudoreduced pressure and pseudo-reduced tem-
perature for predicting compressibility factors for sour gases, sweet gases, and
gas condensates based on data samples reported in open literature. The cor-
relation proposed by Shokir and colleagues is expressed as follows:

Z ¼ Aþ Bþ C þD þ E (7.166)

A ¼ 2:679562

0@ 2Tpr � Ppr � 1�
P2
pr þ T 3

pr

�.
Ppr

1A (7.167)

B ¼ �7:686825

 
TprPpr þ P2

pr

TprPpr þ 2T 2
pr þ T 3

pr

!
(7.168)

C ¼ �0:000624
�
T 2
prPpr � TprP

2
pr þ TprP

3
pr þ 2TprPpr � 2P2

pr þ 2P3
pr

�
(7.169)

D ¼ 3:067747

 
Tpr � Ppr

P2
pr þ Tpr þ Ppr

!
(7.170)

E ¼
�
0:068059
TprPpr

�
þ 0:139489T 2

pr þ 0:081873P2
pr �

�
0:041098Tpr

Ppr

�
þ
�
8:152325Ppr

Tpr

�
� 1:63028Ppr þ 0:24287Tpr � 2:64988

(7.171)

Table 7.6 Coefficients of Eq. (7.165)
Coefficient 0.01 < Ppr < 3 3 < Ppr < 15

A1 0.007698 0.015642
A2 0.003839 0.000701
A3 �0.467212 2.341511
A4 1.018801 �0.657903
A5 3.805723 8.902112
A6 �0.087361 �1.136000
A7 7.138305 3.543614
A8 0.083440 0.134041
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7.6.2.1.8 Mahmoud (2014)
Mahmoud (2014) developed an empirical equation for predicting the gas-
compressibility factor for high-temperature and high-pressure gas reservoirs
by employing more than 300 data samples of measured compressibility
factor. This correlation is a function of pseudo-reduced pressure and tem-
perature and has simpler functional form than the conventional complex
correlations. This correlation can be expressed as follows:

Z ¼�0:702e�2:5Tpr
	
P2
pr �

�
5:524e�2:5Tpr

	
Ppr

þ
�
0:044T 2

pr� 0:164Tpr þ 1:15
� (7.172)

Example 7.2
Consider a gas with the following properties (Bahadori et al., 2007):

gg ¼ 0.7
H2S ¼ 7%
CO2 ¼ 10%
The reservoir temperature and pressure are 297K and 13,860 kPa, corre-

spondingly. Determine compressibility factor using Bahadori method.

Solution
The following procedure should be followed:

At first, we should calculate the pseudocritical properties by using correla-
tions proposed by Sutton (1985) [after unit conversion to International System
of Units (SI)]:

Ppc ¼ 756:8� 131:07gg � 3:6g2
g ¼ 4572:28 kPa

Tpc ¼ 169:2þ 349:5gg � 74:0g2
g ¼ 209:59K

Then, we should determine the adjustment parameter for modifying the
pseudocritical properties using Eqs. (7.152) and (7.157)e(7.158):

ε ¼ 11:612

P0pc ¼ 4287:73 kPa

T 0pc ¼ 197:98K

Finally, using Eq. (7.145) with calculated pseudoreduced properties results
the Z factor will be Z ¼ 0.7689.
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7.6.2.2 Equations of State
Among virial type, cubic and complex or molecular-based principle
EOSs, cubic EOSs are more widely recommended and used (Forero and
Vel�asquez, 2012). They are simple expressions and have the ability to
describe quickly and reliably the phase behavior of vapor and liquid over
a wide range of pressures, temperatures, and thermodynamic properties of
fluids (Farrokh-Niae et al., 2008; Guria and Pathak, 2012). According to
the number of variables which emerge in the attractive and repulsive terms,
cubic EOSs can be divided into two-parameter, three-parameter, four- and
five-parameter cubic EOSs (Forero and Vel�asquez, 2012). The SRK (Soave,
1972) and PR (Peng and Robinson, 1976) equations belong to two-
parameter cubic EOSs, and the PT (Patel and Teja, 1982) equation is a
three-parameter cubic EOS. They are the commonly used volumetric
property-predicating methods for gas condensates and sour gases, and the
application of modified and other EOSs has been popular in recent years.

Example 7.3
Two-phase butane exists in a sealed container at 200�F. Using PR EOS, calculate
compressibility factor of each phase which are in equilibrium in the container.

Solution
Vapor pressure of this system is 195.1 psi.

The parameters of PR EOS are calculated as follows:

a ¼ Ua
R2T2c
Pc

¼ 56044:628

b ¼ Ub
RTc
Pc

¼ 1:1607972

a ¼ �1þm
�
1�

ffiffiffiffiffi
TR

p 	
2 ¼ 1:0984264

aT ¼ ac � a ¼ 61560:902

m ¼ 0:37464þ 1:54226u� 0:2699u2 ¼ 0:6716

A ¼ aTp

ðRTÞ2 ¼
61560:92� 195:1

ð660� 10:73Þ2 ¼ 0:2394831

B ¼ bp
RT

¼ 1:1607972� 195:1
10:73� 660

¼ 0:0319793

Z1 ¼ 0:05343/Liquid compressibility factor
Z2 ¼ 0:1648455/Rejected
Z3 ¼ 0:749748/Gas-compressibility factor
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Example 7.4
A PVT cell with pressure of 1200 psi contains a mixture with the following com-
positions. The equilibrium temperature is 80�F. Calculate the compressibility fac-
tor of the mixture by using SchmidteWenzel and SRK EOSs.

Component Mole Fraction Pc Tc ui

C1 0.85 666.4 343.33 0.0104
C2 0.10 706.5 549.92 0.0979
C3 0.05 616.0 666.06 0.1522

Solution
At first, we should determine the parameters of the EOS by using Eqs. (7.54)e(7.59).
Results obtained for each component are reported in the following tables.

For SchmidteWenzel EOS:

Component q ƞ Uac ac Ub b

C1 0.2596647 0.332435 0.428467 8725.8 0.08632 0.47719
C2 0.2578015 0.3231275 0.4367114 21,521.911 0.083818 0.70004
C3 0.2566741 0.3208009 0.4416504 36,613.893 0.08234 0.95523

Component mo Tr m a a � ac

C1 0.47895 1.5728 0.89987 0.594934 5191.28
C2 0.5918107 0.98196 0.6569 1.0119393 21,778.87
C3 0.637782 0.81081 0.67447 1.1387951 41,695.72

Then, we should determine the parameters of EOS for the mixture by using
mixing rule as follows:

b ¼
X3
i¼1

yibi ¼ 0:523377

Assuming Kij ¼ 0,

aT ¼
X
i¼1

X
j¼1

yiyjðaTiaTjÞ0:5ð1� KijÞ ¼ 11;363.86

um ¼
P
i
yiuib0:7i

yib0:7i

¼ 0:032

(Continued)
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Z-form of SchmidteWenzel EOS is as follows:

Z3 � ½1þ ð1� ð1þ 3uÞÞB�Z2 þ �A� ð1þ 3uÞB� ð1þ 6uÞB2
Z
� �AB� 3u

�
B2 þ B3

	
 ¼ 0

A ¼ aTp

ðRTÞ2 ¼
11;363.86� 1200

ð540� 10:73Þ2 ¼ 0:406182

B ¼ bp
RT

¼ 0:523377� 1200
10:73� 540

¼ 0:108393

Z3 � 0:989594Z2 þ 0:273378Z � 0:042777 ¼ 0:

Solving this equation yields
Z1 ¼ 0.680115/ Accepted compressibility factor
Z2 ¼ 0.154739 þ 0.197364i/ Rejected
Z2 ¼ 0.154739 � 0.197364i/ Rejected

For SRK EOS:
Using Eqs. (7.11)e(7.14) for calculating parameters of the SRK EOS yields:

Component bi aci mi ai aTi

C1 0.4789 8703.98 0.4964 0.7636 6646.29
C2 0.7236 21,064.95 0.6324 1.0115 21,306.56
C3 1.0053 35,448.94 0.7155 1.1476 40,682.25

Using mixing rule we have:

b ¼
X3
i¼1

yibi ¼ 0:529698

Assuming Kij ¼ 0,

aT ¼
X
i¼1

X
j¼1

yiyjðaTiaTjÞ0:5ð1� KijÞ ¼ 8831.8

A ¼ aTp

ðRTÞ2 ¼
8831:8� 1200

ð540� 10:73Þ2 ¼ 0:315677

B ¼ bp
RT

¼ 0:529698� 1200
10:73� 540

¼ 0:109702

Solving this equation yields:
Z1 ¼ 0.814/ Accepted compressibility factor
Z2 ¼ 0.093 þ 0.184i/ Rejected
Z2 ¼ 0.093 � 0.184i/ Rejected
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Example 7.5
Consider gas-condensate fluid with the following composition. The equilibrium
pressure and temperature are 3720 psi and 188�F, respectively. The composition
of gas-condensate fluid is reported in the following table.

Component Mole Fraction Pc Tc ui

C1 0.86 666.4 343.33 0.0104
C2 0.05 706.5 549.92 0.0979
C3 0.05 616.0 666.06 0.1522
C4 0.02 527.9 765.62 0.1852
C5 0.01 488.6 845.8 0.2280
C6 0.005 453 923 0.2500
C7þ 0.0005 255 1180 0.5400

The heptane-plus fraction has the following characteristics:
MWC7þ ¼ 211
Pc ¼ 255
Tc ¼ 720�F
u ¼ 0.54
Use PR EOS to determine compressibility factor of the aforementioned

mixture.

Solution
At first, we should determine the parameters of the PR EOS using Eqs. (7.26)e(7.31)
as shown in the following table.

Component ai bi m ai aT

C1 9311.769 0.430087 0.39561 1.226884 11,424.46
C2 22,533.6 0.64978 0.528 1.084925 24,447.25
C3 37,913.13 0.902635 0.60808 0.98324 37,277.7
C4 58,454.58 1.210712 0.655969 0.88915 51,974.92
C5 77,077.13 1.445085 0.717205 0.806075 62,129.97
C6 99,003.12 1.700916 0.748296 0.731407 72,411.57
C7þ 287,453.4 3.862968 1.136244 0.36355 104,503.8

Using mixing rule we have:

b ¼
X3
i¼1

yibi ¼ 0:496364

Assuming Kij ¼ 0,

aT ¼
X
i¼1

X
j¼1

yiyjðaTiaTjÞ0:5ð1� KijÞ ¼ 13912:71

(Continued)

Retrograde Gas Condensate 371



A ¼ aa p

ðRTÞ2 ¼
13;912.71� 3720

ð10:73� ð188þ 460ÞÞ2 ¼ 1:070546

B ¼ b p
RT

¼ ð0:496364� 3720Þ
10:73� ð188þ 460Þ ¼ 0:265564

Z3 � 0:73444Z2 þ 0:327847Z � 0:195045 ¼ 0:

Solving this equation yields:
Z1 ¼ 0.676179/ Accepted compressibility factor
Z2 ¼ 0.0291307 þ 0.536287i/ Rejected
Z2 ¼ 0.0291307 � 0.536287i/ Rejected

7.6.3 Density
The density is defined as the mass per unit volume of the substance at any
pressure and temperature. Two main categories can be used to predict
density of gas mixtures, specifically gas condensates including empirical
correlations and EOSs which are explained in the next sections.

7.6.3.1 Empirical Correlations
7.6.3.1.1 Nasrifar and Moshfeghian
Nasrifar and Moshfeghian (1998) proposed a saturated-liquid density corre-
lation in conjunction with EOSs. The correlation in its generalized form is
formulated as follows:

r

rc
¼ 1þ d14

1=3 þ d24
2=3 þ d34þ d44

4=3 (7.173)

in which

4 ¼ 1� Tr

aðTrÞ (7.174)

in which d1 ¼ 1.1688, d2 ¼ 1.8177, d3 ¼ �2.6581, d4 ¼ 2.1613. The
parameter Tr is the reduced temperature and a denotes the a function from
any EOS. Eq. (7.178) is extended to mixtures by the following mixing rules:

Tc ¼
Xn
j

xjTc;j (7.175)
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a ¼
Xn
i¼1

Xn
j¼1

xixj
ffiffiffiffiffiffiffiffi
aiaj

p
(7.176)

rc ¼
24Xn

j

xjr
�3=4
c;j

35�4=3

(7.177)

7.6.3.2 Equation of State
To determine the gas-mixture density including gas phase and liquid phase,
the following steps should be followed:

Step 1: Determine critical properties of the gas mixture, calculating
reduced pressure and temperature of the mixture, and using random
mixing rule to determine EOS parameters.
Step 2: Rearrange the EOS in terms of compressibility factor (Z)
Step 3: Determine the roots of cubic form of EOS (Zv and Zl)
Step 4: Calculate the apparent molecular weight for both gas and liquid
phases as follows:

For gas: Ma ¼
X

yiMi (7.178)

For liquid phase: Ma ¼
X

xiMi (7.179)

Step 5: Use the following equation for determining both liquid and gas
density

r ¼ PMa

RTZ
(7.180)

It should be noted that, based on the formulation of each EOS, the mix-
ing rules and parameters may vary.

Example 7.6
Consider Example 7.3, using PR EOS, calculate density of liquid and gas phases
which are at equilibrium in the container.

(Continued)
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Solution
By solving the cubic form of PR EOS in terms of compressibility factor, we have:

Z1 ¼ 0.05343 / Liquid-compressibility factor
Z2 ¼ 0.1648455 / Rejected
Z3 ¼ 0.749748/ Gas-compressibility factor
Using Eq. (7.185) for both liquid and gas phases, we have:

rL ¼
PMa

RTZL
¼ 195:1� 58:123

0:05443� 10:73� 660
¼ 29:97 lbm


ft3

rg ¼ PMa

RTZg
¼ 195:1� 58:123

0:749748� 10:73� 660
¼ 2:1357 lbm


ft3

Example 7.7
Consider gas-condensate fluid with the following composition. The equilibrium
pressure and temperature are 3500 psi and 180�F, respectively. The composition
of gas-condensate fluid is reported in the following table:

Component Mole Fraction Pc Tc ui

C1 0.67 666.4 343.33 0.0104
C2 0.13 706.5 549.92 0.0979
C3 0.03 616.0 666.06 0.1522
C4 0.01 527.9 765.62 0.1852
C5 0.02 488.6 845.8 0.2280
C6 0.05 453 923 0.2500
C7þ 0.09 285 1210 0.5700

The heptane-plus fraction has the following properties:
MWC7þ ¼ 227
Pc ¼ 285
Tc ¼ 750�F
u ¼ 0.57
Use PR EOS to determine gas density of the aforementioned mixture.
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Solution
At first, we should determine the parameters of PR EOS using Eqs. (7.26)e(7.31)
as shown in the following table:

Component ai bi m ai aT

C1 9311.769 0.430087 0.39561 1.222912 11,387.48
C2 22,533.6 0.64978 0.528 1.07862 24,305.2
C3 37,913.13 0.902635 0.60808 0.975637 36,989.45
C4 58,454.58 1.210712 0.655969 0.880792 51,486.33
C5 77,077.13 1.445085 0.717205 0.796934 61,425.4
C6 99,003.12 1.700916 0.748296 0.72192 71,472.36
C7þ 270,439.1 3.544213 1.136244 0.329371 89,074.84

Using mixing rule we have:

b ¼
X3
i¼1

yibi ¼ 0:844742

Assuming Kij ¼ 0,

aT ¼
X
i¼1

X
j¼1

yiyjðaTiaTjÞ0:5ð1� KijÞ ¼ 21021:52

A ¼ a a p

ðRTÞ2 ¼
13;912:71� 3500

ð10:73� ð180þ 460ÞÞ2 ¼ 1:032572

B ¼ b p
RT

¼ ð0:496364� 3500Þ
10:73� ð180þ 460Þ ¼ 0:252981

Z3 � 0:74702Z2 þ 0:33461Z � 0:181031 ¼ 0:

Solving this equation yields:
Z1 ¼ 0.657076 / Accepted compressibility factor
Z2 ¼ 0.044972 þ 0.52296i/ Rejected
Z2 ¼ 0.044972 � 0.52296i/ Rejected
Then we should determine the apparent molecular of gas phase as follows:

Ma ¼
X

yiMi ¼ 42:72920

Finally, using Eq. (7.180) results in:

rg ¼ PMa

RTZg
¼ 3500� 42:7292

0:657076� 10:73� 640
¼ 33:14343 lbm


ft3
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7.6.4 Formation Volume Factor
Gas-volume factor, Bg, is defined as the ratio of gas volume at reservoir con-
ditions (Preservoir and Treservoir) to the ideal-gas volume at standard
conditions,

Bg ¼
�
Psc
Tsc

�
ZT
P

(7.181)

Substituting values of standard pressure and temperature (Psc ¼ 14.7 psia
and Tsc ¼ 520�R) results:

Bg ¼ 0:02827
ZT
P

(7.182)

in which T stands for the reservoir temperature (�R) and P denotes the
reservoir pressure (psi). This definition of Bg presumes that the gas volume at P
and T remains as a gas in standard circumstances. For gas condensates and wet
gases, the surface gas will not comprise all the original gas mixture because
liquid is produced after separation. For these mixtures, the conventional
definition of Bg may still be helpful; however, we denote to this quantity as a
theoretical wet-gas volume factor, Bgw, which is determined by Eq. (7.181).

Example 7.8
Consider the gas mixture in Example 7.7; determine the formation volume factor
at reservoir condition. Reservoir pressure and temperature are 3660 psi and
190�F, respectively.

Solution
As explained in Example 7.7, solving EOS in terms of compressibility factor yields:

Z1 ¼ 0.657076/ Accepted compressibility factor
Z2 ¼ 0.044972 þ 0.52296i / Rejected
Z2 ¼ 0.044972 � 0.52296i / Rejected
Finally, using Eq. (7.182) results in:

Bg ¼ 0:02827
ZT
P

¼ 0:02827� 0:657076� 650
3660

¼ 0:003299

7.6.5 Equilibrium Ratio
For real hydrocarbon mixtures, the equilibrium ratios are a function of the
composition of the hydrocarbon mixture, temperature, and pressure of the
system. This phenomenon can be expressed as follows:

Ki ¼ KðP;T ;ZiÞ
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Various approaches were suggested for estimating the equilibrium ratios
of hydrocarbon mixtures. These approaches range from a straightforward
mathematical equation to a complex equation including different composi-
tional dependent parameters. Several useful approaches for predicting equi-
librium ratio for both hydrocarbon and nonhydrocarbon mixtures are
explained in the following sections.

7.6.5.1 Equilibrium Ratio for Hydrocarbon Mixtures
7.6.5.1.1 Wilson’s Correlation
Wilson (1968) developed a straightforward thermodynamic equation for
predicting K-values. The mathematical formulation of Wilson correlation
is as follows:

Ki ¼ Pci
P

exp

�
5:37ð1þ uiÞ

�
1� Tci

T

��
(7.183)

in which P denotes the pressure of the system (psi), Pci stands for the critical
pressure of component i, (psi), T stands for the temperature of the system
(�R), and Tci represents the critical temperature of component i (�R). At
low system pressure, this correlation produces logical values for the equi-
librium ratio.

7.6.5.1.2 Standing’s Correlation
Several scholars (Hoffmann et al., 1953; Brinkman and Sicking, 1960; Kehn,
1964; Dykstra andMueller, 1965) pointed out that any nonhydrocarbon and/
or pure hydrocarbon fluid could be exclusively described by merging its crit-
ical temperature, critical pressure, and boiling-point temperature into a repre-
sentative variable, which is determined via the following equation:

Fi ¼ bi

�
1
Tbi

� 1
T

�
(7.184)

in which

bi ¼ logðPci=14:7Þ�
1
Tbi

� 1
T

� (7.185)

in which Tbi represents the normal boiling point of component i (�R) and Fi
stands for the component characterization factor.

Standing (1979) proposed a series of formulations which fit the equilib-
rium ratio data reported by Katz and Hachmuth (1937) at temperatures
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below 200�F and pressures less than 1000 psi, which are mainly proper for
surface-separator circumstances. The suggested formulation of the correla-
tion is based on the plots of log (KiP) versus Fi at a certain pressure often
form straight lines with an intercept of a and slope of c. The basic expression
of the straightline equation is as follows:

logðKiPÞ ¼ aþ cFi (7.186)

Rearranging for calculating equilibrium ratio Ki results in

Ki ¼ 1
P
10ðaþcFiÞ (7.187)

Standing made an attempt to correlate the coefficients a and c with the
pressure from six isobar plots of log (KiP) versus Fi for 18 equilibrium ratio
values as follows:

a ¼ 1:2þ 0:00045P þ 15
�
10�8	P2 (7.188)

c ¼ 0:89� 0:00017P � 3:5
�
10�8	P2 (7.189)

Standing mentioned that the estimated values of the equilibrium ratios of
CO2, N2, H2S, and C1 through C6 can be enhanced significantly by modi-
fying the boiling point of these elements and the correlating parameter, bi.
Standing reported the modified values for boiling point and bi in Table 7.7.

Katz and Hachmuth (1937) proposed a rule of thumb for calculating the
equilibrium ratio for C7þ in which the K-value for C7þ is equal to 15% of
the K of C7 as follows:

KC7þ ¼ 0:15KC7 (7.190)

Standing proposed a substitute method for calculating the K-value of the
heptanes and heavier fractions. Standing proposed the flowchart for calcu-
lating the parameters b and Tb of the heptane-plus fraction and consequently
FC7þ as shown in Fig. 7.3.

Table 7.7 Modified Values of Boiling Point and Parameter bi Proposed by Standing
Component bi Tbi (�R) Component bi Tbi (�R)

N2 470 109 i-C5 2368 542
CO2 652 194 n-C5 2480 557
H2S 1136 331 C6 2738 610
C1 300 94 n-C6 2780 616
C2 1145 303 n-C7 3068 616
C3 1799 416 n-C8 3335 718
i-C4 2037 471 n-C9 3590 763
n-C4 2153 491 n-C10 3828 805
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It should be noted that based on experimental data obtained for the equi-
librium ratio of carbon dioxide, KCO2 can be roughly estimated by the
following equation (Ahmed, 2007):

KCO2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KC1KC2

p
(7.191)

in which KCO2 stands for the equilibrium ratio of CO2 at desired T and P,
KC1 represents the equilibrium ratio of methane at desired T and P, and KC2

denotes the equilibrium ratio of ethane at desired T and P.

7.6.5.1.3 Whitson and Torp’s Method
Whitson and Torp (1981) modified Wilson’s correlation (Eq. 7.183) to pre-
dict precisely the equilibrium ratio at higher pressures. Wilson’s correlation
was revised by including the convergence pressure into Eq. (7.183) as follows:

Ki ¼
�
Pci
PK

�A�1Pci
P

exp

�
5:37Að1þ uiÞ

�
1� Tci

T

��
(7.192)

with

A ¼ 1�
�
P
PK

�0:7

(7.193)

in which PK represents the convergence pressure (psi), P stands for the
system pressure (psi), ui stands for acentric factor of component i, and T
denotes the system temperature (�R).

To calculate convergence pressure, two main methods can be used.
These methods including Rzasa et al. (1952) and Standing (1977) are
explained in the next paragraph.

n = 7.30 + 0.0075(T – 460) + 0.0016p

b = 1013 + 324n – 4.256n2

Tb = 301 + 59.85n – 0.971n2

Figure 7.3 Flowchart proposed by Standing for calculation of FC7þ.
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Rzasa et al. (1952) presented a straightforward graphical method for esti-
mating the convergence pressure of light hydrocarbons. They employed the
product of the specific gravity and molecular weight of the heptane-plus
fraction and the temperature as input variables. Their graphical method is
formulated via the following correlation:

PK ¼ �2381:8542þ 46:31487
h
ðMgÞC7þ

i
þ
X3
i¼1

ai

�ðMgÞC7þ

T � 460

�i
(7.194)

in which T denotes the desired temperature (�R), gC7þ represents the
specific gravity of C7þ and ðMÞC7þ stands for the molecular weight of C7þ.
Values of the constant coefficients of Eq. (7.194) are as follows:

a1 ¼ 6124.3049
a2 ¼ �2753.2538
a3 ¼ 415.42049
Standing (1977) recommended that the convergence pressure be

approximately calculated via linear correlation with the molecular weight
of the heptane-plus fraction. Whitson and Torp (1981) proposed the
following equation for predicting the convergence pressure:

PK¼ 60MWC7þ � 4200 (7.195)

inwhichMWC7þ stands for the molecular weight of the heptane-plus fraction.

7.6.5.2 Equilibrium Ratio for Nonhydrocarbon Mixtures
Lohrenze et al. (1963) proposed the following equations which estimate the
values of the equilibrium ratio of the H2S, N2, and CO2 as a function of
temperature, pressure, and the convergence pressure, PK.

For CO2

Ln KCO2ð Þ ¼ 1� P
PK

� �0:6
"
7:0201913� 152:7291

T

� Ln Pð Þ
�
1:8896974� 1719:2956

T
þ 644740:69

T 2

�#
(7.196)

For H2S

Ln KH2Sð Þ ¼ 1� P
PK

� �0:8
"
6:3992127þ 1399:2204

T

� Ln Pð Þ 0:76885112þ 18:215052
T

� �
� 1112446:2

T 2

#
(7.197)
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For N2

Ln KN2ð Þ ¼ 1� P
PK

� �0:4

11:294748� 1184:2409
T

� 0:90459907 Ln Pð Þ
� �

(7.198)

in which P denotes the pressure of the system (psi), T stands for the
temperature of the system (�R), and PK stands for the convergence
pressure (psi).

7.6.6 Dew-Point Pressure
To determine dew-point pressure of gas condensate different methods can
be employed. Two main categories for predicting dew-point pressure of
gas-condensate fluids are empirical correlations and EOSs. The next sections
provide description of each methodology.

7.6.6.1 Empirical Correlations
This section presents empirical correlations for estimating dew-point pres-
sure of the retrograded gas condensate.

7.6.6.1.1 Nemeth and Kennedy (1967)
Nemeth and Kennedy (1967) proposed a mathematical formulation relating
dew-point pressure, composition, and temperaturedwhich is formulated in
terms of mole fraction of methane through C7þ, the molecular weight, non-
hydrocarbon components, and specific gravity of the heptane-plus fraction.
Their expression is as follows:

LnðPdÞ ¼ A1ðZC2 þ ZCO2 þ ZH2Sþ ZC6 þ 2ðZC3 þ ZC4Þ þ ZC5

þ 0:4ZC1 þ 0:2ZN2Þ þ A2SGC7þ þ A3

�
ZC1

ZC7þ þ 0:002

�
þ A4T

þA5ðZC7þMWC7þÞ þ A6ðZC7þMWC7þÞ2 þ A7ðZC7þMWC7þÞ3

þA8

�
MWC7þ

SGC7þ þ 0:001

�
þ A9

�
MWC7þ

SGC7þ þ 0:001

�2
þA10

�
MWC7þ

SGC7þ þ 0:001

�3
þ A11

(7.199)
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in which Zi represents mole fraction of gas components (i ¼ C1 through
C7þ, nonhydrocarbons including CO2, N2, and H2S), MWC7þ stands
for molecular weight of C7þ, and SGC7þ denotes specific gravity of C7þ.
Values of Nemeth and Kennedy (1967) approach parameters are reported
in Table 7.8.

Example 7.9
Consider a gas condensate with composition given as follows (Sage and Olds,
1947). Predict the dew-point pressure of this condensate fluid by Nemeth and
Kennedy method. The reservoir temperature is 40�F.

Component Mol%

N2 0.0
H2S 0.0
CO2 0.0
C1 0.8238
C2 0.0428
C3 0.0351
i-C4 0.0161
n-C4 0.0303
i-C5 0.0060
n-C5 0.0068
C6 0.009
C7þ 0.0292
MWC7þ ¼ 125
gC7þ ¼ 0:74

Table 7.8 Values of the Nemeth and Kennedy (1967) Correlation
Constants
Coefficient Value

A1 �2.0623054
A2 6.6259728
A3 �4.4670559 � 10�3

A4 �1.0448346 � 10�4

A5 3.2673714 � 10�2

A6 �3.6453277 � 10�3

A7 �7.4299951 � 10�5

A8 �1.1381195 � 10�1

A9 �6.2476497 � 10�4

A10 �1.1381195 � 10�1

A11 �1.0746622 � 10
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Solution
Input the mole fractions of hydrocarbon and nonhydrocarbon components
along with heptane-plus molecular weight and specific gravity in Eq. (7.199)
results:

Pd ¼ 2823 psi

7.6.6.1.2 Elsharkawy (2002)
Amodel for gas-condensate dew-point pressure estimation was presented by
Elsharkawy (2002). The correlation was proposed employing laboratory
measurements from 340 data samples covering a broad range of properties
and was a function of reservoir temperature and routinely measured gas
analysis. It contains 19 terms, correlating dew-point pressure with reservoir
composition of nonhydrocarbons, and hydrocarbons expressed as mole
fraction, reservoir temperature, molecular weight of C7þ, and specific
gravity of C7þ.

Pd ¼ A0 þ A1T þ A2ZH2Sþ A3ZCO2 þ A4ZN2

þA5ZC1 þ A6ZC2 þ A7ZC3 þ A8ZC4 þ A9ZC5

þA10ZC6 þ A11ZC7þ þ A12MWC7þ þ A13SGC7þ

þA14ðZC7þMWC7þÞ þ A15

�
MWC7þ

SGC7þ

�
þA16

�
ZC7þMWC7þ

SGC7þ

�
þ A17

�
ZC7þ

ZC1 þ ZC2

�
þA18

�
ZC7þ

ZC3 þ ZC4 þ ZC5 þ ZC6

�
(7.200)

in which Zi represents the mole fraction of gas components (i ¼ C1 through
C7þ, nonhydrocarbons including CO2, N2, and H2S); T stands for the
reservoir temperature; MWC7þ represents molecular weight of C7þ; and
SGC7þ denotes specific gravity of C7þ. Values of Elsharkawy (2002)
approach parameters are reported in Table 7.9.
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Example 7.10
Consider a gas condensate with composition given as follows (Al-Mahroos and
Tejoa, 1987). Predict the dew-point pressure of this condensate fluid by Elshar-
kawy method. The reservoir temperature is 337�F.

Component Mol%

N2 0.1171
H2S 0.0005
CO2 0.0650
C1 0.7906
C2 0.0162
C3 0.0035
i-C4 0.0008
n-C4 0.0010
i-C5 0.0004
n-C5 0.0004
C6 0.0006
C7þ 0.0039
MWC7þ ¼ 161:9
gC7þ ¼ 0:8

Solution
Input the reservoir temperature, mole fractions of hydrocarbon and nonhydro-
carbon components, heptane-plus molecular weight, and specific gravity in
Eq. (7.200). Elsharkawy (2002) gives dew-point pressure as follows:

Pd ¼ 6541 psi

Table 7.9 Values of the Parameters in Elsharkawy (2002) Correlation
Coefficient Value Coefficient Value

A0 4268.85 A10 691.5298
A1 0.094056 A11 40660.36
A2 �7157.87 A12 205.26
A3 �4540.58 A13 �7260.32
A4 �4663.55 A14 �352.413
A5 �1357.56 A15 �114.519
A6 �7776.10 A16 8.13300
A7 �9967.99 A17 94.916
A8 �4257.10 A18 238.252
A9 �1417.10
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7.6.6.1.3 Humoud and Al-Marhoun (2001)
Based on field and laboratory PVT data of several gas-condensate fluid sam-
ples from different Middle Eastern reservoirs, Humoud and Al-Marhoun
(2001) developed a correlation for dew-point pressure of gas-condensate
fluids. They assumed a direct relationship between dew-point pressure
and pseudoreduced temperature and pressure, reservoir temperature, pri-
mary separator gaseoil ratio, the primary separator temperature and pres-
sure, heptane-plus fraction, and relative densities of separator gas. Their
proposed correlation is as follows:

Ln Pdð Þ ¼ b0 þ b1 Ln Tð Þ þ b2 Ln Rmð Þ þ b3 Ln PspTsp
� 	

þ b4

Tpr
þ b5

Ppr
þ b6

gC7þ

(7.201)

Rm ¼ Rspggsp

gC7þ
(7.202)

b0 ¼ 43:777183; b1 ¼ �3:594131; b2 ¼ �0:247436;

b3 ¼ �0:053527; b4 ¼ �4:291404; b5 ¼ �3:698703;

b6 ¼ �4:590091

in which T, reservoir temperature (�F), Tsp, primary separator temperature
(�F), Psp, primary separator pressure (psi), Tpr, pseudo-reduced temperature,
Ppr, pseudo-reduced pressure, gC7þ, specific gravity of C7þ, ggsp, separator
gas specific gravity, Rsp, gaseoil ratio (Scf/STB), MWC7þ, molecular weight
of C7þ, SGC7þ, specific gravity of C7þ.

It is worth mentioning that when the compositions of the fluid are not
available, the following expressions in terms of gas specific gravity should be
used to predict the pseudocritical pressure and temperature.

Ppc ¼ 694:5� 55:3gg (7.203)

Tpc ¼ 208:5þ 213:7lg (7.204)

7.6.6.1.4 Alternating Conditional Expectations
Al-Dhamen in (2010) developed a new correlation based on nonparametric
model called Alternating Conditional Expectations (ACE) to estimate dew-
point pressure in a retrograde gas-condensate reservoir. The ACE method
produces new transformation functions from the independent and
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dependent parameters. In general, the ACE method better estimates than do
the classical methods. Al-Dhamen’s developed correlation is as follows:

Pd ¼ eC
TðPdÞ2
1 þC

TðPdÞ2
2 þC

TðPdÞ
3 þC4 (7.205)

in which

T Pdð Þ ¼ Ln T TRð Þ þ T GORð Þ þ T gg

� �
þ T gcondð Þ þ 10

h i
(7.206)

TðTRÞ ¼ p1T
3
R þ p2T

2
R þ p3TR þ p4 (7.207)

T GORð Þ ¼ r1 Ln GORð Þ þ r2 (7.208)

T
�
gg
	 ¼ q1g

2
g þ q2gg þ q3 (7.209)

TðgcondÞ ¼ s1g
3
cond þ s2g

2
cond þ s3gcond þ s4 (7.210)

where

C1 ¼ 49:1377; C2 ¼ �336:5699; C3 ¼ 770:0995; C4 ¼ �580:0322;

p1 ¼ �0:35014� 10�6; p2 ¼ 0:18048� 10�3; p3 ¼ �0:32315� 10�1;

p4 ¼ 1:2058; r1 ¼ �0:3990; r2 ¼ 5:1377; q1 ¼ �23:8741;

q2 ¼ 36:9448; q3 ¼ �12:0398; s1 ¼ �30120:78;

s2 ¼ 69;559; s3 ¼ �53484:21; s4 ¼ 13689:39:

in which gcond denotes the condensate specific gravity, GOR represents
the gaseoil ratio (Scf/STB), TR denotes the reservoir temperature (�F),
gg stands for the gas specific gravity, and Pd stands for the dew-point
pressure (psi).

7.6.6.1.4.1 MarruffoeMaitaeHimeRojas (2002) Marruffo et al.
(2002) developed an equation to estimate the dew-point pressure. Their
correlation correlates dew-point pressure to C7þ content as mole fraction,
gasecondensate ratio, and reservoir temperature. Furthermore, a model
was proposed to predict C7þ content from specific separator gas gravity
and gasecondensate ratio.

Pd ¼ K1
CGRK2

%CK3
7þ

� K8 � API K4�TK5
R �K6�CK7

7þð Þ
" #

(7.211)
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in which

K1 ¼ 346:7764689; K2 ¼ 0:0974139; K3 ¼ �0:294782419;

K4 ¼ �0:047833243; K5 ¼ 0:281255219; K6 ¼ 0:00068358;

K7 ¼ 1:906328237; K8 ¼ 8:4176216

%C7þ ¼
�

GCR
70; 680

��0:8207

(7.212)

in which Pd denotes the dew-point pressure (psi), GCR stands for the
gas-to-condensate ratio [standard cubic feet per stock tank barrel (Scf/STB)],
TR represents the reservoir temperature (�R), and API denotes American
Petroleum Institute condensate gravity.

Example 7.11
Consider a gas-condensate reservoir with the following composition (Humoud
and Al-Marhoun, 2001). Determine the dew-point pressure of this reservoir via
the Humoud and Al-Marhoun method.

Reservoir Pressure ¼ 7630 psi
Reservoir Temperature ¼ 282�F
Separator Pressure ¼ 795 psi
Separator Temperature ¼ 110�F
Rsp ¼ 13,000 Scf/STB
MWC7þ ¼ 144
gC7þ ¼ 0:7923
ggsp ¼ 0.7399

Component Mol%

N2 10.51
H2S 2.28
CO2 1.71
C1 68.44
C2 6.68
C3 3.01
i-C4 0.58
n-C4 1.21
i-C5 0.46
n-C5 0.52
C6 0.67
C7þ 3.93

(Continued)
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Solution 1
In this solution, we assume that the composition of the condensate gas is available
as reported in the previous table. At first, we should calculate the pseudocritical
pressure and temperature. Using the following equations, we have:

Ppc ¼
X

yiPpci ¼ 639:8 psi

Tpc ¼
X

yiPpci ¼ 404:9�R

Then, using Eqs. (7.129) and (7.130) results in the pseudoreduced tempera-
ture and pressure are as follows:

Ppr ¼ 11:926 Tpr ¼ 1:833

Using Eq. (7.201) for predicting dew-point pressure results in:

Pd ¼ 5188 psi

Solution 2
In this step, we assume that the composition of gas condensate is not available;
however, specific gas gravity is available.

The reservoir gas specific gravity for this example is:

ggR ¼ 0:9218

Using the correlation proposed by Humoud and Al-Marhoun for predicting
pseudocritical pressure and temperature based on the reservoir specific gravity
results in:

Tpc ¼ 405:5�R Ppc ¼ 643:5 psi

Using Eqs. (7.129) and (7.130) for calculating pseudoreduced temperature
and pressure results in:

Tpr ¼ 1:83 Ppr ¼ 11:857

Using the equation proposed by Humoud and Al-Marhoun for prediction of
dew-point pressure results in:

Pd ¼ 5158 psi

7.6.6.2 Iterative Method
The pressure at which a large quantity of gas is in equilibrium with a negli-
gible quantity of liquid is named the dew-point pressure (Pd) of a
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hydrocarbon system. For 1 lb mol of a hydrocarbon mixture, i.e., n ¼ 1, at
the dew-point pressure, we have the following conditions:

nl z 0
nv z 1
At aforementioned circumstances, the overall composition, zi, and the

composition of the vapor phase, yi, are the same. Performing these limita-
tions to Eqn (5.14) resultsX

i

zi
nvKi þ nl

¼
X
i

zi
Ki

¼ 1 (7.213)

in which zi ¼ total composition of the system under consideration.
A trial and-error method should use to determine the dew-point pres-

sure, Pd. Following flow chart (Fig. 7.4) demonstrates the process of iterative
method for predicting dew-point pressure.

N
ex

t I
te

ra
tio

n

NO

Yes

Presume a trial value of pd, An appropriate initial value is as 
follows:

Considering the presumed dew-point pressure, determine the 
equilibrium ratio, Ki, for each element at the given temperature

Determine the Σi Zi/Ki

Σi Zi/Ki is equal to 1 or NOT?

Dew point pressure determined

Figure 7.4 Flowchart for predicting dew-point pressure by iterative equilibrium ratio
method.
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Example 7.12
Consider a gas condensate with composition given as follows. Calculate the dew-
point pressure of the gas-condensate fluid with the iterative equilibrium ratio
method. Reservoir temperature is 220�F.

The heptane-plus fraction has the following properties:
MWC7þ ¼ 153:33
Pc ¼ 290
Tc ¼ 790�F
u ¼ 0.53

Component Mole Fraction Pc Tc ui

C1 0.60 666.4 343.33 0.0104
C2 0.04 706.5 549.92 0.0979
C3 0.04 616.0 666.06 0.1522
C4 0.02 527.9 765.62 0.1852
C5 0.04 488.6 845.8 0.2280
C6 0.06 453 923 0.2500
C7þ 0.20 290 1250 0.5300

Solution
At first, we should determine the convergence pressure. Using Eq. (7.195) results
in the convergence pressure:

PK ¼ 5000 psi

Next, we should assume Pd and calculate Ki at the assumed pressure using
Eqs. (7.183) and (7.190). Then, calculate Zi/Ki until the summation is equal to 1.

After three iterations, we have Pd ¼ 4875 psi.

Component zi

Ki at
P [ 2800
psi Zi/Ki

Ki at
P [ 4000
psi Zi/Ki

Ki at
P [ 4875
psi Zi/Ki

C1 0.9532 2.23375564 0.426725 1.377383 0.692037 1.037803 0.918479
C2 0.0168 1.354242388 0.012405 1.108771 0.015152 1.010812 0.01662
C3 0.0091 0.926428569 0.009823 0.940518 0.009676 0.990805 0.009184
C4 0.0059 0.645608431 0.009139 0.804227 0.007336 0.972142 0.006069
C5 0.0027 0.480743941 0.005616 0.707732 0.003815 0.957165 0.002821
C6 0.0025 0.360055452 0.006943 0.624377 0.004004 0.942706 0.002652
C7þ 0.0068 0.072273416a 0.094087 0.311272a 0.021846 0.137482a 0.049461P

0.564739 0.753865 1.005287

a Eq. (7.191).
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Example 7.13
Consider a sour-gas condensate with composition given as follows. Calculate the
dew-point pressure of the gas-condensate fluid with the iterative equilibrium ra-
tio method. Reservoir temperature is 240�F.

Component zi Pc Tc ui

CO2 0.0031 1071 547.9 0.225
N2 0.0005 493 227.6 0.040
C1 0.9302 666.4 343.33 0.0104
C2 0.0068 706.5 549.92 0.0979
C3 0.0098 616.0 666.06 0.1522
C4 0.0169 527.9 765.62 0.1852
C5 0.0139 488.6 845.8 0.2280
C6 0.0137 453 923 0.2500
C7þ 0.0051 290 1250 0.5300

The heptane-plus fraction has following properties:

MWC7þ ¼ 153:33
Pc ¼ 290
Tc ¼ 790�F
u ¼ 0.53

Solution
At first, we should determine the convergence pressure. Using Eq. (7.195) results
in the convergence pressure:

PK ¼ 5000 psi

Next, we should assume Pd and calculate Ki at the assumed pressure using
Eqs. (7.183) and (7.190). Then, calculate the Zi/Ki until the summation is equal
to 1. It should be noted that for calculating equilibrium ratio of nonhydrocarbon
gases (CO2 and N2) we should use Eqs. (7.196) and (7.197).

(Continued)
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After three iterations, we have Pd ¼ 4475 psi.

Problems
7.1 A retrograde gas condensate with following composition is existed

in a reservoir. However, the discovery pressure in the reservoir
is 6998 psi, and higher than its dew-point pressure, 5990 psi.
Reservoir temperature is 256�F. Determine compressibility
factor via:
a) SanjarieNemati Lay method
b) PengeRobinson EOS

7.2 Consider following gas composition. Determine the value of forma-
tion volume factor at the reservoir conditions of 4800 psi and 268�F.

Component zi

Ki at
P [ 3000
psi Zi/Ki

Ki at
P [ 3750
psi Zi/Ki

Ki at
P [ 4475
psi Zi/Ki

CO2 0.0031 0.211808101a 0.014636 0.100694a 0.030786 0.03237a 0.095767
N2 0.0005 0.436222366b 0.001146 0.234634b 0.002131 0.086748b 0.005764
C1 0.9302 2.087767882 0.445548 1.528605 0.608529 1.181655 0.787201
C2 0.0068 1.35329153 0.005025 1.175053 0.005787 1.060953 0.006409
C3 0.0098 0.971909314 0.010083 0.961243 0.010195 0.977164 0.010029
C4 0.0169 0.708612592 0.023849 0.793565 0.021296 0.90337 0.018708
C5 0.0139 0.548120818 0.025359 0.67907 0.020469 0.847515 0.016401
C6 0.0137 0.425727357 0.03218 0.582548 0.023517 0.795928 0.017213
C7þ 0.0051 0.039873437c 0.127905 0.065664c 0.077668 0.106202c 0.048022P

0.685731 0.800379 1.005513

a Eq. (7.197).
b Eq. (7.199).
c Eq. (7.191).

Component Mole Fraction

C1 0.5904
C2 0.0864
C3 0.0534
n-C4 0.0338
n-C5 0.0178
C6 0.0173
C7þ 0.2009
gC7þ ¼ 0:8325
MWC7þ ¼ 167
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7.3 A gas condensate has composition at given as follows.
a) Determine the value of compressibility factor at reservoir condi-

tions of 5645 psi and 278�F via PateleTeja EOS.
b) Determine the value of compressibility factor for this gas at

5500 psi and 256�F via PengeRobinson EOS.
c) Determine the value of viscosity for this gas at 5324 psi and

263�F via:
c-1) Shokir and Dmour Method
c-2) LeeeGonzalezeEakin Method

7.4 Consider retrograde gas condensate with following composition.
Determine the values of gas-compressibility factor, formation
volume factor, and density of gas at pressure ¼ 4200 psi, and
temperature ¼ 196�F.

Component Mol%

H2S 10.9
CO2 24.69
C1 31.80
C2 4.90
C3 2.05
n-C4 1.67
n-C5 1.02
C6 1.72
C7þ 21.25
gC7þ ¼ 0:8475
MWC7þ ¼ 147

Component Mol%

H2S 8.90
CO2 14.69
C1 31.80
C2 9.90
C3 3.05
n-C4 2.67
n-C5 1.02
C6 1.72
C7þ 26.25
gC7þ ¼ 0:8337
MWC7þ ¼ 136:5
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7.5 Consider a gas-condensate fluid with following composition.
Determine the values of gas viscosity, and gas-compressibility factor
at pressure ¼ 4673 psi, and temperature ¼ 205�F.
Gas viscosity should determine by:
a) Elsharkawy Method
b) Chen and Ruth Method
c) Dempsey’s standing Method
d) Sutton Method
Gas-compressibility factor should calculate by:
a) Papay method
b) Bahadori et al. method
c) Shokir et al. method
d) SRK-SW EOS
e) Mohsen-Nia et al. (MMM) EOS

7.6 Consider a retrograde gas-condensate fluid with composition given as
follows. Determine the dew-point pressure of this fluid by:
a) Nemeth and Kennedy
b) Alternating Conditional Expectations (ACE)
c) Iterative Equilibrium Ratio Method

Component Mole Fraction

N2 0.0046
H2S 0.0
CO2 0.0061
C1 0.6864
C2 0.139
C3 0.0689
i-C4 0.0066
n-C4 0.0266
i-C5 0.0062
n-C5 0.0094
C6 0.0114
C7þ 0.0348
gC7þ ¼ 0:7763
MWC7þ ¼ 152:3
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7.7 Consider the gas-condensate reservoir with following composition.
Determine the values of compressibility factor and gas density via
PengeRobinson EOS. Moreover, predict the value of dew-point
pressure via iterative equilibrium ratio. Reservoir pressure and
temperature are 5110 psi and 238�F, respectively.

Component Mole Fraction

N2 0.0054
H2S 0.0053
CO2 0.0
C1 0.689
C2 0.1364
C3 0.0689
n-C4 0.0332
n-C5 0.0156
C6 0.0112
C7þ 0.035
gC7þ ¼ 0:7763
MWC7þ ¼ 152:3

Component Mole Fraction

CO2 0.0101
C1 0.5556
C2 0.2194
C3 0.0699
n-C4 0.0312
n-C5 0.0136
C6 0.0142
C7þ 0.086
gC7þ ¼ 0:8123
MWC7þ ¼ 155:9

Component Mole Fraction

H2S 0.0107
C1 0.659
C2 0.1654
C3 0.0699
n-C4 0.0312
n-C5 0.0176
C6 0.0102
C7þ 0.036
gC7þ ¼ 0:7988
MWC7þ ¼ 150:3
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7.8 A retrograde gas condensate with following composition is existed in a
reservoir. Reservoir temperature and pressure are 256�F and 6764 psi,
respectively. Determine density of this retrograde gas via:
a) NasrifareMoshfeghian method
b) Nasrifar and Moshfeghian (NM) EOS
c) Schmidt and Wenzel EOS

7.9 Consider a gas-condensate reservoir with following properties.
Determine the dew-point pressure of this reservoir via Humoud
and Al-Marhoun method.

Reservoir Pressure ¼ 6840 psi
Reservoir Temperature ¼ 271.2�F
Separator Pressure ¼ 685 psi
Separator Temperature ¼ 132�F
Rsp ¼ 11,230 Scf/STB
MWC7þ ¼ 150:34
gC7þ ¼ 0:7893
ggsp ¼ 0.7221

7.10 Consider a gas-condensate reservoir with following composition.
Determine the dew-point pressure of this reservoir via
a) Alternating Conditional Expectations (ACE) method.
b) SoaveeRedlicheKwong EOS

Reservoir Pressure ¼ 5982 psi
Reservoir Temperature ¼ 252�F
Separator Pressure ¼ 546 psi
Separator Temperature ¼ 128�F

Component Mole Fraction

C1 0.5904
C2 0.0864
C3 0.0534
n-C4 0.0338
n-C5 0.0178
C6 0.0173
C7þ 0.2009
gC7þ ¼ 0:8325
MWC7þ ¼ 167
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7.11 Consider a gas-condensate reservoir with following properties.
Determine the dew-point pressure of this reservoir via
MarruffoeMaitaeHimeRojas method.

Reservoir Pressure ¼ 6654 psi
Reservoir Temperature ¼ 272�F
Separator Pressure ¼ 675 psi
Separator Temperature ¼ 119�F
CondensateeGas Ratio (CGR) ¼ 10,000 Scf/STB
ggR ¼ 0.9218
ggsp ¼ 0.7399

7.12 Consider following gas composition. Determine the value of forma-
tion volume factor at the reservoir conditions of 3925 psi and 274�F.

Component Mol%

N2 8.51
H2S 4.28
CO2 5.71
C1 58.44
C2 10.68
C3 5.01
i-C4 0.58
n-C4 1.21
i-C5 0.96
n-C5 1.02
C6 0.67
C7þ 2.93
MWC7þ ¼ 140
gC7þ ¼ 0:7713

Component Mol%

N2 14.69
H2S 20.09
C1 26.90
C2 9.80
C3 3.05
n-C4 0.67
n-C5 0.02
C6 7.92
C7þ 16.05
gC7þ ¼ 0:7975
MWC7þ ¼ 137
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7.13 A wet gas with following composition is existed in a reservoir. Reser-
voir temperature and pressure are 270�F and 5900 psi, respectively.
Determine density of this retrograde gas via PateleTeja EOS and
Schmidt and Wenzel EOS.

7.14 Consider a retrograde gas-condensate fluid with composition given as
follows. Determine the dew-point pressure of this fluid by
PengeRobinson EOS and PateleTeja EOS. Moreover, compare the
results obtain from two EOSs.

7.15 A gas condensate has composition at given as follows.
a) Determine the value of compressibility factor at reservoir condi-

tions of 6000 psi and 288�F via MMM EOS.
b) Determine the value of compressibility factor for this gas at

4950 psi and 240�F via PateleTeja EOS.

Component Mole Fraction

C1 0.3901
C2 0.1865
C3 0.0136
n-C4 0.0537
n-C5 0.0379
C6 0.0176
C7þ 0.3006
gC7þ ¼ 0:8571
MWC7þ ¼ 187

Component Mole Fraction

N2 0.0101
C1 0.4656
C2 0.1094
C3 0.0699
n-C4 0.0212
n-C5 0.0236
C6 0.0142
C7þ 0.286
gC7þ ¼ 0:8327
MWC7þ ¼ 166:6
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c) Determine the value of viscosity for this gas at 4800 psi and 235�F
via:
c-1) LeeeGonzalezeEakin Method
c-2) SanjarieNemati LayePeymani Method

7.16 Consider a retrograded gas condensate with following composition.
The discovery pressure in the reservoir is 5502 psi and the reservoir
temperature is 220�F. Calculate compressibility factor and density of
the gas via Schmidt and Wenzel EOS.
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8.1 INTRODUCTION

Clathrate hydrates are ice-like inclusion compounds which form at
high pressures (P) and low temperatures (T) with nonpolar guest molecules
surrounded by hydrogen-bonded water cages. Hydrates are applicable to
wide ranges of industrial and scientific environments comprising modeling
of climate change, CO2 sequestration, hydrocarbon extraction, natural gas
and hydrogen storage, refrigeration and separation technologies, planetary
surface chemistry, and marine biology. Clathrate hydrates created from small
gas molecules are normally denoted as gas hydrates and are influenced by the
type of gas molecule and the thermodynamic circumstances to adopt various
configurations (Sloan and Koh, 2008).

8.2 TYPES AND PROPERTIES OF HYDRATES

The three best-known structures formed from gas molecules are the
structure I (sI), structure II (sII), and structure H (sH) hydrates, which are
shown in Fig. 8.1.

sI hydrate consists of two types of cages: a small cage consisting of 12
pentagonal rings (512) of water and a larger cage consisting of 12 pentagonal
and 2 hexagonal rings (51262). sII hydrate also consists of two types of cav-
ities: the small 512 cage and a larger cage consisting of 12 pentagonal and four
hexagonal rings (51264) of water. sH hydrate consists of three types of cages:
the 512 cage, a larger 51268 cage, and an intermediate cage consisting of three
square, six pentagonal and three hexagonal rings (435663)of water. Although
hydrates formed in nature seem to favor formation of sI, those found in arti-
ficial systems, like oil and gas pipelines, most often form sII. sH is only
favored when a heavy hydrocarbon such as methylcyclohexane is present
with methane and water (Sloan and Koh, 2008).
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Because it is not possible for all cages to be occupied by a guest molecule,
hydrates always have more water than the stoichiometric composition. The
ratio between the guest molecule and water bound in the cage lattice usually
ranges from 6 to 19 moles of water for each mole of hydrate formed, with
typical fractional occupancies of the smaller cages between 0.3 and 0.9,
whereas the large-cage occupancy is close to unity. This variation causes
clathrate hydrates to be called “non-stoichiometric hydrates” to distinguish
them from stoichiometric salt hydrates (Sloan and Koh, 2008).

(A)

(B)
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Figure 8.1 Graphical illustration for hydrate structures (http://www.nature.com/nature/
journal/v426/n6964/full/nature02135.html).
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The upstream industry is very susceptible to gas hydrate formation: trans-
mission lines of oil and gas, tiebacks, and offshore process equipment are
likely to being choked by hydrates, producing potential risks and/or eco-
nomic loss [a number of case studies related to this can be found in the liter-
ature (Sloan and Koh, 2008; Sloan, 2000)]. Hydrates are the leading
(compared to wax, asphaltenes, and scale) deepwater flow assurance problem
by an order of magnitude (Sloan, 2005) and in a survey among 110 energy
companies, flow assurance was recorded as the main technical difficulty in
offshore energy development (Welling and Associates, 1999).

8.3 THERMODYNAMIC CONDITIONS FOR HYDRATE
FORMATION

Hydrate formation is supported by low temperature and high pressure.
For each gas, it is possible to generate a hydrate curve that maps the region in
the pressureetemperature plane in which hydrates can form. Much of the
rest of this book is dedicated to the tools used to predict this locus. Again,
without getting too far ahead of ourselves, some preliminary discussion of
hydrate curves is appropriate (Carroll, 2014).

Fig. 8.2 shows a typical hydrate curve (labeled “hydrate curve”). The
region to the left and above this curve (high pressure, low temperature)
is where hydrates can form. In the region to the right and below the hydrate
curve, hydrates can never form in this region, because the first criterion is
violated. Therefore, if your process, pipeline, well, etc. operates in the re-
gion labeled “no hydrates,” then hydrates are not a problem. On the other
hand, if it is in the region labeled “hydrates region,” then some remedial
action is required to avoid hydrates (Carroll, 2014).

It might seem as though we can treat the temperature and pressure as
separate variables, but when discussing hydrates they are linked. For
example, you cannot say, “A hydrate will not form at 10�C for the gas
mixture shown in Fig. 8.2.” You must qualify this with a pressure. So at
10�C and 5 MPa the process is in the “hydrate region,” whereas at 10�C
and 1 MPa the process is in the region where a hydrate will not form.
Thus, we must talk about a combination of temperature and pressure, and
not each variable on its own (Carroll, 2014).

Furthermore, it is common to add a margin of safety even to the best hy-
drate prediction methods. This margin can be 3e5�C (5e10�F), but typi-
cally 3�C is used. The author typically uses 3�C, but the reader may have
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their own margin or perhaps there is one specified by their company
(Carroll, 2014).

A margin of safety is shown in Fig. 8.2 (“plus 3�C”) and the buffer zone
between the estimated hydrate curve and the þ3�C curve is noted.

8.3.1 Calculating Hydrate Formation Condition
This section describes different models for estimating hydrate formation
conditions. These methods including empirical correlations, equation of
states are illustrated in the next sections.

8.3.1.1 Correlations
The first issue when designing processes containing hydrates is to estimate
the situations of temperature and pressure at which hydrates will form. To
begin the discussion of this topic, a series of approaches can be employed
without a computer. Unfortunately, the shortcomings to these approaches
are that they are not highly precise, and, overall, the less info needed as
input, the less precise the outcomes of the estimation.

Figure 8.2 Pressureetemperature diagram for hydrate region and safety margins
(Carroll, 2014).
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8.3.1.1.1 Makogon (1981)
Makogon (1981) developed a straightforward correlation for predicting
the hydrate formation pressure as a function of gas gravity and temperature
for paraffin hydrocarbons. The mathematical correlation is follows:

log P ¼ bþ 0:0497
�
t þ kt2

�� 1 (8.1)

in which P stands for the pressure in terms of MPa and t denotes the tem-
perature in terms of C. Makogon developed graphic correlations for k and
b, but Elgibaly and Elkamel (1998) provided the following straightforward
expressions:

b ¼ 2:681� 3:811 gþ 1:679 g2 (8.2)

k ¼ �0:006þ 0:011 gþ 0:011 g2 (8.3)

It is worth mentioning that the aforementioned correlation by Elgibaly
and Elkamel (1998) has deviations but their equations of b and k are correct.

Example 8.1
Calculate the hydrate formation pressure of ethane at 15�C by the Makogon
method. It should be noted that molecular weight of ethane is about 30.
Hint : g ¼ MW

28:96

Solution
At first we should determine ethane specific gravity. In this regard we have

g ¼ MW
28:96

¼ 30
28:96

¼ 1:035

Then we should determine k and b

b ¼ 2:681� 3:811 gþ 1:679 g2 ¼ 0:5352

k ¼ �0:006þ 0:011 gþ 0:011 g2 ¼ 0:0171

Finally, we have

log P ¼ bþ 0:0497
�
t þ kt2

�� 1 ¼ 0:472688

P ¼ 1:604 MPa
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8.3.1.1.2 Kobayashi et al. (1987)
Kobayashi et al. (1987) proposed the following, rather complex, correlation
for predicting hydrate formation circumstances as a function of the gas
gravity:

1
T

¼ 2:7707715� 10�3 � 2:782238� 10�3 ln P � 5:649288� 10�4 ln g� 1:298593

� 10�3 ln P2 þ 1:407119� 10�3 lnðPÞlnðgÞ þ 1:785744

� 10�4 lnðgÞ2 þ 1:130284� 10�3ðPÞ3 þ 5:9728235

� 10�4 lnðPÞ2 lnðgÞ � 2:3279181� 10�4 lnðPÞlnðgÞ2 � 2:6840758

� 10�5 lnðgÞ3 þ 4:6610555� 10�3 lnðPÞ4 þ 5:5542412

� 10�4 lnðPÞ3 lnðgÞ � 1:4727765� 10�5 lnðPÞ2 lnðgÞ2

þ 1:393808� 10�5 lnðPÞlnðgÞ3 þ 1:4885010� 10�5 lnðgÞ4

(8.4)

T stands for the temperature in terms of Rankine, P denotes the pressure in
terms of psi, and Y represents the gas specific gravity.

Unfortunately, this correlation and the constants reported seem incor-
rect. No matter what value is input for the pressure, the resultant
temperature is constantly near 0�R (�460�F). Enormous attempts were
made to identify this big mistake, but the difficulty could not be entirely
isolated.

8.3.1.1.3 Motiee (1991)
Motiee (1991) developed the following mathematical expression for pre-
dicting the hydrate formation temperature as a function of the gas gravity
and the pressure:

T ¼ �283:24469þ 78:99667 logðPÞ � 5:352544ðlogðPÞÞ2

þ 349:473877g� 150:854675g2 � 27:604065 logðPÞg (8.5)

in which T stands for the hydrate temperature in terms of �F, P represents
the pressure in terms of psi, and Y denotes the gas gravity.
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Example 8.2
Consider following mixture and calculate the hydrate formation temperature by
Motiee method at P ¼ 5500 psi.

Component Mole Fraction

CO2 0.08
H2S 0.05
C1 0.87

Solution
At first, we should determine ethane specific gravity. In this regard, we deter-
mine molecular weight of the gas mixture and then calculate gas specific gravity

MW ¼ 0:08� 44þ 0:05� 34:08þ 0:87� 16 ¼ 19:144

g ¼ MW
28:96

¼ 19:144
28:96

¼ 0:66105

T ¼ �283:24469þ 78:99667 logðPÞ � 5:352544 logðPÞ2 þ 349:473877g

� 150:854675g2 � 27:604065 logðPÞg
¼ 34:19�F

8.3.1.1.4 Østergaard et al. (2000)
Østergaard et al. (2000) developed another correlation for predicting hy-
drate formation pressure. Their proposed correlation was developed based
on the gas gravity. It is worth highlighting that their proposed equation is
applicable for sweet gases.

lnðPÞ ¼
�
c1ðgþ c2Þ�3 þ c3Fm þ c4F

2
m þ c5

�
T þ c3ðgþ c7Þ�3

þ c8Fm þ c9F2
m þ c10

(8.6)

In which P stands for the pressure in terms of kPa, Y represents the gas
specific gravity, T denotes the temperature in terms of K, and Fm stands
for the mole ratio between formers and nonformers throughout the
mixture. The coefficients of their correlation are reported through
Table 8.1.

It is worth highlighting that this correlation due to gas specific limitations
is not valid to pure ethane or to pure methane. Østergaard et al. (2000) made
enormous efforts to include corrections for H2S in their approach; however,
they could not achieve this.
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8.3.1.1.5 Sun et al. (2003)
Sun et al. (2003) took a set of measurements for sour gas mixtures; remember
that sour gas is a mixture containing H2S. These data are from 1 to 26.5�C
and 0.58e8.68 MPa. The specific gravity of these mixtures ranges from
0.656 to 0.787. The data set is approximately 60 points in total. It was noted
earlier that the simple gas gravity method is not applicable to sour gas mix-
tures, thus, this set of data provides a severe test for our simplified local
models. Using least squares regression to fit the set of data, one obtains
the following correlation:

1000
T

¼ 4:343295þ 1:07340� 10�3P � 9:19840� 10�2 ln P

� 1:071989 g (8.7)

Example 8.3
Consider following mixture and calculate the hydrate formation temperature by
Sun et al. method at P ¼ 4 MPa.

Component Mole Fraction

CO2 0.15
H2S 0.15
C1 0.70

Solution
At first, we should determine ethane specific gravity. In this regard we determine
molecular weight of gas mixture and then calculate gas specific gravity

MW ¼ 0:15� 44þ 0:15� 34:08þ 0:70� 16 ¼ 22:912

Table 8.1 Coefficients of the Østergaard et al. Correlation
Coefficient Value Coefficient Value

C1 4.5134 � 10�3 C6 3.6625 � 10�4

C2 0.46852 C7 �0.485054
C3 2.18636 � 10�2 C8 �5.44376
C4 �8.417 � 10�4 C9 3.89 � 10�3

C5 0.129622 C10 �29.9351
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g ¼ MW
28:96

¼ 22:912
28:96

¼ 0:79176

TðkÞ ¼ 1000
4:343295þ 1:07340� 10�3P � 9:19840� 10�2 ln P � 1:071989g

¼ 296:56K

8.3.1.1.6 Towler and Mokhatab (2005)
Towler and Mokhatab (2005) developed a somewhat straightforward corre-
lation for predicting hydrate formation temperatures as a function of the gas
gravity and the pressure as follows:

T ¼ 13:47 lnðPÞ þ 34:27 lnðgÞ � 1:675 lnðPÞlnðgÞ � 20:35 (8.8)

Example 8.4
Consider following mixture and calculate the hydrate formation temperature by
Towler and Mokhatab method at P ¼ 2000 psi.

Component Mole Fraction

CO2 0.02
H2S 0.02
C1 0.70
C2 0.16
C3 0.10

Solution
At first we should determine ethane specific gravity. In this regard, we determine
molecular weight of gas mixture and then calculate gas specific gravity

MW ¼ 0:02� 44þ 0:02� 34:08þ 0:70� 16þ 0:16� 30þ 0:10� 44

¼ 21:9616

g ¼ MW
28:96

¼ 21:9616
28:96

¼ 0:7583

Then we have

T ¼ 13:47 lnðPÞ þ 34:27 lnðgÞ � 1:675 lnðPÞlnðgÞ � 20:35 ¼ 76:0761�F
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8.3.1.1.7 Bahadori and Vuthaluru (2009)
Bahadori and Vuthaluru (2009) developed robust correlations for predicting
hydrate formation pressure and temperature. They employed data of hydrate
formation condition reported in previous literature to develop their corre-
lation. They proposed two different correlations for estimating hydrate for-
mation conditions. The first equation was used for predicting hydrate
formation temperature as a function of pressure as formulated by
Eq. (8.9). Moreover, the coefficient of this equation was correlated to mo-
lecular weight of gas mixture. The second equation was used for estimating
hydrate formation pressure as a function of temperature as formulated by Eq.
(8.10). It is worth mentioning that before predicting hydrate formation con-
dition we should determine the appropriate coefficients of Eqs. (8.9) and
(8.10), depending on our case. For predicting hydrate formation tempera-
ture, we should use the coefficients reported through Table 8.2 and for esti-
mating hydrate formation pressure we should use the coefficients illustrated
in Table 8.3.

The mathematical expressions of hydrate formation temperature and
pressure are expressed by Eqs. (8.9) and (8.10), correspondingly, as follows:

lnðTÞ ¼ aþ b

�
1
P

�
þ c

�
1
P

�2

þ d

�
1
P

�3

(8.9)

Table 8.2 Coefficients of the Bahadori and Vuthaluru Correlation for Estimation of
Hydrate Formation Pressure (kPa) via Eq. (8.9) (Bahadori and Vuthaluru, 2009)

Coefficient
Molecular weight < 23,
265K < Temperature < 298K

Molecular weight > 23,
265K < Temperature < 298K

A1 �2.8375555003183 � 105 9.6485148281011 � 104

B1 4.188723721533 � 104 1.2987255223562 � 104

C1 �2.0426785680161 � 103 5.6943123183493 � 102

D1 3.2999427860007 � 101 �8.0291736544591
A2 2.3518577113598 � 108 �8.3851942305767 � 107

B2 �3.470311070979 � 107 1.1292443545403 � 107

C2 1.6921307674758 � 106 �4.9481203210497 � 105

D2 �2.7331526571044 � 104 6.9743729419639 � 103

A3 �6.4899035506028 � 1010 2.4283950487232 � 1010

B3 9.5728921505256 � 109 �3.2713325876178 � 109

C3 �4.667233443707 � 108 1.4325969896394 � 108

D3 7.5373257072387 � 106 �2.018536147544 � 106

A4 5.9653477415552 � 1012 �2.3430538061379 � 1012

B4 �8.796372864875 � 1011 3.1570181175788 � 1011

C4 4.2881972248701 � 1010 �1.38180509474908 � 1010

D4 �6.9241414046235 � 108 1.9463506733398 � 108
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Table 8.3 Coefficients of the Bahadori and Vuthaluru Correlation to Estimate Hydrate Formation Temperature (K) via Eq. (8.10) (Bahadori
and Vuthaluru, 2009)

Coefficient
Molecular Weight > 23 and Pressure
1200 kPa < P < 40,000 kPa

Molecular Weight < 23 and Pressure
1200 kPa < P < 5000 kPa

Molecular Weight < 23 and Pressure
Range 5000 kPa < P < 40,000 kPa

A1 6.4185071105353 �4.1812132784232 7.0959703947586
B1 �8.8017107875666 � 10�2 1.472639349108 �2.1806030070795 � 10�1

C1 3.5573429357137x 10�3 �7.2745386271251 � 10�2 1.1305933439794 � 10�2

D1 �4.7499843881244 � 10�5 1.1897795879884 � 10�3 �1.927203195626 � 10�4

A2 �8.6426289139868 � 103 4.5284975000181 � 104 �1.2584649421592 � 105

B2 1.0243307852297 � 103 �6.8628124449813 � 103 1.8993111766336 � 104

C2 �4.09663925465509 � 101 3.4240721860406 � 102 �9.5260058127234 � 102

D2 5.4450050757729 � 10�1 �5.642533019 1.5806820089029 � 101

A3 1.159643030462 � 107 �8.317075073225 � 107 9.2190382283151 � 108

B3 �1.3859027774109 � 106 1.2604810249225 � 107 �1.4030410567488 � 108

C3 5.5353148270822 � 104 �6.3018579466138 � 105 7.0820417989994 � 106

D3 �7.339994547645 � 102 1.0408848430973 � 104 �1.1818763471949 � 105

A4 �4.0200951475377 � 109 5.8589773993386 � 109 �2.1053548626211 � 1012

B4 4.791331833062 � 108 �9.6634962535354 � 108 3.213992597219 � 1011

C4 �1.9036325296009 � 107 5.13473142241307 � 107 �1.6274767262739 � 1010

D4 2.5113297404156 � 105 �8.87818586492 � 105 2.724884324573 � 108
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lnðPÞ ¼ aþ b
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1
T

�
þ c

�
1
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�2

þ d

�
1
T

�3

(8.10)

in which,

a ¼ A1 þ B1MWþ C1MW2 þD1MW3 (8.11)

b ¼ A2 þ B2MWþ C2MW2 þD2MW3 (8.12)

c ¼ A3 þ B3MWþ C3MW2 þD3MW3 (8.13)

d ¼ A4 þ B4MWþ C4MW2 þD4MW3 (8.14)

It is worth stressing that the coefficients of Eqs. (8.9) and (8.10) cover the
data points of Katz (1945) gravity chart in which temperature varies from
260 to 298K and gas molecular weight changes from 16 to 29.

8.3.1.2 Equation of States
A system is in thermodynamic equilibrium when it is in thermal, mechan-
ical, and chemical equilibrium. For a system at constant pressure and temper-
ature, thermodynamic equilibrium can be characterized by minimum Gibbs
energy. For a transfer of dni moles of a substance between two phases 1 and 2,
in equilibrium at constant temperature and pressure, the change in Gibbs en-
ergy (G) is

dG ¼ �m2i � m1i
�
dni (8.15)

in which mi stands for the chemical potential of a substance i, and ni
represents the number of moles of i. At equilibrium G is minimum, thus:�

vG
vni

�
T ;P;nj

¼ 0 (8.16)

yielding

m2i ¼ m1i (8.17)

For multiphaseemulticomponent equilibrium, Eq. (8.17) can be
extended to

m1i ¼ m2i ¼ . ¼ mki i ¼ 1; 2;.:;N (8.18)

and k is the number of coexisting phases.
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Based on the previous equations, the equilibrium condition may be
calculated either by direct minimization of the Gibbs energy or by using
the principle of equality of chemical potentials (Walas, 1985). The chemical
potential can be expressed in terms of the fugacity of a component by the
following equation:

m ¼ m0 þ RT ln
f ðpÞ
P0 (8.19)

in which m0 is the chemical potential at reference state, T is the temperature,
R is the universal gas constant, P0 is the pressure at the reference state, and
f(P) is the fugacity as a function of pressure.

Combination of Eqs. (8.18) and (8.19) results in the equality of fugacities
for the thermodynamic equilibrium under consideration:

f 1A ¼ f 2A ; f 1B ¼ f 2B (8.20)

in which f stands for the fugacity of component A or B in phase 1 or 2.
In the present work, the hydrate phase equilibrium is modeled by using

the fugacity approach as proposed by Klauda and Sandler (2000, 2002,
2003). This approach is based on solving the condition of equal fugacities
of water in the hydrate phase and the fluid phases:

f HW ðT ;PÞ ¼ f pW ðT ;P; xÞ (8.21)

For solving these conditions, the fugacity of water in the fluid phase is
calculated with an equation of state (EOS), whereas the fugacity of water
in the hydrate phase is calculated from Eq. (8.22).

f HW ðT ;PÞ ¼ f bW ðT ; PÞexp
��DmHW ðT ; PÞ

RT

�
(8.22)

in which

f bW ðT ; PÞ ¼ f sat;bW ðT ; PÞexp
 
V b
W ðT ;PÞ�P � Psat; b

w ðT Þ�
RT

!
(8.23)

In Eq. (8.23), f bW stands for the fugacity of the hypothetical, empty hy-
drate lattice. This fugacity is influenced by the guest molecule(s) of the clath-
rate hydrate cavities, which take into consideration the various lattice
distortion degrees caused by various guests (Klauda and Sandler, 2000).
The chemical potential difference between the empty and occupied cage
of the hydrate DmHW is calculated according to the van der Waals and
Platteeuw (VdWP) (1959) statistical thermodynamic theory.
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8.3.1.2.1 The Cubic-Plus-Association Equation of State
The Cubic-Plus-Association (CPA) EOS demonstrated by Kontogeorgis
et al. (1996) combines an association term like that found in Statistical Asso-
ciating Fluid Theory (SAFT) approaches with the physical term from the cu-
bic SoaveeRedlicheKwong (SRK) equation of state. This approach has
been proven to provide accurate descriptions of complex systems involving
water and other complex chemicals of hydrogen-bonding character
(Kontogeorgis and Folas, 2010).

In pressure-explicit form, the CPA equation of state can be formulated as
follows (Michelsen and Hendriks, 2001; Kontogeorgis et al., 2006):

P ¼ RT
Vm � b

� aðTÞ
VmðVm þ bÞ �

RT
2Vm

�
1þ 1

Vm

vln g
vð1=VmÞ

	
�
X
i

Xi

X
Ai

ð1� XAiÞ (8.24)

in which R stands for the gas constant and T represents temperature. Vm

stands for the molar volume, a(T) denotes the temperature-dependent SRK
energy parameter and b represents the SRK covolume parameter. g is the
hard sphere radial distribution function. Ai denotes association site A on
component i; xi is the mole fraction of component i; XAi is the fraction of
sites, type A on component i, not bonded to other sites. CPA simplifies to
the SRK equation of state for nonassociating systems.

The fraction of nonbonded sites, XAi, is predicted by unraveling Eqs.
(8.25) and (8.26) as follows:

XAi ¼
1241þ 1

Vm

X
j

Xj

X
Bj

XBjD
AiBj

35 (8.25)

Eq. (8.25) is examined for all site types on all associating elements. The
summation over Bj in Eq. (8.25) specifies summation over all association
sites.

DAiBj stands for the association strength between siteA on molecule i and
site B on molecule j. It may be estimated by

DAjBj ¼ gðVmÞref �
�
exp

�
ε
AiBj

RT

�
� 1

	
� bij � bAiBj (8.26)
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ε
AiBj and bAiBj are the association energy and volume, respectively, between
site A on molecule i and site B on molecule j. g(Vm)ref stands for the contact
value of the radial distribution function for the reference hard-sphere fluid
system.

The radial distribution function, g(Vm), was demonstrated in a simplified
CPA (SCPA) formula by Kontogeorgis et al. (1999). Although previous
forms of CPA utilized the CarnahaneStarling expression for the hard-
sphere radial distribution function, SCPA employs the formula illustrated
through Eq. (5.3.4) for the simplified hard-sphere radial distribution
function.

gðVmÞ ¼ 1�
1� 1:9� b� 1

4Vm

	 (8.27)

The temperature-dependent energy parameter, ai(T), for pure compo-
nent i, in the SRK term is determined through Eq. (8.28).

aiðTÞ ¼ a0;i


1þ Ci;i

�
1� ffiffiffiffiffiffiffi

TR
p ��2 (8.28)

in which a0,i and c1,i stand for pure-component parameters and TR rep-
resents the reduced temperature for component i. For associating com-
ponents, the CPA EOS employs five pure-element parameters, a0,i, bi, c1,i,
ε
AiBi , and bAiBi . Nonassociating elements are depicted through three pure-
element parameters, a0,i, bi, and c1,i in a manner like that of the “standard”
SRK EOS. Via fitting the model to the saturated-liquid densities and
experimental vapor pressures of the pure component, pure-element pa-
rameters for associating components can be determined. Moreover, via
critical temperature, Tc,i, critical pressure, Pc,i, and the acentric factor, ui,
the three pure-element parameters for nonassociating compounds can also
be calculated.

In binary systems, the van der Waals one-fluid mixing rules are
employed for calculating the SRK parameters, a(T) and b. This is done
according to Eqs. (8.29) and (8.30) (Kontogeorgis et al., 2006).

a ¼
Xn
i¼1

Xm
j¼1

xixjaij (8.29)

w ¼
X
i

xibi (8.30)
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In which the “classical” combining rules are applied for the binary aij(T) in
the SRK term and the binary bij in the association term.

aij ¼ ffiffiffiffiffiffiffiffiffiffi
aiiajj

p ð1� KijÞ (8.31)

bij ¼ ðbii þ bjjÞ
2

(8.32)

kij in Eq. (8.31) stands for the binary interaction parameter (BIP) between
component i, and component j. kij may be temperature dependent, e.g.,
according to Eq. (8.33)

kij ¼ akij þ
bkij
T

(8.33)

For the association parameters of CPA, no mixing rules are required.
Only for cross-associating systems, combining rules is necessary to obtain
the two association parameters ε

AiBj and bAiBj . This work utilizes the
CR1 combining rules (CRs) according to Eqs. (8.34) and (8.35):

ε
AiBj ¼ ðεAjBj þ ε

AiBiÞ
2

(8.34)

bAjBj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bAjBj � bAiBi

q
þ gAiBj (8.35)

The CR for bAiBj , Eq. (8.35), has been formulated in a general form,
which handles both cross-association between two self-associating mole-
cules as well as cross-association between one self-associating and one
non-self-associating molecule (solvation). In the case of cross-association be-
tween two self-associating molecules, gAiBj may either be set to zero, to
allow approach estimation according to the standard CR1 combining
rule, or it can be used as an adjustable parameter on the cross-association in-
teractions. In cases with cross-association involving one non-self-associating
molecule, a nonzero gAiBj is required to give cross-association interactions.

Because only binary interactions may be accounted for (directly) in the
process of parameter prediction, CPA becomes predictive for systems con-
taining three or more elements.

8.3.1.2.2 PengeRobinson Equation of State
The PengeRobinson (PR) EOS is a commonmodel between both industrial
engineers and scientific scholars as it is relatively precise for the estimation of
density, vapor pressure, and other thermodynamic properties of slightly polar
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and nonpolar fluids. However, it is not as accurate for estimating properties of
strongly polar and the compounds associated with water (Peng andRobinson,
1976). The equation is a pressure-explicit expression formulated as follows:

P ¼ RT
v � b

� aðTÞ
vðv þ bÞ þ bðv� bÞ (8.36)

in which T stands for the temperature of the system, R represents the gas
constant, v is the molar volume, and a and b are constants specific to each
component. For a fluid, b is proportional to the size of the molecule or the
molecular volume and is calculated based only on the critical temperature,
Tc, and the critical pressure, Pc, according to the expression:

b ¼ 0:07780
RTc

Pc
(8.37)

The term a(T) is an expression that characterizes the intermolecular
attractive interactions as a product of a temperature-dependent term,
a(T), and a constant, a(Tc) as indicated by Eq. (8.38):

aðTÞ ¼ aðTcÞaðT ;uÞ (8.38)

in which each of these terms is expressed by Eqs. (8.39)e(8.41) and depend
on an additional parameter, u, the acentric factor, which represents the
deviations of the intermolecular potential from that of a perfectly spherical
molecule (Prausnitz et al., 1999):

aðTcÞ ¼ 0:45724
ðRTcÞ2
Pc

(8.39)

aðTÞ ¼
�
1þ b

�
1�

ffiffiffiffiffi
T
Tc

r �	2
(8.40)

b ¼ 0:37464þ 1:54226u� 0:26992u2 (8.41)

From this formulation, for a system to be fully defined the critical tem-
perature, critical pressure, and the acentric factor for each component are
required. In Table 8.4, these properties are given for the various components
examined here.

The PR EOS is extended to mixtures using appropriate mixing rules. The
most common mixing rules are the one-fluid van der Waals mixing rules:

a ¼
X
i

X
j

xixjaij (8.42)
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in which aij is the cross-interaction parameter and is mathematically defined
using Eq. (8.43):

aij ¼ ffiffiffiffiffiffiffi
aiaj

p
(8.43)

b ¼
X
i

xibi (8.44)

8.3.1.2.3 Perturbed Chain-Statistical Associating Fluid Theory
Unlike cubic EOSs, which are based on the van der Waals EOS, the SAFT
family of EOSs is based on statistical mechanics principles. These molecular
theories have become popular in the recent years due to their improved ac-
curacy compared to more classical methods. Chapman and co-workers
developed SAFT EOS (Chapman et al., 1990, 1989) based on Wertheim’s
first-order thermodynamic perturbation theory that defined a relationship
between the Helmholtz energy and the association interactions of a mole-
cule (Wertheim, 1984a,b, 1986a,b). In particular, this theory models the
behavior of real fluids by describing different interactions as a series of per-
turbations to a reference fluid. SAFT is based on a reference fluid composed
of hard spheres in which the attractive and repulsive interactions are based on
the modified-square well potential model suggested by Chen and Kreglew-
ski (Chen and Kreglewski, 1977).

After the development of the original SAFT, many other versions of the
EOS were derived and vary from the original one in the type of the

Table 8.4 Molar Mass, Critical Properties, and Acentric Factor of Pure Components
(Prausnitz et al., 1999)
Chemical Species MM (g/mol) Tc (K) Pc (MPa) u

O2 32.00 154.6 5.04 0.025
Ar 39.95 150.8 4.87 0.001
N2 28.00 126.2 3.39 0.039
CO 28.01 132.9 3.50 0.066
CO2 44.01 304.1 7.38 0.239
CH4 16.04 190.4 4.60 0.011
C2H6 30.07 305.3 4.87 0.099
C3H8 44.10 369.8 4.25 0.153
i-C4H10 58.12 408.2 3.65 0.183
H2O 18.01 647.3 22.12 0.344
H2S 34.08 373.2 8.94 0.081
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reference fluid or potential model used. SAFT-Variable Range (VR)
(Gil-Villegas et al., 1997; Galindo et al., 1998) implemented the use of a
variable-range square well intermolecular potential; soft-SAFT (Blas and
Vega, 1997, 1998) used a LennardeJones reference fluid, whereas Perturbed
Chain (PC)-SAFT is based on a hard-chain reference fluid. There are many
other variations of the SAFT EOSs, and several comprehensive reviews
(M€uller and Gubbins, 2001; Economou, 2002) have covered their
differences in detail.

The formulation of the PC-SAFT EOS is based on the calculation of the
residual Helmholtz energy, ares, in terms of the summation the Helmholtz
contributions of different intermolecular interactions according to the
expression:

ares

RT
¼ a

RT
� aideal

RT
¼ ahc

RT
þ adisp

RT
þ aassoc

RT
(8.45)

The reference fluid is composed of a hard-chain fluid, in which its seg-
ments are freely jointed and defined exclusively by their hard-core repulsive
interactions. The Helmholtz energy contribution of the reference fluid, ahc,
is a mathematical combination of the Helmholtz free energy of a hard-
sphere reference fluid used in the SAFT EOS [the CarnahaneStarling
expression (Mansoori et al., 1971)] and the energy of chain formation.

The addition of the dispersion perturbation, adisp, to the reference fluid is
used to calculate attractive interactions in the fluid. This potential model is
described by the chain segment diameter, s, and the energy of dispersion in-
teractions between segments, ε. For simple nonassociating molecules, PC-
SAFT utilizes an additional parameter, the number of segments in the
nonspherical molecule,m, for a full description of the molecular shape and size.

Dispersion interactions in PC-SAFT are modeled using a two-term
perturbation expansion. Both terms in the expansion are dependent on
the integral of the radial distribution function. Gross and Sadowski (2001)
simplified these integrals to a density power series (Eqs. (8.60) and (8.62)).
After this simplification, these power series depend only on constant coeffi-
cients fitted to pure alkane data and the number of segments.

In this formulation, the final perturbation to the system that was consid-
ered is the associating interactions of a molecule, such as the ability of water
to form hydrogen bonds. The contribution of the association interactions to
the Helmholtz energy, aassoc, have been derived based on Wertheim’s
perturbation theory. The central conclusion of Wertheim’s work was
the derivation of the fraction of associating sites of a component, X.
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Chapman et al. later extended this theory and introduced the strength of as-
sociation between unlike sites, DAB. To be able to calculate this quantity,
two additional parameters are used: the association energy between sites A
and B of molecule i, εAiBi , and the volume of associating interactions, kAiBi .

All five parameters described here were fitted to pure-component satu-
ration data from temperatures near the triple point to slightly below the crit-
ical point. These parameters were fitted by minimizing the difference
between the equilibrium pressures and saturated-liquid density calculated
using the EOS and the experimental values. The fundamental basis of the
EOS remains unchanged when multicomponent mixtures are studied by
fitting the parameters this way.

A number of other intermediate- and long-range intermolecular forces
such as polarizability effects and ionic interactions can be accounted for by
the inclusion of additional terms to the expression. Such forces are not
accounted explicitly in this work.

To extend PC-SAFT tomixtures, the mixing rules in Eqs. (8.46) and (8.47),
derived based on the van derWaals mixing rules are used to describe the disper-
sion interactions between different molecules (Gross and Sadowski, 2001):

m2
εs3 ¼

X
i

X
j

xixjmimj

�
εij

kT

�
s3ij (8.46)

m2
ε
2s3 ¼

X
i

X
j

xixjmimj

�
εij

kT

�2

s3ij (8.47)

In these equations, the binary cross-interaction parameters, sij and εij, are
calculated using the classical LorentzeBerthelot-combining rules:

sij ¼ 1
2
ðsi þ sjÞ (8.48)

εij ¼ ffiffiffiffiffiffiffi
εiεj

p
(8.49)

To calculate thermodynamic properties of fluids in different phases, the
pure-component PC-SAFT parameters m, s, ε, εAB, and kAB need to be
fitted to vapor pressure and saturated-liquid density data. In this work,
experimental data from the National Institute of Standards and Technology
(NIST) (Lemmon et al., n.d.) database were used for this purpose. All mol-
ecules studied within this work are modeled as nonassociating molecules
with the exception of water, which is modeled as a molecule with two
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associating sites. The optimization of these parameters was achieved through
the minimization of the deviation of the EOS prediction of both the satu-
ration pressure and liquid density of the components from the experimental
value. The parameters for all of the components studied in this work are dis-
played in Table 8.5. These parameters were refitted here and are consistent
with parameters previously reported in the literature (Diamantonis et al.,
2013; Diamantonis, 2013).

8.3.1.2.3.1 Mathematical Formulation of PC-SAFT In the rest of the
appendix, the mathematical description of each Helmholtz free-energy term
in the PC-SAFT EOS (Gross and Sadowski, 2001, 2000, 2002) is provided.
The starting expression is:

ares

RT
¼ a

RT
� aideal

RT
¼ ahc

RT
þ adisp

RT
þ aassoc

RT
(8.50)

The ideal Helmholtz free energy is:

aideal

RT
¼ ln r� 1 (8.51)

8.3.1.2.3.1.1 Hard-chain Reference Fluid This section explains the terms
needed to calculate the Helmholtz free energy of the hard-chain reference
fluid, ahc:

ahc

RT
¼ m

ahs

RT
�
X
i

xiðmi � 1Þln ghsii ðdiiÞ (8.52)

Table 8.5 PC-SAFT Pure-Component Parameters
Component MM (g/mol) m s (Å) ε/k (K) ε

AB/k (K) kAB

CO2 44.01 2.6037 2.555 151.04
CH4 16.04 1.0000 3.704 150.03
O2 32.00 1.1217 3.210 114.96
Ar 39.95 0.9285 3.478 122.23
N2 28.00 1.2053 3.313 90.96
CO 28.01 1.3195 3.231 91.41
H2O 18.02 1.9599 2.362 279.42 2059.28 0.1750
H2S 34.08 1.7129 3.053 224.01
C2H6 30.07 1.6040 3.532 191.47
C3H8 44.10 2.0011 3.630 207.90
i-C4H10 58.12 2.2599 3.774 216.25
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The only input parameters that are directly required by Eq. (8.52) are m,
the number of segments in the nonspherical molecule, and xi, the mole frac-
tion of component i. m is defined as the average number of segments:

m ¼
X
i

ximi (8.53)

This equations also requires the Helmholtz energy of hard spheres that
constitute the chain, ahs:

ahs

RT
¼ 1

z0

 
3z1z2

ð1� z3Þ
þ z32

z3ð1� z3Þ2
þ
 
z32

z23
� z0

!
lnð1� z3Þ

!
(8.54)

The final parameter in Eq. (8.52) is the hard-sphere radial distribution
function, ghsij :

ghsij ¼ 1
ð1� z3Þ

þ
 

didj
di þ dj

!
3z2

ð1� z3Þ2
þ
 

didj
di þ dj

!2
3z22

ð1� z3Þ3
(8.55)

Both the radial distribution function and the Helmholtz free energy of
the hard-sphere reference fluid require the following expression:

zn ¼
rp

6

X
i

ximid
n
i n˛ f0; 1; 2; 3g (8.56)

The number density of the fluid is defined as the partial volume fraction
at n ¼ 3. The number density can then be converted to the density of the
fluid:

h ¼ z3 (8.57)

In Eq. (8.56), d is the segment diameter that is a function of temperature
and two parameters, the chain-segment diameter, si, and the energy of
dispersion, εi:

di ¼ si

�
1� 0:12 exp

�
� 3

εi

kT

�	
(8.58)

8.3.1.2.3.1.2 Dispersion Interactions The dispersion contribution to the resid-
ual Helmholtz free energy is based on the second-order perturbation theory
that models adisp as a function of two terms:

adisp

RT
¼ �2prI1ðh;mÞm2

εs3 � prmC1I2ðh;mÞm2
ε
2s3 (8.59)
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I1 and I2 are power series expansions that represent simplified integrals of the
radial distribution function of the hard chain and depend only on the
average number of segments and the number density:

I1ðh;mÞ ¼
X6
i¼0

aiðmÞhi (8.60)

aiðmÞ ¼ a0i þ m� 1
m

a1i þ m� 1
m

m� 2
m

a2i (8.61)

I2ðh;mÞ ¼
X6
i¼0

biðmÞhi (8.62)

biðmÞ ¼ b0i þ m� 1
m

b1i þ m� 1
m

m� 2
m

b2i (8.63)

The parameters, a0i to a2i and b0i to b2i, are constants presented by Gross
and Sadowski (2001). In Eq. (8.59), C1 is given from the expression:

C1 ¼ 1þ m
8h� 2h2

ð1� hÞ4 þ ð1� mÞ 20h� 27h2 þ 12h3 � 2h4

ð2� 3hþ h2Þ2 (8.64)

These equations are extended to mixtures using the van der Waal mixing
rules.
8.3.1.2.3.1.3 Association Interactions The association contribution to
Helmholtz free energy is defined as follows:

aassoc

RT
¼
X
i

xi

"X
Ai

�
ln XAi � XAi

2

�
þMi

2

#
(8.65)

in which XAi is the fraction of associating sites in a fluid:

XAi ¼
241þX

j

X
Bj

rjX
BjDAiBj

35�1

(8.66)

The strength of association between unlike sites, DAiBj , is:

DAiBj ¼ d3ij gijðdijÞsegkAiBj

�
exp

�
ε
AiBj

kT

�
� 1

	
(8.67)

in which,

dij ¼ 1
2
ðdi þ djÞ (8.68)
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8.3.1.3 Iterative Method (K-value Method)
The K-factor is defined as the distribution of the component between the
hydrate and the gas (Carroll, 2014):

Ki ¼ yi
xi

(8.69)

in which yi and xi stand for the mole fractions of component i in the vapor
and hydrate, correspondingly. These mole fractions are on a water-free base
and water is not involved in the computations. It is presumed that adequate
water exists to create a hydrate (Carroll, 2014).

A chart is available for each of the hydrate-forming components
commonly encountered in natural gaser: methane, ethane, propane, isobu-
tane, n-butane, hydrogen sulfide, and carbon dioxide (Carroll, 2014).

The vaporeliquid K-factors can be gained from the K-factor charts in
the Gas Processors Suppliers Association (GPSA) Engineering Data Book
or one of the other straightforward or complicated methods accessible in
the literature (Carroll, 2014).

All nonformers are simply assigned a value of infinity, because by defini-
tion xi ¼ 0 for nonformers; there is no nonformer in the hydrate phase. This
is true for both light nonformers, such as hydrogen, and heavy ones, such as
n-hexane and n-pentane (Carroll, 2014).

For a total of 1 lb-mole of a hydrocarbon mixture, i.e., n ¼ 1, at the hy-
drate formation pressure we have following conditions (Carroll, 2014):

nhz 0

nv z 1

In the aforementioned circumstances, the overall composition, zi, and
the composition of the vapor phase, yi, are the same. Performing these lim-
itations to Eq. (8.69) results in (Carroll, 2014)X

i

zi
nvKi þ nl

¼
X
i

zi
Ki

¼ 1 (8.70)

in which zi ¼ total composition of the system under consideration.
A trial-and-error method should be used to determine the hydrate-

formation pressure, phyd. The following flowchart (Fig. 8.3) demon-
strates the process of iterative method for predicting hydrate-formation
pressure (Carroll, 2014).

428 M.A. Ahmadi and A. Bahadori



8.4 HYDRATE DEPOSITION

The main area in which hydrate can deposit is from water-saturated
fluids in gas-export pipelines creating possible plugs owing to dehydrator
failure (Kane et al., 2008). Although a few hydrate formation flow-loop in-
vestigations have been conducted for gas-dominated systems (Sloan et al.,
2011; Matthews et al., 2000), hydrate deposition has not been precisely
detected and/or fully investigated on a lab scale. In annular flow of water-
saturated natural gas, it is possible that water condenses out of the vapor
phase on the walls. In the area of hydrate formation, an important uncer-
tainty in gas pipelines is the mechanism for hydrate deposition on the wall
of the pipe (Rao et al., 2013).

N
ex

t I
te

ra
tio

n

NO

Yes

Presume a trial value of phyd, An appropriate initial value is as follows:

Considering the presumed hydrate formation pressure, determine 
the equilibrium ratio, Ki, for each element at the given 

temperature. It should be noted that K value for non -formers is 
equal to ∞.

Determine the Σi Zi/Ki

Σi Zi/Ki is equal to 1 or NOT?

Hydrate Formation pressure determined

phyd = 1

Σi=1 ⎝
⎛ Zi ⎝

⎛pνi

Figure 8.3 Flowchart for predicting hydrate-formation pressure by iterative equilib-
rium ratio method.
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Different scholars (Turner et al., 2009; Camargo et al., 2000; Hernandez
et al., 2004) have studied hydrate formation and plugging experiments
throughout oil pipelines. Aspenes et al. (2010) studied one mechanism for
hydrate deposition for hydrate adhesion on water-wetted surfaces. They
concluded that higher surface free energy caused larger adhesion forces. It
was found that hydrates formed throughout the bulk fluid phase would
adhere to the wetted wall surface. Nicholas et al. (2009) illustrated that if
the hydrates form on a cold carbon-steel surface, they are likely to adhere
to the surface, and a considerable larger fracture force [100 mN/m is
needed to remove them. The process of growing hydrate film on surfaces
is very slow which may need days to be detected, a timescale too lengthy
to be experienced in flow loops (Sloan et al., 2011; Rao et al., 2013;
Lachance et al., 2012).

The probability of condensation of the dissolved water in the vapor on
the surfaces of the wall is considerable in annular flow of water-saturated hy-
drocarbon fluid. A hydrate film creates and the thickness of the hydrate film
grows from the wall in a stenosis buildup, as illustrated in Fig. 8.4 (Rao et al.,
2013).

8.5 HYDRATE INHIBITIONS

For hydrate to be stable, necessary conditions are presence of water,
suitably sized gaseliquid molecules, and suitable temperature and pressure
conditions. To avoid hydrate problems, injecting inhibitors has been utilized

Figure 8.4 Graphical illustration for hydrate formation, deposition, and plugging in gas
dominated/condensate systems (Sloan et al., 2011; Rao et al., 2013). Adapted from
Lingelem, M.N., Majeed, A.I., Stange, E., 1994. Industrial experience in evaluation of hydrate
formation, inhibition, and dissociation in pipeline design and operation. In: Proceedings of
International Conference on Natural Gas Hydrates. Wiley, New York.
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as the most economical method. These chemicals based on their operational
concentration are classified to: (1) thermodynamic inhibitors, e.g., meth-
anol, ethanol, glycols; (2) Low Dosage Hydrate Inhibitors which are in
turn classified into (1) Kinetic hydrate inhibitors (KHI), and (2) Antiagglo-
merants (AA) (Sloan, 2003).

A broadly used thermodynamic approach is based on methanol injection.
Thermodynamic methods using methanol and glycol are costly in offshore
developments and onshore processing facilities because of the high treatment
amounts required (10e50% of the water phase). Thermodynamic inhibitors
prevent hydrate formation by shifting the equilibrium conditions so hydrates
form at lower temperatures and higher pressures. Although there are oppor-
tunities to optimize thermodynamic inhibitor requirements (McIntyre et al.,
2004; Bullin and Bullin, 2004), the high cost of thermodynamic inhibitors
has stimulated the search for kinetic inhibitors. The flow-assurance industry
is increasingly moving away from such prevention of hydrate formation to-
ward risk management. The risk management viewpoint lets hydrates form,
but avoids hydrates agglomerating and creating a plug, or delays hydrate cre-
ation within the period of the water residence in the hydrate-prone section
of the flow line. Kinetic inhibition approaches are based onpolymer-based
chemical injection at low dosages throughout the aquatic phase. As a result,
these chemicals are named low-dosage hydrate inhibitors (LDHIs). LDHIs
inhibit hydrate nucleation, growth, and agglomeration of hydrate particles.
Consequently, they are split up into so-called antiagglomerates (AAs)
and kinetic inhibitors (KIs) (Lee and Englezos, 2005). For a successful
LDHI design, many parameters must be considered. The most important
issues are as follows: hydrate stability zone and maximum degree of subcool-
ing, water cut and other important fluid parameters, salinity and com-
position, whether to use KIs or AAs, fluid residence times, inhibitor
limitations (low temperatures, high pressures, etc.), economical evaluations,
safety, operational and environmental issues, initial laboratory testing, cor-
rosion, scale, inhibitor dosage optimization at lab conditions, field tests,
monitoring, and reevaluation.

8.5.1 Calculating the Amount of Hydrate Inhibitors
To calculate the amount of the hydrate inhibitors we need to understand the
amount of depression in the freezing point. In other words, the freezing point
depression let us know the dosage of the hydrate inhibitors should be used.
This method is commonly employed to calculate the molar mass of the
inhibitors.
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The derivation begins with the fundamental relationship for the equilib-
rium between a solid and a liquid, and, after some simplifying assumptions,
the resulting equation is (Carroll, 2003, 2009)

xi ¼ hslDT
RT 2

m
(8.71)

in which xi is the mole fraction of the solute (inhibitor), DT is the tem-
perature depression in �C, R stands for the universal gas constant (8.314 J/
mol K), and Tm represents the melting point of the pure solvent in K.
Rearranging this equation slightly and converting from mole fraction to
mass fraction gives (Carroll, 2003, 2009, 2014):

DT ¼ MsRT 2
m

hsl
� Wi

ð100�WiÞMi
¼ KS

Wi

ð100�WiÞMi
(8.72)

in whichMs is the molar mass of the solvent, Wi is the weight percent solute
(inhibitor), and Mi is the molar mass of the inhibitor. For water, it is
Ks ¼ 1861, when International System of Units (SI) units are used. The
leading term in this equation contains only constants, so the freezing-point
depression is a function of the concentration of the inhibitor and its molar
mass (Carroll, 2003, 2009, 2014).

It is worth noting that this equation is not applicable to ionic solutions,
such as salt.

Example 8.5
Estimate the freezing point of a 14% solution of methanol in water. Consider
following information.

Ms ¼ 18.015 g/mol
R ¼ 8.314 J/mol K
Tm ¼ 273.15K
hsl ¼ 6006 J/mol
Mi ¼ 32.042 g/mol

Solution
Using Eq. (8.72) we have

DT ¼ MsRT2m
hsl

� Wi

ð100�WiÞMi
¼ 9:45�C

Thus, the freezing point of the mixture is predicted to be �9.45�C.
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8.5.1.1 The Hammerschmidt Method
A comparatively straightforward and broadly employed correlation to esti-
mate the effect of chemicals on the hydrate-forming temperature is the
Hammerschmidt expression (Hammerschmidt, 1934, Carroll, 2003, 2009,
2014):

DT ¼ KH
W

ð100�W ÞM (8.73)

in which DT stands for the temperature depression in terms of C, W de-
notes the concentration of the inhibitor in weight percent throughout the
aqueous phase, M represents the molar mass of the inhibitor in terms of
g/mol, and KH stands for a constant with a value of 1297. If we like to
employ this equation in American engineering units, the value of KH is
equal to 2355 and DT should be present in terms of �F. It is worth
mentioning that the units on the other two terms remain unchanged
(Hammerschmidt, 1934; Carroll, 2003, 2009, 2014).

The concentration in this correlation is on an inhibitorplus-water basis.
Eq. (8.73) can be reorganized to estimate the concentration of the

inhibitor needed to produce the anticipated temperature depression
(Hammerschmidt, 1934; Carroll, 2003, 2009, 2014), as:

W ¼ 100MDT
KH þMDT

(8.74)

Example 8.6
The methane hydrate creates at 5�C and 4.26 MPa. Estimate the amount of
methanol needed to reduce this temperature by 20�C via the Hammerschmidt
method.

Solution
We know that the molar mass of methanol is 32.042 g/mol. from the
Hammerschmidt method we have

W ¼ 100MDT
KH þMDT

¼ 100� 32:042� 20
1297þ 32:042� 20

¼ 33:069 Wt%

Consequently, we need 33 wt% of methanol to reduce hydrate-formation
temperature by 20�C.
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8.5.1.2 The NielseneBucklin Method
Nielsen and Bucklin (1983) employed theories to propose new method for
predicting hydrate inhibition of methanol solutions. The mathematical
expression of their correlation is as follows:

DT ¼ �72 lnð1� xMÞ (8.75)

in which DT stands for the temperature depression in terms of C and xM
denotes the mole fraction of methanol. They noted that the aforementioned
correlation is precise up to 88 wt% (mole fraction of 0.8). Their correlation
can be reorganized to predict the methanol concentration at the desired
temperature depression as follows:

xM ¼ 1� expð�DT=72Þ (8.76)

and then to determine the weight percent from this mole fraction, the
following expression is employed:

XM ¼
�

xMMM

18:015þ xMðMM � 18:015Þ
�

(8.77)

in which XM stands for the weight fraction of methanol and MM represents
the molar mass of methanol.

The NielseneBucklin equation has been proposed for employ with
methanol; however, the correlation is really free from the choosing of inhib-
itor. The correlation includes only the concentration of the inhibitor and the
characteristics of water. Consequently, supposedly it can be employed for
any inhibitor, for which the molecular weight of the solvent is substituted
for MM in Eq. (8.77).

8.5.1.3 McCain Method
In much the same way that they inhibit the formation of ice, ionic solids also
prevent the hydrate formation. Several rapid rules of thumb can be found in
the literature based on experimental records (Carroll, 2014).

McCain (1990) developed the following equation for predicting the
effect of brine on the temperature of hydrate formation:

DT ¼ AS þ BS2 þ CS3 (8.78)

in which DT stands for the temperature depression in terms of �F; S denotes
the salinity of ionic liquid in terms of weight percent; and the coefficients A,
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B, and C are functions of the gas gravity, g, and can be calculated via the
following equations:

A ¼ 2:20919� 10:5746gþ 12:1601g2 (8.79)

B ¼ �0:106056þ 0:722692g� 0:85093g2 (8.80)

C ¼ 0:00347221� 0:0165564gþ 0:049764g2 (8.81)

Eq. (8.78) is restricted to gas gravities in the range 0.55 < g < 0.68 and
salt concentrations of 20 wt%.

8.5.1.4 Østergaard et al. (2005)
Østergaard et al. (2005) developed an equation that was meaningfully dis-
similar from its prototypes. First, they constructed a correlation valid to
both organic compounds (such as glycols and alcohols) and inorganic salts
(such as CaCl2). Second, their correlation considers the effect of pressure.
The mathematical expression of their equation is as follows:

DT ¼ �c1W þ c2W
2 þ c3W

3�ðc4 ln P þ c5Þðc6ðP0 � 1000Þ þ 1
�
(8.82)

in which DT stands for the temperature depression in terms of K or C; P
represents the system pressure in terms of kPa; P0 stands for the dissociation
pressure of hydrocarbon fluid in pure water at 0�C in terms of kPa; W
denotes the inhibitor concentration in liquid-water phase in terms of mass
percent; and the c1, c2, and c3 are constants which vary for each inhibitor.

The correlation is straightforward to employ if you know the inhibitor
concentration and you need to predict the depression. It is more compli-
cated to employ if the temperature is given, and we like to predict the
needed concentration of inhibitor because it involves an iterative answer.

8.5.2 Calculating Inhibitor Loss in Hydrocarbon Phase
A simple estimation of the inhibitor losses to the vapor can be predicted
supposing that the nonidealities in the vapor phase can be ignored and
that Raoult’s Law employs. This results in the straightforward expression
(Carroll, 2014):

yi ¼ xi

�
Psat
i

P

�
(8.83)

in which xi is the inhibitor’s mole fraction in the aqueous phase, yi is the
mole fraction in the vapor phase, Psat is the inhibitor’s vapor pressure, and P
is the total pressure. Rewriting the aforementioned equation and employing
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conversion factors results in this equation presented in more familiar units
(SI units) as follows (Carroll, 2014):

yi ¼
�

760:4xiMi

100Mi � ðMi � 18:015Þxi

��
Psat
i

P

�
(8.84)

in which xi is the weight percent inhibitor in the aqueous phase, yi is the
inhibitor in the vapor phase in terms of kilograms per thousand standard cubic
meter (kg/MSm3), and Mi is the molar mass of the inhibitor. Via conversion
factor Eq. (8.84) can be written in American engineering units as follows:

yi ¼
�

47484xiMi

100Mi � ðMi � 18:015Þxi

��
Psat
i

P

�
(8.85)

in which yi is the inhibitor in the vapor phase in pounds per million standard
cubic feet (lb/MMCF), xi is the weight percent inhibitor in the aqueous
phase, and Mi is the molar mass of the inhibitor. It is worth mentioning that
through suitable properties, this equation can be employed for any nonionic
inhibitor (Carroll, 2014).

In addition to the loss of inhibitor to the gas, if a liquid hydrocarbon is
available, some of the inhibitor will enter that phase too (Carroll, 2014).
The GPSA Engineering Data Book gives a graph for the distribution of
methanol between an aqueous solution and a liquid hydrocarbon reprinted
as Fig. 8.5. Fig. 8.6 is an analogous graph with some leveling. These graphs
are appropriate for rough engineering calculations; however, the predicted
values from the two graphs are not very similar.

The graph is a chart of the mole fraction in the hydrocarbon liquid as a
function of the concentration of methanol in the water-rich phase and the
temperature. Using this graph for a certain purpose needs the molar mass of
the hydrocarbon liquid. For heavier oils, it may be as large as 1000 g/mol
and for light condensate, it could be as low as 125 g/mol (Carroll, 2014).

For weight fractions between 20 and 70 wt%, it is adequately precise to
“eye ball” your estimation. For methanol concentrations less than 20 wt%, a
linear estimate can be employed, given the fact that at 0 wt% in the water the
concentration in the hydrocarbon liquid is also 0 (Carroll, 2014). The resul-
tant expression is:

x ¼ xð20 wt%Þ
20

X (8.86)

Parameter x stands for the given weight percent methanol in the aqueous
phase, x (20 wt%) represents the mole percent methanol in the condensate at
20 wt% in the water, and x denotes the mole fraction in the hydrocarbon
liquid for the specified x. If the hydrocarbon liquid is aromatic, the methanol
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losses increase. This is proved by the data of Chen et al. (1988). In an
paraffin-rich condensate, the methanol losses could be as low as 0.2 times
those in an aromatic condensate. It should be noted that the graphs depict
no consequence of pressure on the methanol distribution between the
two liquid phases (Carroll, 2014).

8.5.3 Inhibitor Injection Rates
Injection rates of methanol in ranges of 0.15e1.5 m3/day (1e10 bbl/day)
are customary in the natural gas process. Sometimes they can be more
than 0.15e1.5 m3/day, but injection rates of more than 1.5 m3/day become
rather costly. Injection pressures greater than 1000 psia (7000 kPa) are usual
(Carroll, 2014).

Consequently, the injection pump is intended to operate under the con-
ditions of high pressures and flow rates. Two types of injection pumps are
popular (1) a piston pump and (2) a diaphragm pump (Carroll, 2014).

Problems
8.1 Calculate the hydrate formation pressure of methane at 17�C by

Makogon method.
�
Hint : g ¼ MW

28:96

�
8.2 Consider the following gas mixture and calculate the hydrate forma-

tion pressure via iterative method (K-value approach) at 9�C. (Hint:
You can use correlations for predicting K-value of hydrocarbons and
nonhydrocarbons which are explained in chapter on gas condensate)

Component Mole Fraction

N2 0.0046
H2S 0.0348
CO2 0.0061
C1 0.6864
C2 0.139
C3 0.0689
i-C4 0.0066
n-C4 0.0266
i-C5 0.0062
n-C5 0.0094
C6 0.0114

8.3 Consider a gas processing plant in which feed from the gas reservoir
operates at a rate of 90 � 105 m3/day. The production also includes
0.08 m3/day of water, which is to be transported in the same pipeline.
The gas enters the pipeline at 39�C and 3887 kPa. The hydrate for-
mation temperature of the gas is determined to be 33�C at 3487 kPa.
In the transportation through the pipeline, the gas is expected to cool
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to 7�C. To prevent hydrate formation, calculate the amount of
methanol that must be injected.

8.4 Consider the following gas mixture. Calculate the amount of required
brine with 3 wt% salinity to surpass hydrate formation temperature by
5�C via McCain method.

Component Mole Fraction

CO2 0.08
H2S 0.051
C1 0.869

8.5 Consider the following mixture and calculate the hydrate formation
pressure by Makogon method at 8�C.

Component Mole Fraction

C1 0.88
H2O 0.02
CO2 0.10

8.6 Natural gas flowing in a pipeline exits the line at 60�F and 950 psia and
the flow rate of the gas is 8 million standard cubic feet per day
(MMSCFD). To prevent hydrate formation, it is estimated that there
should be 31 wt% methanol in the aqueous phase. Calculate the
methanol losses to the vapor phase.

8.7 Consider the following gas mixture. Calculate the amount of required
CaCl2 concentration to surpass hydrate formation temperature by
2.5�C at P ¼ 5000 kPa via Østergaard et al. (2005) method.

Component Mole Fraction

CO2 0.09
H2S 0.051
C1 0.859

The following table reports the values of constants in Østergaard et al.
(2005) correlation.

Constant CaCl2

c1 0.194
c2 7.58 � 10�3

c3 1.953 � 10�4

c4 4.253 � 10�2

c5 1.023
c6 2.8 � 10�5

R ¼ 8.314 J/mol K
Tm ¼ 273.15K
hsl ¼ 6006 J/mol
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8.8 Consider a protein that inhibits the formation of ice is in the blood of a
human. Further presume that this inhibition is simply a freezing-point
depression. Estimate the concentration of the protein to achieve a
1.75�C depression. Typically, assume a value of 2682 g/mol. Consider
the following information:

R ¼ 8.314 J/mol K
Tm ¼ 273.15K
hsl ¼ 6006 J/mol

8.9 Consider the following mixture and calculate the hydrate formation
pressure by Kobayashi, and Bahadori and Vuthaluru approaches at
11�C.

Component Mole Fraction

CO2 0.08
H2S 0.10
C2 0.82

8.10 Consider the following gas mixture. Calculate the amount of hydrate
formation depression when 4 wt% NaCl used at P ¼ 5000 kPa via
Østergaard et al. (2005) method.

Component Mole Fraction

CO2 0.09
H2S 0.051
C1 0.859

The following table reports the values of constants in Østergaard et al.
(2005) correlation.

Constant CaCl2

c1 0.3534
c2 1.375 � 10�3

c3 2.433 � 10�4

c4 4.056 � 10�2

c5 0.7994
c6 2.25 � 10�5

8.11 Consider the following mixture and calculate the hydrate formation
pressure by Motiee method at 6�C.

Component Mole Fraction

CO2 0.05
H2S 0.06
C1 0.77
C2 0.12
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8.12 Methane hydrate forms at 22.5�C and 32 MPa. Calculate the amount
of methanol required to suppress this temperature by 14.5�C via
a. The Hammerschmidt equation
b. The NielseneBucklin equation

8.13 Calculate the freezing point of a 23% solution of methanol in water.
Consider the following information

Ms ¼ 18.015 g/mol
R ¼ 8.314 J/mol K
Tm ¼ 273.15K
hsl ¼ 6006 J/mol
Mi ¼ 32.042 g/mol

8.14 Consider the following gas mixture and calculate the hydrate forma-
tion pressure via iterative method (K-value approach) at 9�C. (Hint:
You can use correlations for predicting K-value of hydrocarbons and
nonhydrocarbons, which are explained in the chapter on gas
condensate)

Component Mole Fraction

N2 0.0054
H2S 0.0053
CO2 0.035
C1 0.689
C2 0.1364
C3 0.0689
n-C4 0.0332
n-C5 0.0156
C6 0.0112
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CHAPTER NINE

Characterization of Shale Gas
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9.1 INTRODUCTION

During recent years the increasing global energy demand has engaged
awareness concerning alternative sources for energy, comprising both uncon-
ventional petroleum resources and “renewable energy resources”. Oil and gas
production from unconventional petroleum reservoirs is possible just using
the specific technologies (Zou et al., 2012). Such petroleum reservoirs
comprise coal-bed methane (CBM), shale gas, basin-center gas, tight gas,
gas hydrates, heavy oil, oil and gas in fractured shale and chalk, tar sands,
and shallow biogenic gas [United States Geological Survey (USGS, 2005)].

Fundamental differences exist between unconventional and conven-
tional reservoirs:
• Conventional reservoirs are completely separated from the source rock

due to buoyancy-drive mechanism;
• Conventional reservoirs are found in stratigraphic or structural traps,

which are defined as porous reservoir rocks sealed in place by imper-
meable caprocks or faults;

• The unconventional reservoirs consist of large volumes of rock forma-
tions laterally charged with hydrocarbons, and they do not depend on
buoyancy and gravity of water, gas, and oil for production;

• The reservoirs in unconventional fields coexist with the source which
usually encompasses only one formation;

• Conventional reservoirs are usually discrete fields, whereas unconven-
tional reservoirs have large diffuse boundaries and spatial extension
(see Fig. 9.1).
Unconventional petroleum accumulations are found in passive conti-

nental margin basins, foreland thrust zones, and in basins of the foreslope
areas of foreland basins. They tend to occur in giant structures in regional
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Figure 9.1 Distribution model of different unconventional and conventional hydrocarbons (Zou et al., 2012).
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slope and basin centersddepressions where vast deposits of petroleum
source rocks occur (Zou et al., 2012).

Global unconventional natural gas resources include shale gas, tight gas,
coal-bed methane, and natural gas hydrates. According to recent research,
the unconventional gas is approximately 8.3 times than that of the global
conventional gas, pointing to a promising future [International Energy
Agency (IEA, 2009); United States Geological Survey (USGS, 200l); Energy
Information Administration (EIA, 2004)]. Table 9.1 demonstrated the major
differences between unconventional gas reservoirs.

9.2 SHALE GAS RESERVOIR CHARACTERISTICS

Oil and gas exist in deep rock formations, where porosity is the bulk
pore volume in which fluids and organic matter are found, and permeability
is defined as the difficulty or ease of the movement of the fluid in the matrix.

Table 9.1 Differences Between Unconventional Gas Reservoirs (Zou et al., 2012)

Characteristics Shale Gas
Coal-Bed
Methane (CBM) Tight Gas

Location Close to
sedimentation
center of the
basin

Distribution area
of continental
higher plants

Basin center or
slope

Porosity <4e6% Most less than 10% Most less than 10%
Permeability
(10e3 mm2)

<0.001e2 � 103 Most less than 1 Most less than 1

Configuration of
reservoir source
rock

Source rocks,
reservoirs, and
seals are in one

Source rocks,
reservoirs, and
seals are in one

Reservoir contact
source rocks
directly or
adjacent

Seepage Desorption,
diffusion

Non-Darcy flow
dominates

Non-Darcy flow
dominates

Fluid Dry gas, adsorbed
gas in kerogen
and pores, free
gas in fractures

Absorbed gas
dominates,
minor amount
of free gas

Gas saturation
varies greatly,
most less than
60%

Occurrence Diffused and gas
enriched in
fractures

Fracture or cleat
area

Dissolution pores
and fracture area
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Typically, permeability and porosity indicate proportionality in their values.
In shale formation, both parameters are typically reversely proportional, i.e.,
if porosity is high, there might not be adequate interconnectivity in the ma-
trix and oil or gas resources are not recoverable. This is owing to the small
pore sizes interconnected in the matrix. Fig. 9.2 depicts the ranges of perme-
ability for both conventional and conventional oil/gas reservoirs along with
several examples including US shale reservoirs.

9.3 BASIC SCIENCE BEHIND CONFINEMENT

Based on International Union of Pure and Applied Chemistry
(IUPAC) pore-size distribution, Alharthy et al. (2013) proposed three
different thermodynamic phase behavior’ paths related to vaporeliquid
equilibrium conditions in porous media:
• Unconfined pore phase behavior, which is mainly the unshifted phase

behavior in macropores or what would be in a pressureevolumee
temperature (PVT) cell with no pore-confinement effects. These occupy
majority of the macro- and mesopores (60e80%).
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Figure 9.2 Ranges of permeability for both conventional and unconventional oil/gas
reservoirs (http://www.ogj.com/articles/print/volume-111/issue-4/exploration—develo
pment/economics-fiscal-competitiveness-eyed.html).
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• Mid-confined pore phase behavior, which is the partially shifted phase
behavior in mesopores and is considered between unconfined and
confined pore phase behaviors. This category occupies about 10e15% of
the pores.

• Confined pore phase behavior, which is the shifted phase behavior in
nanopores in which the pore size is less than 3 nm; these occupy about
3e5% of pores and are dependent on the mineralogy (clay content)
(Kuila, 2013).
In a porous solid with interconnected pathways, a molecule may collide

with another molecule or with the pore walls. When the pore size is rela-
tively larger, the number of interactions the molecules have with the pore
walls is negligible as compared to the number of interactions molecules
have with one another. This, however, does not hold true as the pore size
gets smaller (Chandra, 2014; Kuila, 2013). In tight reservoirs, pore sizes
become comparable to the size of the fluid molecules trying to flow through
them (Nelson, 2009). Fig. 9.3 illustrates this effect schematically. The red par-
ticles indicate the molecules that get to interact with the pore wall at a given
time. Because a nanopore can hold fewer molecules when compared to mac-
ropores, the interaction among molecules (van der Waals interactions) and
between molecules and the pore wall increases. Fluid molecules in such a
condition are termed to be “confined” or under “pore proximity” effect
because the free path available to the molecules is restricted by the geometry
of the void space of pore (Chandra, 2014). Roughly speaking, confinement
effect is felt when the pore size to molecule size ratio is less than 20
(Devegowda, 2012). Pore throat diameter that is typical in shale gas forma-
tions has been shown to vary between 0.5 and 100 nm (Ambrose, 2010),

Nano-pore
(effect of confinement 

can be significant)

Molecule far away
from the pore wall
(molecule-molecule
interaction is more
significant)

Macro-pore
(effect of confinement is negligible)

Molecule interacting
with pore wall

Figure 9.3 Schematic representation of confinement effect (Haider, 2015).
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whereas the chain diameter of straight hydrocarbons is in the range of
0.4e0.6 nm (Mitariten, 2005; Haider, 2015).

The properties of molecules in the surface layer (the ones close to the
pore wall as indicated by molecules colored in red (light gray in print ver-
sions) in Fig. 9.3) would be affected by increased pore wallefluid interac-
tions, which leads to alteration in dynamics of molecules in the surface
layer sticking to the pore wall (Chandra, 2014). Overall, the situation of
molecules in confined geometry is both theoretically and experimentally
very complicated and not fully understood (Haider, 2015).

9.3.1 Impact of Confinement on Critical Properties
When a phase envelope is crossed in gas condensate systems, there is a large
gaseoil volume split in the nano-, meso-, and macropores (Alharthy, 2013).
This is presumed to be responsible for economical production of liquids in
such systems. Simulations and experimental data reveal that critical proper-
ties of many compounds change as pore size decreases (Singh, 2009;
Devegowda, 2012). It was illustrated by Kuz (2002) that, to properly
account for the behavior in confined fluids, the critical properties of compo-
nents should be altered as a function of the ratio of molecule to pore size.
They developed a correlation for the deviation of critical temperature and
pressure from van der Waals equation of state (EOS) by studying confined
fluids in square cross-section pores. Though they neglected the interaction
between the fluid molecules and the wall, they did find good agreement be-
tween the predicted capillary condensation and critical temperature and
experimental data (Haider, 2015).

Hamada (2007) used grand canonical Monte Carlo numerical simulations
to study thermodynamic properties of confined LennardeJones (LJ) particles
in silt and cylindrical pore systems and indicated changes in fluid-phase
behavior as a function of pore radius (Zee Ma, 2016). Singh (2009) investi-
gated the behavior of methane (C1), n-butane (C4), and n-octane (C8) inside
nanoscale slits with widths between 0.8 and 5 nm using grand canonical
Monte Carlo simulations and found out that, whereas critical temperature
decreased with reduction in pore radius, the critical pressures of n-butane
and n-octane first increased and subsequently decreased. They also found
that the critical property shift is dependent on pore-surface types and hence
differed for mica and graphite. This work is of importance as shale rocks
are characterized by organic and inorganic pore systems both of which vary
in mineral composition and thus will cause different intensities of pore wall
and molecule interaction (Devegowda, 2012; Haider, 2015).
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Teklu (2014) extended the work of Singh (2009) to a Bakken fluid sam-
ple and found that shifts in critical properties led to the suppression of the
Bakken fluid-phase envelope. Alharthy (2013) also used the correlations
developed by Singh (2009) to investigate the impact of confinement on
various variations of Eagle Ford composition. They found that a shift in crit-
ical properties led to an increase in condensate production, and this increase
was a function of both pore size and composition (Haider, 2015).

Singh (2009) reported critical properties shift due to the pore-proximity
effect for methane, n-butane, and n-octane. Ma et al. (2013) and Jin et al.
(2013) developed a series of correlations to take into account the effect of
confinement on hydrocarbon critical properties. These correlations are
shown as follows (Sanaei et al., 2014):

DTc ¼ Tc � Tcz

Tc
¼ 1:1775

�
D
s

��1:338

for

�
D
s

�
� 1:5 (9.1)

DTc ¼ Tc � Tcz

Tc
¼ 0:6 for

�
D
s

�
� 1:5 (9.2)

DPc ¼ Pc � Pcz
Pc

¼ 1:5686

�
D
s

��0:783

(9.3)

in which DTc, DPc are the critical temperature and pressure shift due to
confinement, respectively. Tc and Pc are critical temperature (�F) and critical
pressure (psi) for bulk state, respectively. Tcz and Pcz are critical temperature
(�F) and critical pressure (psi) under confinement, respectively. D is the pore
diameter (nm) and s is the effective molecular diameter (nm), which is the
diameter of the smallest cross section of a molecule (Ma et al., 2013; Jin et al.,
2013). The effective molecular diameter can be calculated via the following
equation (Haider, 2015):

sLJ ¼ 0:244

ffiffiffiffiffiffiffi
Tcb

Pcb
3

r
(9.4)

in which sLJ is LennardeJones size parameter (collision diameter in nm), Tcb

is bulk critical temperature (K), and Pcb is pore critical pressure (atm)
(Haider, 2015).

Example 9.1
Calculate the compressibility factor and viscosity of methane gas at a
pressure range of 0e5000 pounds per square inch absolute (psia) and constant

(Continued)
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temperature of 180�F when pore radius is equal to 1, 2, 5, 10, and 50 nm. Plot
compressibility factor, ratio of gas viscosity of methane under confinement to
its bulk state versus corresponding pressure for different pore radius.

Hint: To determine Z-factor use the Dranchuk and Abou-Kassem (1975)
method and to calculate viscosity use Lee et al. (1966) equation.

Answer
To investigate the effect of confinement on gas properties, methane as the pri-
mary component of natural gas is considered, and gas compressibility factor and
gas viscosity for different pore sizes are calculated (Sanaei et al., 2014).

First, methane critical properties were modified for each pore size using Eqs.
(9.1) to (9.3). Second, using the modified critical pressure and temperature, gas
compressibility factor (z), and viscosity of this component are calculated.

Fig. 9.4 demonstrates the calculated Z-factor for different pore radii. It can be
seen that as pore size decreases, the Z-factor increases. This increase is negligible
for a 50-nm diameter capillary and dramatic increase can be seen when the pore
size is less than 5 nm. Fig. 9.5 shows the ratio of gas viscosity of methane under
confinement to its bulk state for different pore sizes. This figure shows a decrease
in gas viscosity with a decrease in pore size. Again, the similarity to the Z-factor,
when pore size is less than 10 nm, gas viscosity deviates significantly from bulk
value and the major change can be seen for pore sizes less than 5 nm (Sanaei
et al., 2014).

Figure 9.4 Effect of confinement on methane deviation factor at 180�F as a
function of pressure (Sanaei et al., 2014).
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Example 9.2
Consider the Eagle Ford sample fluid mixture with composition demonstrated in
Fig. 9.6. Using PengeRobinson EOS calculate the phase envelope of this fluid
sample when pore radius is equal to 5, 10, 15, and 30 nm. Moreover, determine
the effect of pore radius on dew-point pressure.

Answer
To see the pore-proximity effect on a two-phase diagram, first, critical pressure
and temperature shift for each component of fluid mixture are calculated. Sec-
ond, these updated critical properties are used in commercial PVT package soft-
ware and modified phase envelope is calculated using the PengeRobinson
EOS. Fig. 9.7 shows different phase envelopes for 5, 10, 15, and 30 nm pore sizes
and bulk state. As the pore size decreases, the phase envelope shrinks, critical
pressure and temperature drop, and the critical point shifts to the left. The fluid
behaves more like a dry gas as the pore size decreases. Additionally, by
decreasing the pore size, dew-point pressure decreases between 5 and 24%.

(Continued)

Figure 9.5 Normalized gas viscosity relative to bulk state viscosity for methane
at 180�F (Sanaei et al., 2014).
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From this figure it can also be concluded that at a constant pressure and tem-
perature significant decrease in liquid dropout is expected considering confine-
ment. This result is very important because this indicates that less condensate
drop out is expected for a reservoir with smaller pore sizes (Sanaei et al., 2014).
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Figure 9.6 Reservoir fluid composition (Eagle Ford) (Sanaei et al., 2014).

Figure 9.7 Two-phase envelope change for Eagle Ford gas condensate sample
(Sanaei et al., 2014).
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9.3.2 Diffusion Effect Due to Confinement
Confinement may give rise to Knudson diffusion. As discussed previously, in
a porous solid, a molecule may collide with another molecule or with the
pore walls. At high pressure, moleculeemolecule collisions are dominant.
At low pressure, collisions are dominantly between molecules and the walls,
and the free path is restricted by the geometry of the void spaces (Rotelli,
2012). This regime is termed as Knudson diffusion. It combines both the
geometry as well as the pressure information of the system. At low Knudson
diffusion number the continuum flow regime is valid, but in the regime in
which Knudson is approaching unity, the continuum validity possibly breaks
down (Rotelli, 2012). The Knudson number is defined by:

Kn ¼ l=L (9.5)

here, l is the mean free path traveled by the fluid particle as shown in
Fig. 9.8, L is the pore diameter, and Kn is Knudson number. The range of its
values in different flow regimes is listed in Table 9.2.

Rotelli (2012) showed that, for gas condensates, diffusion can play an
important role especially in small pore sizes and at lower pressures. In multi-
phase compositions, such as gas condensate reservoirs, the equilibrium gas
composition at bubble point differs due to bubble-point suppression. This
will be discussed later in this thesis. Having differing gas compositions

λ1

λ3

λ2 λ4

λ5

λ6

Figure 9.8 Schematic illustration of the mean free path taken by molecules in
confinement (Blasingame, 2013).

Table 9.2 Flow Regimes Based on Knudson Diffusion Number
Knudsen Number (Kn) Flow Regime

Kn � 0.001 Viscous flow
0.001 < Kn < 0.1 Slip flow
0.1 < Kn < 10 Transition flow
Kn � 10 Knudsen’s (free molecular) flow

Kuila, U., 2012. Application of Knudsen flow in modelling gas-flow in shale
reservoirs. Hyderabad, 9th Biennial International Conference and Exposition on
Petroleum Geophysics.
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(at the bubble point) in different-sized pores should impact the gas phase
growth and may cause flow due to diffusion. Additionally, heterogeneity
of the pore-size distribution may be one of the important reasons for con-
centration gradients causing diffusive flow in an unconventional liquid-
rich reservoir (Firincioglu, 2014). Rotelli (2012) showed that, unlike gas
condensates, oil is characterized by a more viscous flow, so it tends to
move according to Darcy’s equation. This is because in the case of oil, mol-
ecules tend to interact with each other before they are able to reach the pore
wall (Haider, 2015).

9.3.3 Capillary Pressure
Nano size pores can affect the phase behavior of in situ oil and gas owing to
increased capillary pressure (Alharthy, 2013; Nojabaei, 2014; Wang, 2013).
Not accounting for increased capillarity in small pores can lead to inaccurate
estimates of ultimate recovery and saturation pressures. It has been argued
that in the presence of capillary forces, the classical thermodynamic
behavior is not sufficient to explain gas bubble formation in porous medium
(Alharthy, 2013). When capillary forces are considered, the classical thermo-
dynamics approach requires very high super saturation values that are typi-
cally not observed in conventional hydrocarbon reservoirs (Firincioglu,
2014; Haider, 2015).

In tight-pore reservoirs, because a relatively significant number of mol-
ecules get to interact with the pore walls, the pressure difference between
the wetting phase (the phase that sticks to the pore walls) and the nonwet-
ting phase can no longer be ignored. This gives rise to capillary pressure
which is (Haider, 2015):

Pcap ¼ Pnw � Pw (9.6)

in which Pcap stands for the capillary pressure, Pnw denotes the nonwetting
phase pressure, and Pw represents the wetting phase pressure.

Investigating the impact of capillary pressure is the prime focus of this
work. Based on previously published literature, the presence of capillarity
leads to a reduction in oil density and viscosity but to an increase in gas density
and viscosity (Nojabaei, 2012; Firincioglu, 2014). Fig. 9.9 shows the alteration
of various fluid properties in the presence of capillary pressure. As shown, oil
density reduces when capillary pressure becomes significant (Haider, 2015).

Reduction in oil density and viscosity can be attributed to suppression of
bubble-point pressure, a phenomenon that arises under the influence of
capillarity (Honarpour, 2013; Nojabaei, 2012; Alharthy, 2013; Wang,
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2013; Teklu, 2014). Dew point, on the other hand, appears at relatively
higher reservoir pressures. The suppression of bubble-point pressure causes
gas to be in oil for a longer time as pressure is reduced. Fig. 9.10A shows
a schematic representation of the unconfined scenario when gas starts
evolving as soon as the reservoir pressure drops below the fluid’s bubble-
point pressure. Fig. 9.10B, on the other hand, illustrates what happens
when confinement makes capillary pressure significant, which in turn causes
suppression of the bubble point. Compared to an unconfined system, gas
will stay dissolved in oil at lower pressures. This phenomenon is likely to
cause an increase in oil production and recovery (Haider, 2015).

Nojabaei (2012) attempted to history match gas production data ob-
tained from a well in the Bakken field using both suppressed bubble point
and the original bubble point of the unconfined fluid. This is shown in
Fig. 9.11. It was observed that predictions matched the field data well
with suppressed bubble-point pressure by producing less gas compared to
conventional unconfined systems. This indicates the strong need to further
our understanding regarding the potential forces that alter the bubble-point
pressure in tight pores (Nojabaei, 2012; Haider, 2015).

9.3.4 Adsorption Phenomenon in Shale Reservoirs
In dry-gas shale reservoirs, it is widely acknowledged that gas adsorption is
one of the most important storage mechanisms, and that it accounts for
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Figure 9.9 Alteration of fluid properties under the influence of capillarity (Honarpour,
2013; Haider, 2015).
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Figure 9.10 Conceptual pore network model showing different phase-behavior paths
(A) with phase-behavior shift and (B) without phase-behavior shift (Alharthy, 2013;
Haider, 2015).

close to 45% of initial gas storage (Rajput, 2014). In the case of liquid-rich
shales, however, adsorption is not typically considered. Using adsorption
modeling formalism based on thermodynamically Ideal Adsorbed Solution
(IAS) theory, Rajput (2014) showed that 5e13% of the liquid fluid present
in shale can be adsorbed onto shale and negligence of this additional storage
mechanism can lead to considerable error in reserve estimation. The error
values depend on the amount and adsorption parameters of adsorbent pre-
sent, as well as the composition of liquid-rich shale. Fig. 9.12 shows the
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Figure 9.11 History match of gas rate for scenarios with or without PVT adjustments
(Nojabaei, 2012).
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Figure 9.12 Comparison of phase envelopes of original and adsorption-altered reser-
voir fluid (Rajput, 2014).
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differences in critical and dew-point line of the phase envelopes of fluid
mixtures, with and without consideration of liquid-phase adsorption.
There is, however, insignificant change in bubble-point line location,
which could be attributed to the fact that heavier components are prefer-
entially adsorbed (Haider, 2015).

Haghshenas (2014) modeled heavy hydrocarbon component adsorption
using Langmiur isotherms. Fig. 9.13 shows that for hydrocarbon
components, adsorption increases strongly with the molecular weight. This
observation shows that in liquid-rich shales, adsorption on organic matter
may be an important storage mechanism for the heavier fractions. Haghshenas
(2014) also showed that the contribution of liquid desorption to the overall
hydrocarbon recovery was dependent on fluid composition and pore connec-
tivity/configuration (Haghshenas, 2014; Haider, 2015).

The adsorption phenomena in the porous media may have a signif-
icant impact on the reserve distribution of tight, shale, and coal-bed
methane reservoirs. The adsorption process may largely distinguish
from surface adsorption observed in the chemical labs. The main two
differentiating reasons are: existence of capillary condensation phenom-
ena in the narrow pores and possibility of flow access blocking in the
porous network. The progress in the fundamentals of adsorption theory
one may find in the Dabrowski (2001) research. The adsorption phe-
nomena related to the porous media are discussed in many textbooks
(i.e., Defay and Prigogine, 1966; Adamson, 1990; Dullien, 1992). The

Figure 9.13 Adsorption isotherms for different components (Haghshenas, 2014).
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advances in the adsorption process in the high-pressure porous media
may be found in Shapiro and Stenby (1996a,b, 2000, 2001), Guo et al.
(1996), and Satik et al. (1995), Kang (2011) Altman et al. (2014), and
Travalloni et al. (2010) works. The possible selective molecule adsorp-
tion to the kerogen in a shale gas condensate system is presented in
Fig. 9.14.

9.4 EFFECT OF CONFINEMENT ON PHASE ENVELOPE

Phase behavior and fluid properties are governed by moleculeemolecule
and moleculeepore-wall interactions. In conventional reservoirs, the effect of
moleculeepore-wall interactions is negligible because pore sizes are much larger
than molecular mean free paths. However, this effect is very important in shale
formations because the matrix is dominated by micro- to mesosized pores
(pore size below 50 nm) (Kuila and Prasad, 2010). In general, fluids under
confinement within pores of nanometer-scale size exhibit significant deviation
from bulk thermophysical properties, such as critical properties, density, orien-
tation profiles, and structural properties of chemical compounds (Singh and
Singh, 2011; Singh, 2009; Thommes and Findenegg, 1994; Travalloni et al.,
2010; Zarragoicoechea and Kuz, 2004). This is a consequence of finite size
and increasingly significant effects of the interactions between molecule and
molecule (van der Waals interactions) and interactions between the molecules
and pore surface in such systems.

Figure 9.14 Example of selective molecule adsorption to the kerogen in a shale gas
condensate system (Altman et al., 2014).
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Sigmund et al. (1973) studied theoretically and experimentally the effect
of pore size on phase behavior by including capillary pressure in flash calcu-
lations. He found that the decrease in bubble-point pressures and changes in
vapor compositions for a C1en-C5 binary mixture system are very small for
pore radii more than 100 nm, but are significant for pore size less than
10 nm, because the difference between oil and gas pressures (capillary pres-
sure) increased significantly. On the other hand, theoretical analyses have
shown that when the pore radius decreased to the order of about 1 mm,
the capillarity effect would be appreciable (Lee, 1989). Theoretical conclu-
sions include: (1) the capillary pressure could influence the hydrocarbon
distribution in mesopores (Shapiro and Stenby, 1996a,b); (2) with the
decrease of pore radius, the bubble point would decrease or increase
depending on fluid composition (Brusilovsky, 1992; Nojabaei et al., 2012;
Pang et al., 2012); (3) the dew-point pressure would increase (Brusilovsky,
1992; Lee, 1989); and (4) the change of dew-point pressure depends on the
value between pressure and cricondentherm pressure (Nojabaei et al., 2012).

Method 1: Modifying flash calculations. Flash calculation is a com-
mon approach used for phase equilibria calculations. In principle, flash cal-
culations involve combining the vaporeliquid equilibrium (VLE) equations
with the component mass balances and, in some cases, the energy balance.
The influence of difference between oil and gas pressures (i.e., capillary pres-
sure) is neglected in the flash calculations for conventional reservoirs.
However, the capillary pressure is very high and cannot be ignored in
phase-behavior calculations of shale formations. Lee (1989) developed an
equation describing the influences of capillarity on phase equilibrium, which
is shown in Eqs. (9.7) through (9.10). The chemical potential of each
component is defined as:

mi ¼ miðP;T ; ziÞ (9.7)

in which P, T, zi are pressure, temperature, and composition, respectively.
Eq. (9.7) can be used to express equilibrium between vapor and liquid

phases as follows:

moiðPo ¼ Pg � Pcap;T ; xiÞ ¼ mgiðPg;T ; yiÞ (9.8)

The difference between oil and gas pressures is capillary pressure Pcap,
which has a relationship with interfacial curvature by invoking the Laplace
equation.

Pcap ¼ Pg � Po ¼ 2� g

rp
(9.9)
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in which g is interfacial tension, rp is pore radius, and Pcap is capillary
pressure. So, modifying Eq. (9.8) by accounting for capillary pressure, one
yields:

moiðPo;T ; xiÞ �
�
vmoi

vP

�
Pcap þ/ ¼ mgiðPg;T ; yiÞ (9.10)

in which “.”refers to composition and temperature variables. By only
considering the effect of capillary pressure, Eq. (9.10) reduces to:

moiðPo;T ; xiÞ �
�
vmoi

vP

�
Pcap ¼ mgiðPg;T ; yiÞ (9.11)

in which

moiðPo;T ; xiÞ ¼ RT lnð foiÞ þ mref (9.12)

mgiðPo;T ; yiÞ ¼ RT lnð fgiÞ þ mref (9.13)

in which foi and fgi are the fugacities of component i in oil and gas phases,
respectively; mref is the chemical potential of the reference state. Substituting
Eqs. (9.12) and (9.13) into Eq. (9.11) results in:

fgi ¼ foi exp

0@�
dfoi
dp

foi
Pcap

1A (9.14)

From Eq. (9.14), it can be seen that the effect of capillary pressure on
phase equilibrium is expressed in the exponential term. Considering the
effect of capillary pressure, the flash calculation is modified as demonstrated
through Fig. 9.15. When the capillary pressure closes to 0, the exponential
term in Eq. (9.14) goes to 1, and the modified flash calculation returns to a
regular flash calculation. Interfacial tension can be calculated by the Parachor
method and is estimated by:

g ¼
hX

i
ci
�
xir

L � yir
V�i4 (9.15)

Method 2: Modifying critical properties. Results from molecular
dynamic simulation studies have shown that critical properties of fluids un-
der confinement deviate from their bulk values. This paper summarized the
confined-fluid critical properties shift from molecular simulation studies,
which include the critical properties shift for single components (C1,
n-C4, and n-C8) at different pore shape (slit and cylinder), and different
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pore surface (mica and graphite) (Singh and Singh, 2011; Singh, 2009;
Vishnyakov et al., 2001). In the molecular simulation studies of Singh (Singh
and Singh, 2011; Singh, 2009), moleculeemolecule interactions are
described with the Errington and Panagiotopoulos (1999) intermolecular
potential, and moleculeewall interactions are described with the (9,3) Steele
potential (Steele, 1973; Jin et al., 2013). Based on these data, this paper pro-
posed new correlations between the shift of critical temperature and critical
pressure of single component vs. the ratio of pore diameter to the molecule

Begin Flash Calculation

Calculate EOS 
Parameters

Guess Initial IFT and
Pcap

Guess Ki

Calculate compositions

Compute Fugacity for
every component in all

phases

Update Ki, x, y and IFT
Values using Pcap

NO
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Output molar
components and

volume of each phasefgi – foiexp > Tolerance

dfoi

dp

foi
Pcap–

Figure 9.15 Flowchart of modified flash calculation (Jin et al., 2013).
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size. The effect of confinement on mixing rules was not included in the cor-
relations, which are reported through (Jin et al., 2013).

Example 9.3
Consider a mixture of C1en-C5; calculate the bubble-point pressures of a
mixture at 100�F with different compositions using methods 1 and 2 when
pore radius is equal to 10, 100, and infinity. Then, compare the calculated
bubble-point pressures with experimental ones reported by Sigmund et al.
(1973). Tables 9.4 and 9.5 present properties of each component and binary
interaction coefficients. The binary interaction coefficient for C1en-C5 was
found by matching the experimental at xC1 ¼ 0.0288 and xC5 ¼ 0.9712 (Sig-
mund et al., 1973; Jin et al., 2013), and the binary interaction coefficients be-
tween C1, n-C4, and n-C8 were calculated by correlations (Mehra et al., 1982;
Jin et al., 2013).

Answer
For method 1, flash calculations with different capillary pressure were per-
formed to match the experimental data. Comparisons of bubble-point pres-
sures, at different mole fractions of CH4 in the mixture from the two
methods and the experimental data of Sigmund et al. (1973) at 100�F, are pre-
sented in Tables 9.5 and 9.6. Moreover, the relative error of the simulated data
and experimental data is shown in Fig. 9.16 (Jin et al., 2013). For method 2,
critical properties of C1 and n-C5 were replaced by modified critical properties

(Continued)

Table 9.4 Binary Interaction Coefficients of Hydrocarbons (Jin et al., 2013)
Component C1 n-C4 n-C5 n-C8

C1 0 0.0035 0.029 0.0033
n-C4 0.0035 0 0 0
n-C5 0.029 0 0 0
n-C8 0.0033 0 0 0

Table 9.3 Compositional Data of Hydrocarbon Mixture for Flash Calculations
(Jin et al., 2013)
Component Pc (MPa) Tc (K) MW u Parachor sA

C1 4.64 190.6 16.043 0.008 77 3.565
n-C4 3.7997 425.12 58.123 0.200 189.9 4.687
n-C5 3.3741 469.9 72.150 0.251 231.5 5.029
n-C8 2.4825 568.70 114.23 0.399 309.022 7.098

Characterization of Shale Gas 465



Table 9.5 Comparison of Bubble Point From Method 1 (100�F) (Jin et al.,
2013)

XCH4

Bulk Fluid r[ 100 nm r[ 10 nm

Bubble Point
Pressure (psi)

Bubble Point
Pressure (psi)

Bubble Point
Pressure (psi)

Sigmund Method 1 Sigmund Method 1 Sigmund Method 1

0.0288 99.53 97.71 98.62 97.71 90.89 91.62
0.0628 200.75 200.05 199.09 197.61 184.83 185.43
0.0957 301.05 299.95 298.7 297.51 278.45 278.02
0.1282 402.4 402.28 399.41 397.41 373.66 370.61
0.1911 604.93 606.95 600.8 599.64 565.22 558.22
0.2508 804.65 811.62 799.62 799.43 756.35 745.83
0.3077 1001.14 1013.85 995.45 999.23 946.49 931.01
0.3748 1238.58 1259.94 1232.26 1242.90 1178.04 1157.60
0.439 1468.08 1506.03 1461.97 1485.30 1409.52 1381.80
0.5041 1697.94 1759.42 1691.69 1735.10 1638.18 1613.20
0.5788 1960.32 2049.37 1955.06 2021.40 1913.11 1878.80

Table 9.6 Comparison of Bubble Point From Method 2 (100�F) (Jin et al.,
2013)

XCH4

Bulk Fluid r [ 100 nm r [ 10 nm

Bubble Point
Pressure (psi)

Bubble Point
Pressure (psi)

Bubble Point
Pressure (psi)

Sigmund Method 2 Sigmund Method 2 Sigmund Method 2

0.0288 99.53 97.71 98.62 97.71 90.89 90.41
0.0628 200.75 200.05 199.09 197.61 184.83 185.43
0.0957 301.05 299.95 298.7 297.51 278.45 280.45
0.1282 402.4 402.28 399.41 399.84 373.66 345.48
0.1911 604.93 606.95 600.8 604.51 565.22 570.40
0.2508 804.65 811.62 799.62 806.74 756.35 765.32
0.3077 1001.14 1013.85 995.45 1006.54 946.49 960.24
0.3748 1238.58 1259.94 1232.26 1255.06 1178.04 1201.46
0.439 1468.08 1506.03 1461.97 1498.72 1409.52 1442.68
0.5041 1697.94 1759.42 1691.69 1753.33 1638.18 1697.29
0.5788 1960.32 2049.37 1955.06 2043.28 1913.11 1992.11
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according to Eqs. (9.1) to (9.4). The same mixtures 1, 2, and 3 consist of C1, n-C4,
and n-C8 with different compositions as mentioned before were used as sam-
ple fluids to investigate the influence of pore size on phase behavior. The crit-
ical properties of each component of the mixtures were modified by using the
Eqs. (9.1) to (9.4) (Jin et al., 2013).

Fig. 9.16 indicates that the relative error increases with the mole fraction of
methane in the mixture. This is because the C1en-C5 binary interaction coeffi-
cient was obtained by matching the experimental data of one mixture at
xC1 ¼ 0.0288 and xC5 ¼ 0.9712, and was used to predict the bubble-point pres-
sures of other mixtures. Basically the binary interaction parameter was
assumed constant and does not depend on composition. In the experimental
and simulation results of method 1, the capillary pressure (Pcap) is more than
gas pressure (Pg) at xC1 less than 0.0957 mol fraction in a 10-nm pore (Sigmund
et al., 1973), indicating negative liquid pressure, which leads to the transition
from capillary condensation to thin-film adsorption (Udell, 1982). The
maximum relative error is less than 5%, which means both methods are appro-
priate to study the effect of pore proximity on phase behavior and fluid prop-
erties (Jin et al., 2013).

The matrix in shale formations is characterized by micropores less than
2 nm in diameter to mesopores with diameters in the range of 2e50 nm (Kuila
and Prasad, 2011). Therefore, the effect of capillary pressure is significant and
cannot be ignored. To investigate the effect of capillarity on phase behavior
in shale formations, the following examples plot the phase envelopes of

(Continued)
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Figure 9.16 Relative error between this work (numerical) and Sigmund’s exper-
imental results (Jin et al., 2013).
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hydrocarbon mixtures with different compositions at different pore sizes ranging
from infinity to 5 nm. Methane, n-butane, and n-octane were selected to repre-
sent the light, intermediate, and heavy components, respectively.

Example 9.4
Consider mixtures with the following compositions (Jin et al., 2013) using
method 1; calculate the phase envelope of each mixture when pore radius is
equal to 5, 10, 100, and infinity. Compare the phase envelopes of different
pore radii and discuss the effect of pore proximity on the phase envelope shifts.
The compositional data and binary interaction coefficients are summarized in
Tables 9.3 and 9.4 (Jin et al., 2013).

Component
Mixture 1
(Mol%)

Mixture 2
(Mol%)

Mixture 3
(Mol%)

C1 75 30 10
n-C4 20 35 25
n-C8 5 35 65

Answer
Fig. 9.17 shows the two-phase envelopes for mixture 1 at different pore sizes. It
is seen that the two-phase region slightly shrinks when the pore size decreases.
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Figure 9.17 Phase envelopes for C1 (75 mol%)dn-C4 (20 mol%)dn-C8 (5 mol%)
mixtures at different pore radii (Method 1) (Jin et al., 2013).
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Critical point does not change because capillary pressure goes to zero in
the region close to the critical region. So capillary pressure cannot have any
influence on the critical point. At 0�F, the capillary pressure for this mixture
is only 12.3 psi, which cannot much influence the phase behavior. Neverthe-
less, the capillary pressure generally reduces the bubble-point pressure
for every temperature. At lower temperatures, the pore size has much greater
effect on the bubble-point pressures. At regions close to the critical point,
there is no significant change in saturation pressures because the interfacial
tension goes to zero (Jin et al., 2013). The upper dew-point pressures in the
retrograde region slightly increases with the capillary pressure and the lower
dew-point pressures slightly decrease, which has similar results with Nojabaei
et al. (2012).

Figs. 9.18 and 9.19 present two-phase envelopes for mixtures 2 and 3,
respectively. The two figures indicate that for these two mixtures, the two-
phase envelopes do not show much difference when pore size decreases
from infinity to 100 nm. This observation is in agreement with Sigmund’s
experimental results that the pore size has insignificant effect on phase
behavior when it is more than 100 nm (Sigmund et al., 1973; Jin et al., 2013).
With the decrease of pore radius, the saturation pressure of mixture 2
and mixture 3 decreases and has the same trend as mixture 1. When pore
radius decreases from infinity to 5 nm, the bubble-point pressures of these
three mixtures at 50�F are decreased by 0.7, 9.6, and 10.6%, respectively (Jin
et al., 2013).
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Figure 9.18 Phase envelopes for C1 (30 mol%)dn-C4 (35 mol%)dn-C8 (35 mol%)
mixtures at different pore radii (Method 1) (Jin et al., 2013).
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Example 9.5
Consider the mixtures in example 9.4 using method 2; calculate the phase enve-
lope of each mixture when pore radius is equal to 5, 10, 100, and
infinity. Compare the phase envelope of different pore radii and discuss the ef-
fect of pore proximity on the phase envelope shifts. Moreover, compare the
bubble-point pressures of mixture 2 calculated by methods 1 and 2 when
pore radius is equal to 2, 5, 10, 50, and 100 nm.

Answer
For method 2, critical properties of C1 and n-C5 were replaced by modified critical
properties according to Eqs. (9.1) to (9.4). The same mixtures 1, 2, and 3 consist of
C1, n-C4, and n-C8 with different compositions as mentioned before were used as
sample fluids to investigate the influence of pore size on the phase behavior. The
critical properties of each component of the mixtures were modified by using
the Eqs. (9.1) to (9.4) (Jin et al., 2013).

Fig. 9.20 shows the two-phase envelopes of mixture 1 at different pore sizes
ranging from infinity to 2 nm. It can be seen that the two-phase region was
significantly reduced by decreasing the pore size. With the decrease of pore
size, the bubble-point pressures decrease and the lower dew-point pressures
increase at all temperatures. At the same time, the critical points of these
mixtures also decrease with the pore radius. The deviations of saturation pres-
sures under confinement are higher for temperatures and pressures closer to
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Figure 9.19 Phase envelopes for C1 (10 mol%)dn-C4 (25 mol%)dn-C8 (65 mol%)
mixtures at different pore radii (Method 1) (Jin et al., 2013).
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the critical point, which is the opposite of method 1. Figs. 9.21 and 9.22 plot the
phase envelopes for mixture 2 and mixture 3, which have similar trends to
mixture 1 (Jin et al., 2013).

In general, the two-phase region shrinks by decreasing the pore size in
both methods. Fig. 9.23 compares the bubble-point pressures of mixture 2 vs.
pore radius at 100�F from both methods. It can be seen that the bubble-point
pressures decrease with decreasing the pore radius for both methods. Moreover,
when pore radius is more than 10 nm, the difference between bubble-point
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mixtures at different pore radii (Method 2) (Jin et al., 2013).
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Figure 9.21 Phase envelope for C1 (30 mol%)dn-C4 (35 mol%)dn-C8 (35 mol%)
mixtures at different pore radii (Method 2) (Jin et al., 2013).
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pressures from the twomethods is less than 50 psi, and the deviations of bubble-
point pressures from bulk flow are less than 10%. But when the pore radius de-
creases to 2 nm, the bubble-point pressures are decreased by 21% (method 1)
and 32% (method 2) relative to their bulk bubble-point pressure. At the same
time, the differences of the bubble-point pressures from the two methods in-
crease by decreasing the pore size, because adsorption becomes significant in
pore radii less than 10 nm (Shapiro and Stenby, 1996a,b; Udell, 1982), which is
not taken into account in method 1 (Jin et al., 2013).
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Figure 9.22 Phase envelope for C1 (10 mol%)dn-C4 (25 mol%)dn-C8 (65 mol%)
mixtures at different pore radii (Method 2) (Jin et al., 2013).
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Figure 9.23 Bubble-point pressure of mixture 2 vs. pore radius at constant tem-
perature (100�F) (Jin et al., 2013).
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Example 9.6
Consider mixture 2 in example 13-4; calculate k-values of this mixture at 100�F
and 400 psi using methods 1 and 2 when pore radius is equal to 2, 5, 10, 50,
and 100 nm. Compare the k-values calculated by the two methods and discuss
the effect of pore proximity on the k-value.

Answer
Fig. 9.24 presents the relationship between k-values (at 100�F, 400 psia)
vs. pore radius for each component in mixture 2 obtained from both methods.
The influence of pore size on k-value can be ignored when the pore radius is
more than 10 nm, but is significant when pore radius is less than 10 nm. When
the pore radius is more than 10 nm, the k-value for each component in mixture
2 obtained from the two methods are close to each other. But when pore radius
is less than 10 nm, the differences between the k-value increase with the decrease
of pore radius. The k-value of C1 decreases with decreasing the pore radius for
both methods. However, the k-value of n-C4 and n-C8 vs. decreasing the pore
radius has the opposite trend from these two methods. Because method 2
changes critical temperature and pressure for each component, method 1 takes
into account the effect of porous media on phase behavior by capillary pressure.
Therefore, method 1 may have less sensitivity to composition than method 2. It is
worth mentioning that experimental data are required to verify which method
provides the right trends in k-values (Jin et al., 2013).
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Figure 9.24 Phase equilibrium constant of mixture 2 vs. pore radius at constant
temperature and pressure (100�F, 400 psia) (Jin et al., 2013).
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Example 9.7
Consider mixture 2 in example 9.4; calculate interfacial tension (IFT) of this
mixture at 100�F and 400 psi using methods 1 and 2 when pore radius is equal
to 2, 5, 10, 50, and 100 nm. Compare the IFT calculated by the two methods and
discuss the effect of pore proximity on the IFT values.

Answer
Fig. 9.25 presents the relationship between interfacial tension (IFT) of mixture 2
vs. decreasing the pore radius at 100�F and 400 psi from both methods. It can be
observed that the IFT decreases in both methods with decrease in the pore
radius. IFT from method 1 does not change significantly, but decreases sharply
frommethod 2. This could be because: (1) two-phase region is smaller in method
2 than method 1, and (2) critical point does not change in method 1, but it
changes significantly in method 2 (Jin et al., 2013).

Problems
9.1 Consider a gas sample with the following composition. The reservoir

pressure and temperature are 3500 psi and 180�F, respectively. Deter-
mine the density of this fluid when the pore radius is equal to 8 nm.
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Figure 9.25 IFT of mixture 2 vs. pore radius at and constant temperature and
pressure (100�F and 400 psia) (Jin et al., 2013).
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Component Mole Fraction Pc (psi) Tc (R) ui

C1 0.90 666.4 343.33 0.0104
C2 0.065 706.5 549.92 0.0979
C3 0.035 616.0 666.06 0.1522

Hint: you can use the following equations along with the Penge
Robinson equation of state for determining the density of gas mixtures.

r

rC
¼ 1þ d14

1
3 þ d24

2
3 þ d34þ d44

4
3

in which

4 ¼ 1� Tr

aðTrÞ
in which d1 ¼ 1.1688, d2 ¼ 1.8177, d3 ¼ �2.6581, d4 ¼ 2.1613. The
parameter Tr is the reduced temperature.

TC ¼
Xn
j

xjTC; j

a ¼
Xn
i¼1

Xn
j¼1

xixj
ffiffiffiffiffiffiffiffi
aiaj

p

a ¼ �
1þ m

�
1� ffiffiffiffiffiffiffi

TR
p ��2

m ¼ 0:3796þ 1:54226u� 0:2699u2

rC ¼
24Xn

j

xjr
�3

4
C; j

35�4
3

9.2 Consider an ethane gas; calculate and compare the density of ethane at
195�F when pore radius is equal to 15 and 25 nm using the equation
presented in problem 9.1. Reservoir pressure is equal to 4300 psi.

9.3 Consider a gas mixture with the following composition. The reservoir
pressure and temperature are 4520 psi and 245�F, respectively. Deter-
mine the gas compressibility factor when the pore radius varies from 2
to 5 nm.

Component Mole Fraction Pc (psi) Tc (R)

C1 0.92 666.4 343.33
C2 0.06 706.5 549.92
C4 0.02 527.9 765.62
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Z ¼ Aþ BPpr þ ð1� AÞexpð�CÞ �D

�
Ppr
10

�4

A ¼ �0:101� 0:36Tpr þ 1:3868
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tpr � 0:919

p
B ¼ 0:021þ 0:04275

Tpr � 0:65

C ¼ Ppr
	
E þ FPpr þGP4

pr



D ¼ 0:122 expð � 11:3ðTpr � 1ÞÞ

E ¼ 0:6222� 0:224Tpr

F ¼ 0:0657
Tpr � 0:85

� 0:037

G ¼ 0:32 expð � 19:53ðTpr � 1ÞÞ
9.4 Consider a gas mixture with the following composition. The reservoir

pressure and temperature are 4250 psi and 210�F, respectively. Deter-
mine the viscosity of this gas when the pore radius is equal to 5 nm.

Component Mole Fraction MW Pc (psi) Tc (R) ui

C1 0.82 16.04 666.4 343.33 0.0104
C2 0.13 30.07 706.5 549.92 0.0979
C3 0.04 44.11 616.0 666.06 0.1522
C4 0.01 58 527.9 765.62 0.1852

Hint: you can use the following equations for determining the viscosity
of gas mixtures.

mg ¼ 10�4K exp

�
X
	 rg

62:4


Y
�

K ¼ ð9:4þ 0:02MWÞT 1:5

209þ 19MWþ T

X ¼ 3:5þ
�
986
T

�
þ 0:01MW

Y ¼ 2:4� 0:2X
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in which r stands for the density in g/cc, T denotes temperature in �R,
and MW represents molecular weight of the gas.

9.5 Consider a methane gas and plot the Z-factor of methane at 180�F
when pore radius is equal to 1, 2, 5, 10, and 50 nm. Consider
maximum bulk pressure to 5000 psi.

9.6 Consider a gas mixture with the following composition. The reservoir
pressure and temperature are 3880 psi and 188�F, respectively. Deter-
mine the gas compressibility factor when the pore radius is equal to 7
and 70 nm.

Component Mole Fraction Pc (psi) Tc (R)

C1 0.82 666.4 343.33
C2 0.13 706.5 549.92
C3 0.04 616.0 666.06
C4 0.01 527.9 765.62

Hint: you can use the following equation for calculating the
compressibility factor of gas mixtures.

Z ¼ 1� Ppr
Tpr

�
0:3648758� 0:04188423

�
Ppr
Tpr

��
9.7 Consider a methane gas and plot the normalized gas viscosity relative to

bulk state viscosity for methane at 200�F when pore radius is equal to 1,
2, 5, 10, and 50 nm. Consider maximum bulk pressure to 4800 psi.

9.8 Consider a gas mixture with the following composition. The reservoir
pressure and temperature are 3900 psi and 180�F, respectively. Using
the following equations to determine the viscosity of this gas when the
pore radius is equal to 10 nm.

Component Mole Fraction MW Pc (psi) Tc (R) ui

C1 0.82 16.04 666.4 343.33 0.0104
C2 0.13 30.07 706.5 549.92 0.0979
C3 0.04 44.11 616.0 666.06 0.1522
C4 0.01 58 527.9 765.62 0.1852

mg ¼ A1 þ A2 þ A3

A1 ¼ �0:003338
�ðMW� PprÞrg

�

� 0:745356

0@rg

0@ rg	
TPr�

	
TPr
rg




�
	

rg
PPr�MW



1A1A
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A2 ¼� 0:590871

0@rg

0@MW
TPr

TPr
MW

1A
1Aþ 0:004602ðTPrPPrÞ

� 0:007935PPr þ 1:063654rg

A3 ¼ �0:392638
�
rgTPr

�� 0:004755

�
PPr
TPr

�
þ 0:000463MW

þ 0:011707TPr � 0:017994

m stands for the viscosity of the hydrocarbon gas mixtures, PPr represents
the pseudoreduced pressure, TPr denotes the pseudoreduced temperature, rg
stands for the density of the hydrocarbon gas mixtures, and MW stands for
the molecular weight of the hydrocarbon gas mixtures.
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10.1 INTRODUCTION

Shale resources have been changing the world’s energy equation (Dyni,
2010). According to Energy Information Administration (EIA, 2013), estimated
shale oil and shale gas resources in the United States and in 137 shale formations
in 41 other countries represent 10% of the world’s crude oil and 32% of the
world’s natural gas that is technically recoverable. This accounts for 345
billion barrels of technically recoverable shale oil and 7299 trillion cubic
feet of recoverable shale gas in the world (EIA, 2013). Fig. 10.1 shows the

Figure 10.1 Unconventional oil resources across the globe (Gordon, 2012). Oil Shales of
the World: Their Origin, Occurrence and Exploitation by Paul L. Russel and UNITAR Heavy
Oil and Oil Sands Database, 2010; Energy Information Administration, World Shale Gas
Resources, 2011; and Hart Energy.
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http://dx.doi.org/10.1016/B978-0-12-803437-8.00010-5 All rights reserved. 483j
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unconventional oil deposits worldwide, which include oil shale, extraheavy
oil and bitumen, and tight oil and gas.

Each of the fossil fuel energy resources comes with its own value. Fig. 10.2
shows the American Petroleum Institute (API) values and values in British
Thermal Units (BTUs) of different oil and gas types. Fig. 10.3, on the other
hand, illustrates the projected contribution of various hydrocarbon types.

Figure 10.2 Hydrocarbon value hierarchy (Gordon, 2012).

Figure 10.3 Projected new oil scenario (Gordon, 2012).
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Unconventional oil includes heavy and extra heavy oil, whereas conven-
tional and tight oil have been lumped into “Conventional and
Transitional Oil.”

Fig. 10.4 shows some of the important light tight-oil basins across the
world and Fig. 10.5 describes global shale resource exploration and extraction
momentum in selected countries. Although shale resources exploration has
been banned by many countries in Europe, North America has progressed
a lot in this direction. On the other hand, Russia, China, and Australia
have begun exploration of their shale resources (Brendow, 2009; Dyni, 2010).

Table 10.1 ranks countries by the amount of technically recoverable
shale oil they bear. With 75 Billion Barrels of shale oil, Russian tops the
list of shale oil reserves. It is interesting to see how small countries like
Pakistan, too, have emerged as lands rich in shale oil reserves (Brendow,
2009; EIA, 2013; Dyni, 2010).

Fig. 10.6 shows the ranking of continents in terms of shale oil and gas
reserves and in-place resources, respectively. The charts have been con-
structed using information extracted from EIA (2013). Europe tops the list
of shale oil reserves and resource in-place, followed by Asia and South
America. On the other hand, Africa and South America top the list of shale
gas in-place and technically recoverable shale reserves, respectively
(EIA, 2013).

Figure 10.4 Selected light tight-oil plays worldwide (Ashraf and Satapathy, 2013).
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Figure 10.5 Approach of selected countries toward shale resource exploitation.
http://www.eia.gov/analysis/studies/worldshalegas/.

Table 10.1 Top 10 Countries With Technically Recoverable Shale Gas
and Oil Reserves
Rank Country Shale Oil (Billion Barrels)

1 Russia 75
2 United States 58
3 China 32
4 Argentina 27
5 Libya 26
6 Australia 18
7 Venezuela 13
8 Mexico 13
9 Pakistan 9
10 Canada 9

Adopted from EIA, 2013. Technically Recoverable Shale Oil and Shale Gas Resources:
An Assessment of 137 Shale Formations in 41 Countries Outside the United States. US
Energy Information Administration - Independent Statistics and Analysis, Washington,
DC.
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10.2 TYPES OF FLUIDS IN SHALE RESERVOIRS AND
GENESIS OF LIQUID IN SHALE PORES

Shale resources can be broadly classified into three categories
including oil shale, shale oil and gas condensate, and shale gas. Each of these
differs greatly in flow characteristics. According to Colorado Oil and Gas
Association (COGA, 2013), oil shale contains remains of “algae and
plankton deposited millions of years ago that have not been buried deep
enough to become sufficiently hot in order to break down into the hydro-
carbons targeted in conventional oil projects.” Shale oil and gas, on the
other hand, are formed when the rock is buried deep enough to convert
part of its kerogen into oil and gas. Horizontal drilling and fracturing is often
required to produce them commercially, because these hydrocarbons are
locked in place very tightly (COGA, 2013).

Several aspects determine whether shales are capable of generating
hydrocarbons and whether they will generate oil or gas. During the process
of hydrocarbon formulation, first, oxygen evolves as kerogen gives off
CO2 and H2O, and later hydrogen evolves as hydrocarbons are formed
(McCarthy, 2011). The general trend in the thermal transformation of
kerogen to hydrocarbon starts with the generation of nonhydrocarbon
gases and then progresses to oil, wet gas, and dry gas (McCarthy, 2011).
Fig. 10.7 illustrates this progression for different types of kerogen. During

Figure 10.6 Continent-wise breakdown of risked in-place and technically recoverable
shale oil; *SA is South America, **NA is North America (here excludes USA). EIA, 2013.
Technically Recoverable Shale Oil and Shale Gas Resources: An Assessment of 137 Shale
Formations in 41 Countries Outside the United States. US Energy Information Adminis-
tration - Independent Statistics and Analysis, Washington, DC.
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thermal maturity of type I kerogen, liquid hydrocarbons tend to be gener-
ated. Type II, on the other hand, generates gas and oil, whereas type III gen-
erates gas, coal (often coal-bed methane), and oil in extreme conditions. It is
generally considered that type IV kerogen is not capable of generating hy-
drocarbons (Rotelli, 2012; Synthetic Fuels Summary. Report No. FE-2468-
82, March 1981). Fig. 10.8 highlights the conditions required to generate
liquid hydrocarbons. Physical and chemical alteration of sediments and
pore fluids take place at temperatures of 50e150�C (Pederson, 2010).
This process is called “catagenesis.” At these temperatures, chemical bonds
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Figure 10.7 Kerogen type and oil and gas formulation (McCarthy, 2011; Haider, 2015).
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break down in kerogen and clays within shale, generating liquid hydrocar-
bons (Pederson, 2010; Haider, 2015).

Liquid-rich shale (LRS) fluids can be divided into two categoriesdshale
oil and shale gas condensate. At the original reservoir conditions, a gas
condensate is a single-phase fluid (Fan, 2005). According to the work of
Ismail (2010), shale condensate systems consist predominantly of “methane
(C1) and other short-chain hydrocarbons. The fluid also contains small
amounts of long-chain hydrocarbons (heavy ends). The methane content
in gas-condensate systems ranges from 65 to 90 mol%, whereas in crude
oil systems, methane content ranges from 40 to 55 mol%.” Fig. 10.9 shows
a ternary diagram of these classifications (Haider, 2015).

10.3 SHALE PORE STRUCTURE AND HETEROGENEITY

The average size in currently producing liquid-rich reservoirs is esti-
mated to be less than 100 nm (Firincioglu, 2013). According to Rotelli

Figure 10.8 Depth and temperature condition for oil and gas formulation (Pederson,
2010; Haider, 2015).
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(2012), to properly characterize shale, it is important to understand the
following:
• Volume of pore network
• Characteristic dimension of pore network
• Pore type predominantly present
• Complexity of pore network

Based on the work of Kuila (2013), small pores in a shale matrix are asso-
ciated with clay and kerogen. Bustin (2008) reported a bimodal pore-size
distribution with modes around 10 nm and 10,000 nm for Barnett and
Antrim formations. Loucks (2012) showed that scanning electron micro-
scope (SEM) images of nanometer-scale pores associated with clays and
kerogen in Barnett Shale revealed pores as small as 4 nm. Sondergeld
(2013) stated that shale reservoirs exhibit hydrocarbon storage and flow
characteristics that are “uniquely tied to nano-scale pore throat and pore
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Figure 10.9 Ternary visualization of hydrocarbon classification (Ismail, 2010; Haider, 2015;
Ismail and Horne, 2014). Whitson, C.H., Brule, M.R., 2000. Phase behavior. In: SPE Monograph,
vol. 20.

490 M.A. Ahmadi and A. Bahadori



size distribution.” Fig. 10.10 shows the different types of pores present in
shale reservoirs. Each of them may alter fluid flow in a different manner
(Haider, 2015).

10.4 SHALE OIL EXTRACTION

10.4.1 History
Three people who had “found a method to extract and make great

quantities of tarr, pitch, and oyle out of a stone” were the inventors of the
first shale oil extraction method which was granted by the British Crown
in 1684 (Louw and Addison, 1985; Moody, 2007; Cane, 1976). The fun-
damentals of the modern industrial shale oil extraction referred to the
methods invented firstly by Alexander Selligue in 1838, in France, and

Figure 10.10 Pore types in the Barnett and Woodford gas shales (Slatt, 2011; Haider,
2015).
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modified by James Young in Scotland (Louw and Addison, 1985; Runnels
et al., 1952). Alexander C. Kirk’s retort was one of the first vertical oil shale
retorts (Louw and Addison, 1985). Fig. 10.11 depicts the schematic of the
Alexander C. Kirk’s retort.

10.4.2 Processing Principles
Shale oil extraction defined as the decomposition process of the oil shale and
converts its kerogen into synthetic crude oil. The extraction process is carried
out via hydrogenation, pyrolysis, and/or thermal dissolution (Koel, 1999;
Luik, 2009; Gorlov, 2007; Prien, 1976). The effectiveness of extraction pro-
cess is assessed via contrasting their products to the products of a Fischer
Analyze implemented on the shale sample (Speight, 2008; Baldwin et al.,
1984; Smith et al., 2007; Francu et al., 2007; Prien, 1976; Synthetic Fuels
Summary. Report No. FE-2468-82, March 1981).

Pyrolysis is the first and most common extraction technique for extracting
the shale oils. In this process, oil shale is heated in the absence of oxygen until
its kerogen decomposes into noncondensable flammable oil shale gas and
condensable shale oil vapors. Oil shale gas and oil vapors are then accumulated
and cooled, producing the shale oil to condense (Koel, 1999; Qian et al.,
2007). The oil shale composition may provide added value to the process
of extraction via the recovery of spin-offs, comprising ammonia, sulfur,

Figure 10.11 Schematic of Alexander C. Kirk’s retort (Louw and Addison, 1985; www.
en.wikipedia.org/wiki/Shale_oil_extraction).
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aromatic compounds, pitch, waxes, and asphalt (Johnson et al., 2004; Baldwin
et al., 1984; Smith et al., 2007; Francu et al., 2007; Prien, 1976; Synthetic
Fuels Summary. Report No. FE-2468-82, March 1981).

A source of energy is required for heating the oil shale to the temperature
of pyrolysis and carrying out the endothermic reactions of the kerogen
decomposition (Burnham and McConaghy, 2006). Two strategies are
employed to reduce, and even eliminate, external heat energy requirements:
the oil shale gas and char byproducts generated by pyrolysis may be burned as
a source of energy, and the heat contained in hot spent oil shale and oil shale
ash may be employed to preheat the raw oil shale (Koel, 1999). Fig. 10.12
depicts the overview of shale oil extraction techniques (Francu et al., 2007).

10.4.3 Extraction Technologies
Industry experts have generated different categorizations of the technologies
employed to extract shale oil from oil shale.

By process principles: Based on the treatment of raw oil shale by heat and
solvents, the techniques are categorized as thermal dissolution, hydrogena-
tion, or pyrolysis (Luik, 2009; An Assessment of Oil Shale Technologies,
June 1980; Baldwin et al., 1984; Smith et al., 2007; Forbes, 1970; Francu
et al., 2007; Gorlov, 2007; Koel et al., 2001).

Figure 10.12 Overview of shale oil extraction techniques.
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By location: Based on the location the methods are classified as in situ or
ex situ. In ex situ processing, the oil shale is excavated either at the surface or
underground and then delivered to a processing facility. On the other
hand, in situ processing transforms the kerogen whereas it is still in the
form of the deposit of an oil shale, after which it is then extracted through
oil wells, where it rises in the same way as conventional oils (Burnham and
McConaghy, 2006). Dissimilar ex situ method, it does not include mining
or spent oil shale disposal aboveground as spent oil shale stays underground
(Bartis et al., 2005; An Assessment of Oil Shale Technologies, June 1980;
Baldwin et al., 1984; Smith et al., 2007; Forbes, 1970; Francu et al., 2007).

By heating method: The method of transferring heat from combustion
products to the oil shale may be classified as direct or indirect. Although
techniques that burn materials external to the retort, to heat another material
that contacts the oil shale, are described as indirect, techniques that allow
combustion products to contact the oil shale within the retort are classified
as direct ( Jialin and Jianqiu, 2006).

10.5 INCLUDING CONFINEMENT IN
THERMODYNAMICS

This section discusses the methodology used to modify conventional
thermodynamics to incorporate capillary pressure when modeling flow in
liquid-rich shale reservoirs. The methodology described can be readily
implemented in a modern reservoir simulator. The section begins by offer-
ing a detailed account on some of the key thermodynamic concepts and later
extends these same concepts toward incorporating capillary pressure in
vaporeliquid equilibrium computations, to offer a better representation of
fluid flow in confinement (Nojabaei, 2012; Haider, 2015).

10.5.1 Classical Thermodynamics
Thermodynamics is a branch of physics concerned with heat and temperature
and their relation to energy and work in near-equilibrium systems. Classical
thermodynamics describes the bulk behavior of the body and not the micro-
scopic behaviors of the very large numbers of its microscopic constituents,
such as molecules (Vidal, 1997). These general constraints are expressed in
the four laws of thermodynamics. In the petroleum industry, thermodynamics
of phase equilibrium attempts to answer “Under given temperature and pres-
sure and mass of components, what are the amounts and composition of
phases that result?” (Kovscek, 1996; Nojabaei, 2012; Haider, 2015).
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10.5.1.1 Equation of State
At the heart of thermodynamics lies the equation of state, which in simplest
terms is a formula describing the interconnection between various macro-
scopically measurable properties of a system. More specifically, an equation
of state is a thermodynamic equation describing the “state of matter under a
given set of physical conditions. It is a constitutive equation which provides a
mathematical relationship between two or more state functions associated
with the matter, such as its temperature, pressure, volume, or internal energy”
(Thijssen, 2013; Haider, 2015).

Equations of state are instrumental in the calculation of Pressuree
VolumeeTemperature (PVT) behavior of petroleum gaseliquid systems
at equilibrium. Reservoir fluids contain a variety of substances of diverse
chemical nature that include hydrocarbons and nonhydrocarbons (Ashour,
2011; Nojabaei, 2012; Haider, 2015). Hydrocarbons range from methane
to substances that may contain 100 carbon atoms. Despite the complexity
of hydrocarbon fluids found in underground reservoirs, equations of state
have shown surprising performance in the phase-behavior calculations of
these complex fluids (Ashour, 2011; Haider, 2015).

Although to date, no single equation of state (EOS) accurately predicts
the properties of all substances under all conditions, a number of equations
of state (EOSs) have been developed for gases and liquids over the course of
thermodynamics history. Among the various categories of EOS, the Cubic
EOS have been used in this work, as they have been widely used and tested
for predicting the behavior of hydrocarbon systems (Ashour, 2011; Kovscek,
1996; Nojabaei, 2012; Haider, 2015).

The generalized form of cubic EOS is shown in Eq. (10.1) (Kovscek,
1996; Gmehling, 2012; Nojabaei, 2012; Haider, 2015), in which each of
the four parameters a, b, u, and w, depend on the actual EOS as shown in
Table 10.2.

P ¼ RT
V � b

� a
V 2 þ ubV þ wb2

(10.1)

in which R stands for the ideal gas constant, T represents the temperature,
and V denotes the molar volume.

In this table, Tc and Pc are the critical temperature and pressure, respec-
tively, u is the acentric factor, and fu is the acentric factor function.
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When dealing with mixtures, mixing rules (Kwak, 1986) are applied to
parameters a and b:

av ¼
Xn
i¼1

Xm
j¼1

yiyj
ffiffiffiffiffiffiffiffiffiffi
aiiajj

p ð1� KijÞ (10.2)

bv ¼
X
i

yibi (10.3)

here, v represents the vapor phase. To calculate al and bl (in which subscript l
represents the liquid phase), y in Eqs. (10.2) and (10.3) will have to be
replaced by liquid-phase molar compositions of each component, often
denoted by x. Each equation requires an independent determination of kij or
binary interaction coefficients, which are set to zero for Van der Waals and
RedlicheKwong (RK) EOS by definition.

More commonly, Eq. (10.1) is written in terms of the compressibility
factor Z (Kovscek, 1996; Grguri, 2003; Nojabaei, 2012; Haider, 2015):

Z3 � ð1þ B� � uB�ÞZ2 þ �
A� þ wB�2 � uB� � uB�2�Z

� A�B� � wB�2 � wB�3 ¼ 0
(10.4)

in which,

A� ¼ aP
R2T 2 (10.5)

B� ¼ bP
RT

(10.6)

Table 10.2 Parameters of the Conventional Equations of State (Nojabaei, 2012; Haider, 2015;
Firincioglu, 2013)
EOS u w a b

Van der Waals 0 0 27R2T 2
c

64Pc

RTc
8Pc

RedlicheKwong 1 0 0:42748R2T
5
2
c

PcT
1
2

0:08664RTc
Pc

SoaveeRedlich
eKwong

1 0 0:42748R2T
5
2
c

PcT
1
2

h
1þ fw

�
1� T

1
2
r

�i2
fw ¼ 0:48þ 1:574u� 0:176u2

0:08664RTc
Pc

PengeRobinson 2 �1 0:45724R2T 2
c

Pc

h
1þ fw

�
1� T

1
2
r

�i2
fw ¼ 0:37464þ 1:54226u� 0:2699u2

0:07780RTc
Pc

496 M.A. Ahmadi and A. Bahadori



10.5.1.2 Condition of Equilibrium
One of the most fundamental relationships in thermodynamics is given by
Eq. (10.7) (Firincioglu, 2013; Haider, 2015):

DUT ¼ DQ� DW þ
XNc

i

miNi (10.7)

Substituting the expression for DQ and DW, and rearranging Eq. (10.7),
we get a fundamental thermodynamic relationship and the definition of
Gibbs free energy:

dG ¼ VdP � Sdt þ
XNc

i

midNi (10.8)

here, G is Gibbs free energy, V is Volume is m3, dP is change in pressure in
bars, S is Entropy in joule/K, dt is the change in temperature, and K is the
chemical potential, N is the number of moles, Nc is the total number of
components, and i is the component index (Firoozabadi, 1999; Haider, 2015).

For a closed system to be in equilibrium, the chemical potential of a
component, at a given temperature and pressure condition, must be the
same in each phase. The equilibrium condition is thus given by (Firoozabadi,
1999; Haider, 2015):

mai ¼ m
b
i ¼ / ¼ m

Np

i i ¼ 1; 2; 3;.;Nc (10.9)

in which a and b stand for the phasesNp andNc and are the total number of
phases and components, respectively. Lewis (1923) proposed the following
expression for Gibbs free energy (Firoozabadi, 1999; Haider, 2015):

dGi ¼ RTd ln fi (10.10)

in which fi represents the fugacity of component i.
Fugacity is often computed from a relationship comprising a dimension-

less variable called “fugacity coefficient” (Matar, 2009; Nojabaei, 2012;
Haider, 2015). This is given by:

[i ¼ fi
P

(10.11)

here,[i is the fugacity coefficient of component i and is computed using the
following expression, which has been derived using the general form of cubic
equation (Kovscek, 1996; Matar, 2009; Nojabaei, 2012; Haider, 2015):

lnc[l ¼ bi
b
ðZ � 1Þ � lnðZ � B�Þ þ A�

B� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 4w

p
�
bi
b
� di

�

ln
2Z þ B�

�
uþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 4w

p �
2Z þ B�

�
u�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 4w

p � (10.12)
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bi
b
¼ Tci=PciP

xjTcj=Pcj
(10.13)

di ¼ 2a
1
2
i

a

XNc

j¼1

xj
ffiffiffiffi
aj

p ð1� KijÞ (10.14)

here, A� and B� are given by Eqs. (10.5) and (10.6).
At equilibrium condition at constant temperature and pressure, we know

dGi ¼ 0 and dP ¼ dt ¼ 0. Substituting this in Eq. (10.8) we have:

Gi ¼ mi (10.15)

For the fugacity of component i then, it must hold that

dGi ¼ dmi ¼ RTd ln fi (10.16)

and the equality of the chemical potential translates into an equality of
fugacity (Kovscek, 1996). Thus, at equilibrium, we have:

mai ¼ m
b
i ¼ / ¼ m

Np

i / f ai ¼ f bi ¼ / ¼ f
Np

i i ¼ 1; 2; 3;.;Nc

(10.17)

10.5.1.3 VaporeLiquid Equilibrium/Flash Computation
Using flash one can obtain the equilibrium composition of two coexisting
phases and solve for bubble- and dew-point pressures. The general flash
routine that Automatic Differentiation General Purpose Research Simu-
lator (AD-GPRS) follows is outlined as follows. This method also closely
follows the algorithm illustrated by Kovscek (1996). A simplified represen-
tation of flash is illustrated in the following flowchart (Nojabaei, 2012;
Haider, 2015).

The first step to make an initial guess for K-values, in which K is the equi-
librium ratio given by Ki ¼ yi/xi and xi and yi are the liquid and gaseous
molar fractions of component. This initial guess can be computed using
Wilson’s Equation (Wilson, 1969; Nojabaei, 2012; Haider, 2015):

Ki ¼ Pci
P

exp

	
5:37ð1þ uiÞ

�
1� Tci

T

�

(10.18)

here, Pci and Tci are the critical pressure and temperature of a component
with index i. u is the acentric factor of the component.
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In flash process, a liquid mixture is partially separated and the gas is
allowed to come to equilibrium with the liquid. For two phases, a mass
balance on 1 mol of mixture yields the following:

Zi ¼ xil þ yið1� lÞ (10.19)

here, Zi is the overall composition of a component in the system and l is the
mole fraction of the mixture that is present in liquid phase. Plugging
Ki ¼ yi/xi into Eq. (10.19), we get expressions for the liquid and gaseous
molar fractions for each component as follows:

xi ¼ Zi

1þ ð1� lÞKi
(10.20)

yi ¼ KiZi

1þ ð1� lÞKi
(10.21)

Using the fact that the sum of all mole fractions in each phase must be 1,
we can combine Eqs. (10.20) and (10.21) to yield:

f ðlÞ ¼
XNc

i

Zið1� KiÞ
Ki þ ð1� KiÞl ¼ 0 (10.22)

Eq. (10.22) is called the RachfordeRice Equation (Rachford, 1952) and
can be iteratively solved to obtain l (the unknown) liquid fraction. The
converged value of l tells whether the system is in single vapor phase
(l < 0), two phases (0 < l < 1) or single liquid phase (l > 1). Additionally,
once l is known, Eqs. (10.20) and (10.21) can be used to obtain the liquid
and vapor compositions of each component in the system. Mixed
Newton/Bisection method is often used to solve for l.

Phase molar compositions thus obtained can be substituted in Eqs. (10.2)
and (10.3) to obtain respective EOS parameter for each phase, that is av, al,
bv, and bl.

If there are two phases present in the system, the EOS will be solved twice
(one for each phase) using its respective phase EOS parameters. Each solution
gives the volume of its respective phase. At given P and T, the compressibility
factor Z is computed for each phase (that is Zv and Zl) using Eq. (10.4). Note
that to do that, A� and B� in Eqs. (10.5) and (10.6) too are separately
computed for each phase. For instance, A�

v uses av and A�
l uses al.

Once liquid and vapor volumes are computed, we use Eq. (10.12) to
compute fugacity coefficients for every component i and Eq. (10.11) to
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compute the corresponding fugacities. The system is in equilibrium when
the following is true for all components:

bf li ¼ bf vi ; i ¼ 1; 2;.:;Nc (10.23)

Numerically, this is equivalent to������bf
l
ibf vi � 1

������ < ε (10.24)

here, ε is a small number, usually in the range of 10�4 to 10�6.
Each time a new K value is calculated, the system is checked for equilib-

rium. This can be done using Successive Substitution (SSI) method. Thus, K
can be computed as (Nojabaei, 2012; Haider, 2015):

ðKiÞKþ1 ¼
0@bf libf vi Ki

1AK

(10.25)

New values of l can thus be generated by computed K values and by
solving Eq. (10.22).

10.5.2 Modification of Flash to Incorporate Capillary
Pressure in Tight Pores

Conventional flash involves the computation of all EOS parameters and
fugacity for each phase at a single pressure (Nojabaei, 2012; Haider,
2015); that is:

bf li ¼ bf li�P;V l;T ; x1; x2;.
�

(10.26)

bf vi ¼ bf vi ðP;V v;T ; x1; x2;.Þ (10.27)

This works well for conventional reservoirs, but for tight reservoirs each
phase has to be treated against its own respective phase pressure. Therefore,
fugacity is now defined as following as (Nojabaei, 2012; Haider, 2015):

bf li ¼ bf li�Pl;V l;T ; x1; x2;.
�

(10.28)

bf vi ¼ bf vi ðPv;V v;T ; x1; x2;.Þ (10.29)
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When the capillary forces are considered, the phase pressures are no
longer equal and the difference is given by Laplace equation which is as
follows (Nojabaei, 2012; Haider, 2015):

Pcap ¼ Pg � Pl ¼ 2s cosq
r

(10.30)

here, Pcap is the capillary pressure, Pg and Pl are the gas (vapor) phase and
liquid (oil) phase pressures, r is the pore radius, q is the wettability angle and
s is the interfacial tension. Considering an oil wet system (the wettability
angle to be 180�), which, in many cases, such as Bakken Formation shale
reservoir, is a valid assumption (Fine, 2009). Therefore, Eq. (10.30) gets
simplified to the following (Nojabaei, 2012; Haider, 2015):

Pcap ¼ 2s
r

(10.31)

There are several correlations and methods to calculate the interfacial ten-
sion (IFT). According to Ayirala (2006), the most important among these
models are the Parachor model (Macleod, 1923; Sugden, 1924), the corre-
sponding states theory (Brock and Bird, 1955), thermodynamic correlations
(Clever, 1963), and the gradient theory (Carey, 1979). In this work,
MacleodeSugden formulation has been used to calculate IFT because it is
most widely used in the petroleum industry due to its simplicity (Ayirala,
2006; Nojabaei, 2012; Haider, 2015). Eq. (10.32) presents the Macleode
Sugden formulation:

s ¼
"X

i

gi
�
xirl � yirv

�#4
(10.32)

Here, gi is components’ Parachor value and rl and rv are liquid and vapor
densities, respectively. Thus, IFT is a function of changes in densities,
compositions and Parachor, and becomes zero at the critical point in which
phase properties start approaching each other (Haider, 2015).

The flash flowchart presented in Fig. 10.13 can thus be modified as illus-
trated in Fig. 10.14 to incorporate capillary pressure. Here, the red-boxed
parameters get influenced by capillary pressure, which in turn influences
the whole flash. Similar modifications in the vaporeliquid equilibrium
(VLE) to accommodate capillary pressure have been done by Firincioglu
(2013) and Nojabaei (2012), previously Haider (2015).
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10.5.3 Stability Test Using Gibbs Free Energy Approach
It has been shown by Wang (2013) that standard stability test based on
tangent plane distance analysis can be extended to consider capillarity effect.
Michelsen (1982) showed that Eq. (10.33) holds true if the original system is
stable: XM

i

yi½ln fiðyÞ � lnðzÞ� � 0 (10.33)

in which fi(y) is the fugacity of the incipient phase of component i, whereas
fi(z) is its fugacity in the original system. Here, the original phase is liquid and
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Figure 10.13 Flow chart of conventional flash calculation (Nojabaei, 2012; Haider,
2015).
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the incipient phase is vapor. If the original phase were vapor, the incipient
must have been liquid. Considering the definition of fugacity (Haider, 2015):

fiðzÞ ¼ zi[iðzÞPl (10.34)

fiðyÞ ¼ zi[iðzÞPv (10.35)

in which [i is the fugacity coefficient of component i, we can substitute
Eqs. (10.34) and (10.35) in Eq. (10.33) to get the following expression:XM

i

yi
�
lnðyi[iðyÞPvÞ � ln

�
zi[ðzÞPl� � 0 (10.36)
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Figure 10.14 Modified workflow for incorporating capillary pressure in vaporeliquid
flash calculation (Firincioglu, 2013; Nojabaei, 2012; Haider, 2015).
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Some rearrangement of Eqs. (10.36) and (10.33) can yield the following:XM
i

yi
�
ln yi þ ln[ðyÞ � ln zi � ln[ðzÞ þ �

ln Pv � ln Pl� � 0 (10.37)

Thus, using this approach, Wang (2013) showed that the capillary term
(ln Pv � ln Pl) is naturally incorporated in the equilibrium test.

10.5.4 Impact of Critical Property Shifts Due to Confinement
on Hydrocarbon Production

Confined space or pore proximity effect alters the fluid properties and phase
behavior (Singh, 2009; Sapmanee, 2011; Teklu, 2014; Haider, 2015). This
section presents works done by different scientists in the area of critical prop-
erty shifts due to confinement. Moreover, this section contains applied ex-
amples for including confinement in PVT calculations of tight reservoirs.

10.5.4.1 Impact of Critical Properties Shift Due to Confinement
Within Fluid-phase Envelope

Singh (2009) used Grand Monte Carlo simulation to study the impact of
confinement on critical properties. He developed the following correlations
for the shifts in critical temperature and pressure (Haider, 2015):

DT �
c ¼ Tcb � Tcp

Tcb
¼ 0:9409

sLJ

rp
� 0:2415

�
sLJ

rp

�2

(10.38)

DP�
c ¼ Pcb � Pcp

Pcb
¼ 0:9409

sLJ

rp
� 0:2415

�
sLJ

rp

�2

(10.39)

sLJ ¼ 0:244

ffiffiffiffiffiffiffi
Tcb

Pcb
3

r
(10.40)

in which sLJ is LennardeJones size parameter (collision diameter in nm), rp is
pore radius (nm), DT �

c is relative critical temperature shift (dimensionless),
Tcb is bulk critical temperature (K), Tcp is pore critical temperature (K), DP�

c
relative critical pressure shift (dimensionless), Pcb is pore critical pressure
(atm), and Pcp is pore critical pressure (atm).

The pressure at which a large quantity of gas is in equilibrium with an
inconsiderable quantity of liquid is named the dew-point pressure (pd) of
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a hydrocarbon system. For a total of 1 lb-mole of a hydrocarbon mixture,
i.e., n ¼ 1, at the dew-point pressure we have following conditions:

nlz0

nvz1

At aforementioned circumstances, the overall composition, zi, and the
composition of the vapor phase, yi, are the same. Performing these limita-
tions, Eq. (10.41) becomes: X

i

zi
Ki

¼ 1 (10.41)

The pressure at which a large quantity of liquid is in equilibrium with an
inconsiderable quantity of gas is named the bubble-point pressure (pd), of a
hydrocarbon system. For a total of 1 lb-mole of a hydrocarbon mixture, i.e.,
n ¼ 1, at the bubble-point pressure we have following conditions:

nvz0

nlz1

At aforementioned conditions, the overall composition, zi, and the
composition of the liquid phase, xi, are the same. Performing these limita-
tions, Eq. (10.42) results in X

i

ðziKiÞ ¼ 1 (10.42)

Example 10.1
Using Table 10.3, determine the critical temperature and pressure shifts of a
Bakken fluid sample. Moreover, calculate the pore critical temperature and pres-
sure when pore radius is equal to 10 nm.

Answer
To study the impact of pore size on the critical property shifts of various compo-
nents in a Bakken fluid system, the sLJ/rp ratio is computed for every pore radius
and reported in the following table. Moreover, the critical temperature and

(Continued)

Table 10.3 Critical Properties of Bakken Fluid Components (Haider, 2015)
C1 C2 C3 C4 CA CB CC CD

Tcb (K) 186.2978 305.5384 369.9834 421.7823 486.3773 585.1389 740.0528 1024.717
Pcb (atm) 44.57146 49.1285 41.89997 37.18439 31.3889 24.72382 16.98495 12.9369
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pressure shifts are also listed in this table along with critical pressure and tem-
perature when pore radius is equal to 10 nm.

Fig. 10.15 shows the plot of these critical shifts for Bakken fluid components
at four different pore radii. As can be seen, the critical property shift increases as
the molecules become heavier and the pore radius becomes smaller. Based on
these findings, Teklu (2014) postulated that these shifts can be ignored for pore
size >30 nm (Haider, 2015).

Using the new critical properties, Bakken fluid-phase envelope was con-
structed using Automatic Differentiation General Purpose Research Simu-
lator (AD-GPRS). Fig. 10.16 shows significant suppression of the entire
phase envelope and a pore radius of 10 nm (Haider, 2015).

C1 C2 C3 C4 CA CB CC CD

sLJ (nm) 0.393043 0.448712 0.504328 0.548234 0.608306 0.700548 0.858597 1.047887
Tcb (K) 186.2978 305.5384 369.9834 421.7823 486.3773 585.1389 740.0528 1024.717
Pcb (atm) 44.57146 49.1285 41.89997 37.18439 31.3889 24.72382 16.98495 12.9369

DT�
c 0.036608 0.041733 0.046838 0.050857 0.056342 0.064729 0.079005 0.095944

DP�
c 0.036608 0.041733 0.046838 0.050857 0.056342 0.064729 0.079005 0.095944

Tcp (K) 179.4777 292.7873 352.6541 400.3315 458.9738 547.2633 681.5849 926.402
Pcp (atm) 42.93977 47.07822 39.93746 35.29329 29.26039 23.12346 15.64305 11.69568
sLJ/rP 0.039304 0.044871 0.050433 0.054823 0.060831 0.070055 0.08586 0.104789
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Figure 10.15 Impact of critical property shift as a function for Bakken fluid
component (Haider, 2015).
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Example 10.2
Consider a binary mixture containing 30% C1 and 70% C6, determine the effect of
capillary pressure on bubble-point pressure and phase envelope by varying the
pore radius from 5 nm up to 100 nm.

Answer
At first, the impact of capillary pressure on bubble point by varying the pore size
from 5 to 100 nm, using a binary mixture composed of 30% C1 and 70% C6,
should be investigated. Then, the pore radius is assumed 10 nm and the effect
of different composition on the bubble-point pressure is determined. For this
mixture, the influence of capillary pressure fades away as the pore size ap-
proaches 100 nm. The phase envelope calculations use PengeRobinson EOS
through AD-GPRS. Fig. 10.17 illustrates that small pore radii can cause significant
reduction in the bubble-point pressure. Based on published literature (Nojabaei,
2012; Teklu, 2014; Haider, 2015), dew points also get shifted but often at magni-
tudes that are less than the bubble-point shifts. Capillary pressure makes dew
point appear sooner or at relatively higher reservoir pressures (Alharthy et al.,
2013; Haider, 2015).

(Continued)

Figure 10.16 Suppression of Bakken fluid-phase envelope due to shifted critical prop-
erties at pore radius of 10 nm (Haider, 2015).
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Next, the pore size was fixed to 10 nm and the influence of varying compo-
sitions of the binary mixture on bubble point suppression was studied. The
amount of methane was varied in the binary mixture comprising C1eC6.
Fig. 10.18 shows the phase envelopes both with and without capillary pressure.
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Figure 10.17 Impact of pore radius on bubble point suppression (Haider, 2015).
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Figure 10.18 Influence of varying composition of C1eC6 on capillary pressure’s
influence using Automatic Differentiation General Purpose Research Simulator
(AD-GPRS) (Haider, 2015).
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With the increase in the percentage of the heavier component C6 in the system,
the critical pressure positions shift. This influences the strength of capillary pres-
sure, which in turn gets translated into higher bubble-point suppression. This is
because higher bubble-point pressures reduce the density differences between
liquid and vapor (Nojabaei, 2012) and thus suppress the impact of capillarity
(Haider, 2015).

Example 10.3
Consider Bakken fluid sample with the following composition (see Table 10.4).
Determine the effect of confinement on the phase envelope using Penge
Robinson EOS when pore radius is equal to 10 and 100 nm. Moreover, phase
envelope of the Bakken fluid sample is depicted through Fig. 10.19.

Answer
A typical tight reservoir such as Bakken has a pore radius ranging from 10 to
50 nm (Wang, 2013). Fig. 10.20 illustrates the bubble-point pressure suppression

(Continued)

Table 10.4 Composition of Bakken Fluid Sample (Nojabaei, 2012)
Compo-
nent C1 C2 C3 C4 C5e6 C7e12 C13e21 C22e80

Molar
fraction

0.36736 0.14885 0.09334 0.05751 0.06406 0.15854 0.0733 0.03704
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Figure 10.19 Phase envelope of Bakken fluid sample (Haider, 2015).
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of Bakken fluid-phase envelope when the pore radius is equal to 10 nm.
This suppression can lead to considerable deviation of fluid-flow properties
from its respective unconfined state. Additionally, suppression in Bakken
fluid’s bubble point starts fading away quickly as the pore radius approaches
100 nm.

The suppression of bubble-point pressure leads to the retention of
gas in oil for a longer time as the pressure is reduced, as will density
and viscosity of oil. This led to the investigation of the impact of pore
radius on Bakken fluid density. Fig. 10.21 depicts reduction in oil density
as the pore radius increases and the reservoir pressure decreases. This in-
dicates that capillarity becomes more influential at lower reservoir pres-
sures. As depicted in Fig. 10.22, oil viscosity follows a similar trend. The
results only display densities and viscosities till the bubble-point pressures
as the capillary pressure becomes zero above that. It is worth mentioning
that the IFT values were multiplied by a factor of three due to the uncer-
tainty in IFT calculations and Macleod and Sugden correlation’s tendency
to underpredict IFT (Ayirala, 2006). Fig. 10.23 demonstrates the density of
oil as a function of pore radius when the reference pressure is changed from
oil-phase pressure to gas-phase pressure, that is, Po ¼ Pg � Pcap instead of
Pg ¼ Po þ Pcap (Haider, 2015).
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Figure 10.20 Bakken fluid phase envelope bubble-point suppression under the
influence of confinement (Haider, 2015).
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(Continued)

Figure 10.21 Bakken oil density as a function of pore radius and oil-phase
(reservoir) pressure (Haider, 2015).

Figure 10.22 Bakken oil viscosity as a function of pore radius and oil-phase
(reservoir) pressure (Haider, 2015).
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Problems
10.1 List the methods of oil shale extraction and explain two of them.
10.2 Consider a volatile oil with the following composition. The reservoir

pressure and temperature are 3500 Psi and 180�F, respectively. Using
PengeRobinson equation of state, determine the density of this fluid
when the pore radius is equal to 8 nm.

10.3 Consider a volatile oil with composition given below. Calculate the
dew point pressure of this fluid by PengeRobinson equation of state
when pore radius is equal to 5 nm. The reservoir temperature is 220�F.

Component Mol%

N2 0.015
H2S 0.015
CO2 0.02
C1 0.55
C2 0.07
C3 0.02
n-C4 0.03
n-C5 0.01
C6 0.02
C7þ 0.25
MWC7þ ¼ 231
ƳC7þ ¼ 0.887

Figure 10.23 Bakken oil density as a function of pore radius and gas-phase pres-
sure (Haider, 2015).
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10.4 Using the blow table to determine the critical temperature and pres-
sure shifts when the pore radius is equal to 12 nm.

10.5 Consider a volatile oil with composition given in the following table.
Calculate the dew-point pressure of this fluid by SoaveeRedliche
Kwong equation of state when pore radius is equal to 10 nm and
compare the dew-point pressure when confinement is included and
ignored. The reservoir temperature is 190�F.

Component Mol%

N2 0.012
H2S 0.013
CO2 0.025
C1 0.55
C2 0.07
C3 0.03
i-C4 0.01
n-C4 0.03
i-C5 0.01
n-C5 0.01
C6 0.02
C7þ 0.22
MWC7þ ¼ 231
ƳC7þ ¼ 0.887

C1 C2 C3 C4

Tcb (K) 184.2978 307.5384 371.9834 418.7823
Pcb (atm) 42.5114 47.1085 40.12997 36.18439

Component Mol%

N2 0.01
H2S 0.01
CO2 0.03
C1 0.59
C2 0.09
C3 0.01
i-C4 0.005
n-C4 0.005
i-C5 0.005
n-C5 0.005
C6 0.01
C7þ 0.23
MWC7þ ¼ 229
ƳC7þ ¼ 0.875
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10.6 Consider a volatile oil with composition given in the following table.
Calculate the bubble-point pressure of this fluid by SoaveeRedliche
Kwong equation of state when pore radius is equal to 8 nm and
compare the bubble-point pressure when confinement is included and
ignored. The reservoir temperature is 212�F.

10.7 Using following table plot the critical pressure and temperature shifts
versus corresponding pore radius when pore diameter varies from
2 nm up to 30 nm.

10.8 Consider a volatile oil with composition given in the following table.
Calculate the dew-point pressure of this fluid by SoaveeRedliche
Kwong equation of state when pore radius is equal to 10 nm and
compare the dew-point pressure when confinement is included and
ignored. The reservoir temperature is 190�F.

Component Mol%

C1 0.39
C2 0.06
C3 0.015
i-C4 0.015
n-C4 0.005
i-C5 0.025
n-C5 0.025
C6 0.01
C7þ 0.455
MWC7þ ¼ 278
ƳC7þ ¼ 0.919

Component Pc (Psi) Tc (R)

C1 666.4 343.33
C2 706.5 549.92
C3 616.0 666.06
C4 527.9 765.62
C5 488.6 845.8
C6 453 923
C7þ 285 1210
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10.9 Consider a crude oil with composition given in the following table.
Plot phase envelop using PengeRobinson equation of state when
pore radius is equal to 5 nm and compare the phase envelop when
confinement is included and ignored. The reservoir temperature is
235�F.

10.10 Consider a crude oil with composition given in the following table.
Calculate oil formation volume factor when pore radius is equal to
11 nm. The reservoir pressure and temperature are 4225 Psi and
222�F, respectively. The stock tank pressure and temperature are
10.7 Psi and 77�F, respectively.

Component Mol%

CO2 0.05
C1 0.61
C2 0.07
C3 0.01
i-C4 0.005
n-C4 0.005
i-C5 0.005
n-C5 0.005
C6 0.01
C7þ 0.23
MWC7þ ¼ 234
ƳC7þ ¼ 0.8915

Component Mol%

H2S 0.025
CO2 0.025
C1 0.41
C2 0.075
C3 0.005
i-C4 0.01
i-C5 0.01
C6 0.01
C7þ 0.43
MWC7þ ¼ 267
ƳC7þ ¼ 0.9105
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AdachieLueSugie equation of state (ALS
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molecule adsorption to kerogen, 461f
Aguilar and McCain method, 219
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Al-Marhoun correlation, 52
oil bubble point pressure, 18
oil formation volume factor, 27e28
solution gas oil ratio, 22
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and Materials (ASTM)

Automatic Differentiation General
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Average gas specific gravity, 303
Azizi method, 364e365
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Bahadori and Vuthaluru method,

414e416, 414te415t
Bahadori equation, 362e364
Bakken fluid
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Bakken formation shale reservoir, 501
Beal correlation, 43e45
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BenedicteWebbeRubineStarling EOS

(BWRS EOS), 34, 92e93
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sampling
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BWR-type EOS. See
BenedicteWebbeRubin-type
EOS (BWR-type EOS)

BWRS EOS. See
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Starling EOS (BWRS EOS)

C
C7+ fractions, 351e352
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(COGA), 487
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Composition change, 336e337
Condensate blockage, 336

Condensate buildup region, 335
Condensate loss, 334
Confined pore phase behavior, 449
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449f, 452f, 455f
adsorption phenomenon in shale

reservoirs, 457e461, 459fe460f
capillary pressure, 456e457, 457f
diffusion effect, 455e456
effect on phase envelope, 461e478
impact on critical properties, 450e454
examples, 451be454b

Constant composition expansion (CCE),
233be241b

Constant composition test, 314e315, 315f
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233be241b, 316, 316f
Continuous approach, 130
Conventional oil, 487
Conventional reservoirs, 445
Convergence pressure, 261
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Correlations, 408e416
Bahadori and Vuthaluru method,

414e416, 414te415t
Kobayashi et al. method, 410
Makogon method, 409
Motiee method, 410e411
Østergaard et al. method, 411, 412t
Sun et al. method, 412e413
Towler and Mokhatab method, 413

Corresponding state correlations, 99e107,
101be102b, 105be107b

Corresponding state method, 32e37
BenedicteWebbeRubin EOS, 34
constants of, 35t
correlation, 33
methane, 37
methane density and viscosity, 34
mixing rules, 36

Cotterman and Prausnitz method,
214e215

Covolume, 66e67
CPA. See Cubic-Plus-Association (CPA)
CPA EOS. See Cubic-Plus-Association

Equation of State (CPA EOS)
Critical properties, 158e164
Critical temperature, 83b
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CRs. See Combining rules (CRs)
Crude oil, 483e484
and gas, 1
properties
oil bubble point pressure, 17e20
oil compressibility, 14e16
oil density, 2e14
oil formation volume factor, 24e31
oil gravity, 14
oil viscosity, 31e45
solution gas oil ratio, 20e24

Cubic EOS, 65e83. See alsoNoncubic EOS
examples, 67b, 69be71b, 73be77b,

79be80b, 82be83b
pressureevolume behavior, 69f

Cubic equation of state, 117e118
Cubic-Plus-Association (CPA), 418
Cubic-Plus-Association Equation of State
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CVD. SeeConstantvolumedepletion (CVD)

D
Danesh et al. method, 216e219
Dead oil viscosity, 41e42, 44be45b
Decay functions, 351e352
Dempsey’s Standing method, 353e354
Density, 2, 372e375. See also Dew-point

pressure; Equilibrium ratio;
Formation volume factor;
Viscosity; Z factor

empirical correlations, 372e373
EOS, 373e375, 373be375b

Dew-point calculations, 262e274,
263be274b

Dew-point pressure, 381e392. See also
Density; Equilibrium ratio;
Formation volume factor;
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ACE method, 385e388
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Humoud and Al-Marhoun model, 385
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Nemeth and Kennedy correlations,

381e383, 382t, 382be383b
iterative method, 388e392, 390b,

391be392b
Dieterici EOS, 98be99b

Differential liberation test (DL test),
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Differential test, 310e311
Diffusion effect, 455e456
Dispersion interactions, 426e427
DL test. See Differential liberation test

(DL test)
Downhole sampling. See Subsurface

sampling
Dry-gas shale reservoirs, 457e460
Duhem’s law, 254

E
Eagle Ford sample fluid mixture,

453be454b, 454f
Edmister correlation, 162
EIA. See Energy Information

Administration (EIA)
Elsharkawy method, 356,

383e384, 384b
Empirical correlations
density, 372e373
dew-point pressure
ACE method, 385e388
Elsharkawy model, 383e384, 384b
Humoud and Al-Marhoun model,
385

MarruffoeMaitaeHimeRojas model,
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Nemeth and Kennedy correlations,
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viscosity, 352e360
Chen and Ruth method, 354e355
Dempsey’s Standing method,
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Elsharkawy method, 356
LeeeGonzalezeEakin method, 353
SanjarieNemati LayePeymani
method, 358e360, 359be360b

Shokir and Dmour method,
357e358

Sutton method, 356e357
Z factor, 361e367
Azizi method, 364e365
Bahadori equation, 362e364
Beggs and Brill correlation,
361e362

Mahmoud’s empirical equation, 367
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Empirical correlations (Continued )
Sanjari and Nemati model, 365
Shell Oil Company, 362
Shokir model, 366

Energy Information Administration (EIA),
447, 483e484

EOS. See Equation of state (EOS)
Equal mole method, 214e215
Equal weight method, 209e214
Equationof state (EOS), 2e3, 65, 117e118,

189, 258, 336e337, 416e427,
495e496, 496t

ALS EOS, 349e350
corresponding state correlations, 99e107
CPA EOS, 418e420
cubic, 66e83
density, 373e375, 373be375b
mixing rules, 107e113
MMM EOS, 348e349
noncubic, 83e99
PC-SAFT, 422e427, 425t
PengeRobinsoneGasem, 343e344
PR, 342e343
PR EOS, 420e422
PT, 347e348
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SRK, 340e341
SRK-SW, 341e342
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Van der Waals, 338e340
Z factor, 368e372, 368be372b

Equilibrium, 249e254
condition, 497e498

Equilibrium ratio, 253, 376e381,
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pressure; Formation volume
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correlations for finding, 259e261
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Whitson’s correlation, 261
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finding methods
activity-derived equilibrium ratios
(ge4 approach), 258e259
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ratio, 259e261

fugacity-derived equilibrium ratio
(4e4 approach), 258

Henry’s law, 257e258
Lewis Fugacity rule, 256
Raoult’s law, 256e257

for hydrocarbon mixtures
Standing’s correlation, 377e379, 379f
Whitson and Torp’s method,
379e380

Wilson’s correlation, 377
for nonhydrocarbon mixtures, 380e381

Ex situ processing, 494
External heat energy requirements, 493
Extraction, shale oil, 493f
Alexander C. Kirk’s retort, 492f
history, 491e492
processing principles, 492e493
technologies, 493e494

F
Flash
calculations, 254e255, 321e325, 322f,

462, 464f, 465t
computation, 500e501
modification to incorporate capillary

pressure, 500e501, 502f
Fluid
flow
through gas reservoirs, 352
in gas-condensate reservoir, 333

molecules, 449e450
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487e489
viscosity, 32

Fluid sampling. See also Vaporeliquid
equilibrium

categories for reservoir, 294
flash calculation, 321e325, 322f
in oil and gas reservoirs, 293
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recombination, 299e309
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sampling method, 295e299
subsurface sampling, 295e299

well conditioning to, 294e295
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Fluid-phase envelope, 504e512. See also
Phase envelope

Bakken fluid components, 505t
examples, 505be512b

Formation testers, 296, 298
Formation volume factor, 376, 376b.

See also Density; Dew-point
pressure; Equilibrium ratio;
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Fossil fuel energy resources, 484e485
Fugacity, 252
coefficient, 252e253, 267be268b,

497e498
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(4e4 approach), 258

G
Gamma distribution method, 140e156
example, 145be149b, 151be156b
gamma distribution function for different

values, 142f
SCN groups, 147te148t, 145be149b

Gas
compressibility, 49e50
factor, 320, 451be453b
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systems, 450
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theoretical determination, 46e49
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structures, 406f
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Gas chromatography (GC), 118, 123
Gas Processors Suppliers Association

(GPSA), 428
Gas-condensate
dew-point pressure estimation model,

383e384
flow regions, 335e337
composition change, 336e337
condensate blockage, 336
condensate buildup region, 335
hydrocarbon recovery, 336e337
single-phase gas, 336
near wellbore region, 335

fluid, 333
phase envelope, 334f
reservoir
flow regimes in, 335f
fluid flow in, 333
range of liquid production, 333e334

reservoirs, 310
system characterization, 334e335

Gas-phase pressure, 512f, 509be512b.
See also Oil-phase pressure

Gas-volume factor, 376
Gaseoil ratio (GOR), 296e297
GC. See Gas chromatography (GC)
Genesis of liquid in shale pores, 487e489
Geometric merging rule, 350
Gibbs energy surface, 275, 278
hypothetical binary mixture, reduced,

275fe277f
Gibbs free energy, 250, 497
stability test using, 502e504

Glaso correlation, 52
oil bubble point pressure, 18e19
oil formation volume factor, 28
oil viscosity, 41e42
solution gas oil ratio, 22

GOR. See Gaseoil ratio (GOR)
GPSA. See Gas Processors Suppliers

Association (GPSA)
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Grouping methods, 207e219. See also
Splitting methods

Aguilar and McCain method, 219
Cotterman and Prausnitz method,

214e215
Danesh et al. method, 216e219
Pedersen et al. method,

209e214
Whitson method, 208e209

H
HalleYarborough correlation, 162
HalleYarborough equation, 99e101
Hammerschmidt method, 433
Hard-chain reference fluid, 425e426
Heavy fractions, 117e118, 140e141, 156,

351e352
Helmholtz free energy, 425
Henry’s constant, 257
Henry’s law, 257e258
Heptane plus fraction, 128e130
Heterogeneity, 489e491
Humoud and Al-Marhoun model, 385
Hydrate
curve, 407
deposition, 429e430

Hydrate formation, thermodynamic
conditions for, 407e428, 430f

calculating hydrate formation condition,
408e428

correlations, 408e416
EOS, 416e427
iterative method, 428, 429f

pressureetemperature diagram for
hydrate region, 408f

Hydrate inhibitions, 430e441
calculating amount, 431e435
Hammerschmidt method, 433
McCain method, 434e435
NielseneBucklin method, 434
Østergaard et al. (2005) method, 435

calculating inhibitor loss in hydrocarbon
phase, 435e438

inhibitor injection rates, 438
Hydrocarbons, 487e489, 489fe490f
hydrocarbon mixtures, equilibrium ratio

for
Standing’s correlation, 377e379, 379f

Whitson and Torp’s method, 379e380
Wilson’s correlation, 377

phase, 284e285
inhibitor loss calculation in,
435e438

production
impact of critical property shifts due to
confinement, 504e512

within fluid-phase envelope,
504e512

recovery, 336e337
Hydrogen sulfide (H2S), 363e364

I
Ideal Adsorbed Solution theory (IAS

theory), 457e460
Ideal gas equation, 337
IEA. See International Energy Agency

(IEA)
IFT. See Interfacial tension (IFT)
Inhibitor injection rates, 438
Inhibitor loss calculation in hydrocarbon

phase, 435e438
Interfacial tension (IFT), 57e62, 501
example, 58be59b
Parachor model, 57e59

International Energy Agency (IEA), 447
International Union of Pure and Applied

Chemistry (IUPAC),
448e449

Inversion temperature, 73be74b
Iterative method. See Equilibrium ratio
IUPAC. See International Union of Pure

and Applied Chemistry (IUPAC)

J
JouleeThomson coefficient, 73be74b

K
K-value. See Equilibrium ratio
Kartoatmodjo and Schmidt correlation, 27
Katz method, 135e137
Kerogen types, 487e489, 488f
KHI. See Kinetic hydrate inhibitors (KHI)
Kinetic hydrate inhibitors (KHI),

430e431
Kinetic inhibitors (KIs), 431
KIs. See Kinetic inhibitors (KIs)
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Knudson diffusion, 455, 455t
Kobayashi et al. method, 410
Korsten correlation, 163e164

L
Langmiur isotherms, 460
Laplace equation, 501
LDHIs. See Low-dosage hydrate inhibitors

(LDHIs)
Least-squares method, 74be76b
Lee et al. method, 55e56
LeeeGonzalezeEakin method, 353
LeeeKesler correlations, 110e113,

158e159, 165
LennardeJones particles (LJ particles), 450
Lewis Fugacity rule, 256
Liquefied natural gas (LNG), 344
Liquid-phase
adsorption, 457e460
molar compositions, 496

Liquid-rich shale fluids (LRS fluids), 489
LJ particles. See LennardeJones particles

(LJ particles)
LNG. See Liquefied natural gas (LNG)
LohrenzeBaryeClark method,

37e39
LorentzeBerthelot-combining rules, 424
Low-dosage hydrate inhibitors (LDHIs),

431
LRS fluids. See Liquid-rich shale fluids

(LRS fluids)

M
MacleodeSugden formulation, 501
Mahmoud’s empirical equation, 367
Makogon method, 409
MarruffoeMaitaeHimeRojas model,

386e388, 387be388b
Mass of gas in liquid phase, 304
Matching saturation pressure
using extended groups, 190e207
binary interaction coefficients for PR

EOS, 193t
calculating saturation pressure,

190e191
example, 195be207b
PR EOS, 192

using grouped composition, 231e241
example, 232be241b

Maxwell’s equation, 73be74b
McCain method, 434e435
MCN. See Multiple carbon number

(MCN)
Methanol solubility in paraffinic

hydrocarbons, 437f
Michelsen test, 278e279
Mid-confined pore phase behavior, 449
Midpoint method, 145be149b
Mixing rules, 107e113, 350
MMM EOS. See Mohsen-

NiaeModarresseMansoori
Equation of State (MMM EOS)

Modern reservoir simulator, 494
Mohsen-NiaeModarresseMansoori

Equation of State (MMM EOS),
348e349

Molar composition of oil sample, 263t,
263be264b

Molecular weight, 305
estimation, 165e167

Moleculeemolecule interactions,
463e474

Moleculeepore-wall interactions, 461
Motiee method, 410e411
Multiphase flash calculations, 283e285
Multiple carbon number (MCN), 190
assigning properties to, 224e231
example, 225b, 228be231b

N
Nasrifar and Moshfeghian density

correlation, 372e373
Nasrifar andMoshfeghian equation of state

(TCCNM EOS), 344e346
National Institute of Standards and

Technology (NIST), 424e425
Near wellbore region, 335
Nemeth and Kennedy correlations,

381e383, 382t, 382be383b
NielseneBucklin equation, 434
NielseneBucklin method, 434
NIST. See National Institute of Standards

and Technology (NIST)
Non-stoichiometric hydrates, 406
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Noncubic EOS, 65e66, 83e99. See also
Cubic EOS

example, 85be86b, 89be92b, 98be99b
second virial coefficient for methane, 87f
values of constants of BWR EOS,

94te96t
Nonhydrocarbon mixtures, equilibrium

ratio for, 380e381
Normal cut method, 145be149b
Numerical algorithm for stability test, 278

O
Oil
gravity, 14
shrinkage factor, 29e31
specific gravity, 14

Oil and gas properties and correlations
crude oil and gas, 1
crude oil properties, 2e45
gas properties, 45e56
IFT, 57e62

Oil bubble point pressure, 17e20
Al-Marhoun correlation, 18
example, 19be20b
Glaso correlation, 18e19
Petrosky correlation, 19e20
standing correlation, 17
Vasquez and Beggs correlation, 17e18

Oil compressibility, 14e16
Petrosky correlation, 15e16
Vasquez and Beggs correlation, 15

Oil density, 2e14
AlanieKennedy equation, 3e5
API method, 11e13
EOS method, 2e3
oil compressibility, 13
oil formation volume factor, 14
pure hydrocarbons, 3t
StandingeKatz method, 5e10

Oil formation volume factor, 24e31
Al-Marhoun correlation, 27e28
Arps correlation, 28e31
example, 29be31b
Glaso correlation, 28
Kartoatmodjo and Schmidt correlation,

27
Petrosky correlation, 28

pressure vs., 26f
standing correlation, 26
VasquezeBeggs correlation, 26e27

Oil viscosity, 31e45
Beal correlation, 43e45
Beggs and Robinson correlation, 42e43
Chew and Connally correlation, 42
corresponding state method, 32e37
example, 46
Glaso correlation, 41e42
LohrenzeBaryeClark method, 37e39
Qui~nones-Cisneros et al. method, 40e41
Vasquez and Beggs correlation, 41

Oil-phase pressure, 511f. See also
Gas-phase pressure

Østergaard et al. methods, 411, 412t, 435

P
Papay method, 361
Parachor model, 57e59
Partial molar property, 250e251
Patel and Teja Equation of State (PT

EOS), 336e337, 347e348,
368e372

PateleTeja EOS, 80e81
PC. See Perturbed Chain (PC)
PC-SAFT. See Perturbed Chain-Statistical

Associating Fluid Theory
(PC-SAFT)

Pedersen et al. method, 137e140,
209e214

example, 120, 137be140b
partial analysis of heavy end, 138t

PengeRobinson Equation of state (PR
EOS), 72e77, 190, 271be274b,
336e337, 342e343, 346e347,
368e372, 420e422

binary interaction coefficients for, 193t
solving Z-form of, 271be274b

PengeRobinsoneGasem Equation of
state, 343e344

Perturbed Chain (PC), 422e423
Perturbed Chain-Statistical Associating

Fluid Theory (PC-SAFT),
422e427

mathematical formulation, 425e427
association interactions, 427
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dispersion interactions, 426e427
hard-chain reference fluid, 425e426

Petrosky correlation
oil bubble point pressure, 19e20
oil compressibility, 15e16
oil formation volume factor, 28
solution gas oil ratio, 22e24

Phase behavior, 65e66
Phase envelope, 281e283. See also

Fluid-phase envelope
confinement effect, 461e478,

468fe470f
examples, 465be474b
IFT of mixture, 474f
phase equilibrium constant, 473f
pore radii, 471fe472f

Plus fraction characterization
experimental methods, 118e128
chromatography, 123e128
TBP distillation method, 118e123

procedure, 179e186
example, 180be183b
problems, 183e186

properties estimation, 156e179
boiling point estimation, 157e158
critical properties and acentric factor

estimation, 158e164
molecular weight estimation,

165e167
SG estimation, 167e179
Watson characterization factor

estimation, 156e157
splitting methods, 128e156

“Pore proximity” effect, 449e450
Pore size, 449e450
distribution, 448e449

PR EOS. See PengeRobinson Equation
of state (PR EOS)

Pressure explicit, 83e84
Pressureetemperature (PT), 285
Pressureevolumeetemperature (PVT),

334e337, 448, 495
calculations, 504
tests, 309e321
constant composition test, 314e315
CVD, 316e319, 316f
differential test, 310e311
DL test, 319e321

separator test, 312e314
swelling test, 311e312

Principle of correspondence, 32
Pseudo-reduced pressure (Ppr), 361
Pseudo-reduced temperature (Tpr), 361
Pseudocomponent approach, 128e130
Pseudocritical pressure (psi), 356e357
Pseudocritical properties, 107e108
Pseudocritical temperature (�R),

356e357
psi. See Pseudocritical pressure (psi)
PT. See Pressureetemperature (PT)
PT EOS. See Patel and Teja Equation of

State (PT EOS)
PVT. See Pressureevolumeetemperature

(PVT)

Q
Quadratic mixing rule, 108
Qui~nones-Cisneros et al. method, 40e41

R
Rachford-Rice equation, 323, 499
Racket compressibility factor, 2
Rackett compressibility, 243
Raoult’s law, 256e257
RedlicheKwong Equation of state (RK

EOS), 71, 336e337, 340e341,
496

Regression analysis, 41e42
Reservoir fluids, 333
Retrograde condensation, 233be241b, 333
Retrograde gas condensate
EOS, 336
gas properties
density, 372e375
dew-point pressure, 381e392
equilibrium ratio, 376e381
formation volume factor, 376, 376b
viscosity, 352e360
Z factor, 360e372

gas-condensate flow regions, 335e337
heavy fractions, 351e352
mixing rules, 350

RiazieDaubert correlation, 157, 160,
165

RK EOS. See RedlicheKwong Equation
of state (RK EOS)
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S
SAFT. See Statistical Associating Fluid

Theory (SAFT)
Sanjari and Nemati model, 365
SanjarieNemati LayePeymani method,

358e360, 359be360b
Saturation
point, 262
pressures calculation with stability

analysis, 285e289
saturated-liquid density correlation,

372e373
Scanning electron microscope images

(SEM images), 490e491
SchmidteWenzel EOS, 77e81,

346e347, 369be370b
SCN groups. See Single-carbon number

groups (SCN groups)
sCPA. See Simplified CPA (sCPA)
SEM images. See Scanning electron

microscope images (SEM images)
Separator test, 312e314
SG. See Specific gravity (SG)
sH hydrates. See Structure H hydrates

(sH hydrates)
Shale gas characterization, 445
confinement effect on phase envelope,

461e478
distribution model of different

unconventional hydrocarbons, 446f
reservoir characteristics, 447e448, 448f
sciencebehindconfinement, 448e461, 449f
unconventional gas reservoirs, 447t

Shale oil, 483e484
approach of selected countries, 486f
including confinement in

thermodynamics, 494e512
continent-wise breakdown, 487f
extraction, 491e494, 493f
genesis of liquid in shale pores, 487e489
hydrocarbon value hierarchy, 484f
light tight-oil plays worldwide, 485f
projected new oil scenario, 484f
shale pore structure and heterogeneity,

489e491
technically recoverable shale gas and oil

reserves, 486t

types of fluids in shale reservoirs,
487e489

unconventional oil resources across globe,
483f

Shale pore
genesis of liquid in, 487e489
structure, 489e491
pore types in Barnett and Woodford
gas shales, 491f

Shale reservoirs, fluids types in, 487e489
Shell Oil Company, 362
Shokir and Dmour method, 357e358
Shokir model, 366
sI hydrate. See Structure I hydrate

(sI hydrate)
sII hydrate. See Structure II hydrate

(sII hydrate)
SimeDaubert correlations, 162, 165
Simplified CPA (sCPA), 419
Simulated distillation method, 123e124
properties, 131t

Single-carbon number groups (SCN
groups), 117e118, 121e123, 189,
351e352

Single-phase fluid, 489
Single-phase gas, 336
Soave-type a-function, 343e344
SoaveeRedlicheKwong Equation of

state (SRK EOS), 72, 242e243,
336e337, 340e341, 368e372,
418

SoaveeRedlicheKwongeSquare Well
Equation of state (SRK-SW EOS),
341e342

Solution gas oil ratio, 20e24
Al-Marhoun correlation, 22
example, 23be24b
Glaso correlation, 22
Petrosky correlation, 22e24
standing correlation, 21
VasquezeBeggs correlation, 21

Soreide correlation, 157
Species characterization factor,

259e260
Specific gravity (SG), 156
estimation, 167e179
example, 168be179b
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Splitting methods, 128e156. See also
Grouping methods

extended composition data,
132te134t

gamma distribution method, 140e156
Katz method, 135e137
Pedersen method, 137e140
single carbon group properties, 131t

Square-well (SW), 341e342
SRK EOS. See SoaveeRedlicheKwong

Equation of state (SRK EOS)
SRK-SW EOS. See

SoaveeRedlicheKwongeSquare
Well Equation of state
(SRK-SW EOS)

SSI method. See Successive Substitution
method (SSI method)

Stability analysis, 274e283
Michelsen stability test, 278e283
normalized Gibbs energy curve,

276e277
numerical algorithm for stability test, 278
phase diagram for reservoir fluid, 283f
reduced Gibbs energy surface,

275fe277f, 282f
saturation pressures calculation with,

285e289
thermodynamic concept for phase

stability, 274e275
Stability test, 279e283
using gibbs free energy approach,

502e504
numerical algorithm for, 278

Standing’s correlation, 259e261,
377e379, 379f

oil bubble point pressure, 17
oil formation volume factor, 26
solution gas oil ratio, 21

StandingeKatz charts, 46, 99e100,
361e362, 364e365

StandingeKatz method, 5e10
Statistical Associating Fluid Theory

(SAFT), 418
SAFT-Variable Range, 422e423

Structure H hydrates (sH hydrates), 405
Structure I hydrate (sI hydrate), 405
Structure II hydrate (sII hydrate), 405

Subsurface sampling, 294
bottom-hole samplers, 295e296
formation testers, 296
surface sampling, 296e297
surface sampling advantages and,

297e299
wellhead sampling, 297

Successive Substitution method (SSI
method), 500

Sun et al. method, 412e413
Surface sampling, 296e297
advantages, 297e299

Sutton method, 356e357
SW. See Square-well (SW)
Swelling test, 311e312

T
TBP distillation method. See True boiling

point distillation method (TBP
distillation method)

TCCNM EOS. See Nasrifar and
Moshfeghian equation of state
(TCCNM EOS)

Temperature-dependent energy
parameter, 419

Theoretical wet-gas volume factor, 376
Thermodynamic conditions for hydrate

formation, 407e428, 430f
calculating hydrate formation condition,

408e428
correlations, 408e416
EOS, 416e427
iterative method, 428, 429f

pressureetemperature diagram for
hydrate region, 408f

Thermodynamics, confinement in,
494e512

classical thermodynamics, 494e500
impact of critical property shifts,

504e512
modification of flash to incorporate

capillary pressure, 500e501, 502f
stability test using gibbs free energy

approach, 502e504
Tight pores, flash modification to

incorporate capillary pressure in,
500e501, 502f
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Torp correlation, 261
Total formation volume factor, 51e52
Towler and Mokhatab method, 413
True boiling point distillationmethod (TBP

distillation method), 118e123
atmospheric equivalent boiling point, 119t
boiling point range of petroleum

fractions, 121t
experimental TBP results, 122t

TuningEOS.See alsoEquationof state (EOS)
assigning properties to MCN, 224e231
composition retrieval, 220e222
grouping methods, 207e219
matching saturation pressure
using extended groups, 190e207
using grouped composition, 231e241

problems, 244
volume translation, 242e245

Two-parameter corresponding states,
99e100

Two-phase Z-factor, 318
Twu correlations, 161, 165e167

U
Unconfined pore phase behavior, 448
Unconventional gas reservoirs, 447, 447t
Unconventional oil, 484e485
Unconventional petroleum
accumulations, 445e447
resources, 445

Unconventional reservoirs, 445
United States Geological Survey (USGS),

445

V
van der Waals
EOS, 40, 65e66, 336e337, 450
one-fluid mixing rules, 419e420
quadratic mixing rule, 350

van der Waals and Platteeuw statistical
thermodynamic theory (VdWP
statistical thermodynamic theory),
417

Vaporeliquid equilibrium (VLE), 253,
498e501, 503f. See also Fluid
sampling

bubble-point calculations, 262e274

calculations, 253
of saturation pressures with stability
analysis, 285e289

dew-point calculations, 262e274
equations, 462
equilibrium, 249e254
flash calculations, 254e255
identifying phases, 289e290
methods of finding K-value, 255e261
multiphase flash calculations,

283e285
stability, 274e283

Vaporeliquid K-factors, 428
Variable Range (VR), 422e423
VasquezeBeggs correlation, 41
oil bubble point pressure,

17e18
oil compressibility, 15
oil formation volume factor,

26e27
oil viscosity, 41
solution gas oil ratio, 21

VdWP statistical thermodynamic theory.
See van der Waals and Platteeuw
statistical thermodynamic theory
(VdWP statistical thermodynamic
theory)

Virial series expansion, 84
Viscosity, 31, 352e360. See also Density;

Dew-point pressure; Equilibrium
ratio; Formation volume factor;
Z factor

empirical correlations, 352e360
Chen and Ruth method,
354e355

Dempsey’s Standing method,
353e354

Elsharkawy method, 356
LeeeGonzalezeEakin method, 353
SanjarieNemati LayePeymani
method, 358e360, 359be360b

Shokir and Dmour method,
357e358

Sutton method, 356e357
VLE. See Vaporeliquid

equilibrium (VLE)
Volume explicit, 83e84
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Volume shift parameter, 242e243
correlation for heptane plus fractions,

243t
for pure components, 244t

Volume translation, 242e245
VR. See Variable Range (VR)

W
Watson characterization factor estimation,

156e157
Wellhead sampling, 297
Whitson and Torp’s method, 379e380
Whitson method, 208e209
Whitson’s correlation, 261
Wilson’s correlation, 259, 377
Wilson’s equation, 498
WinneMobil correlations, 162, 165

Z
Z factor, 320, 360e372. See also Density;

Dew-point pressure; Equilibrium
ratio; Formation volume factor;
Viscosity

empirical correlations, 361e367
Azizi method, 364e365
Bahadori equation, 362e364
Beggs and Brill correlation,
361e362

Mahmoud’s empirical equation, 367
Papay method, 361
Sanjari and Nemati model, 365
Shell Oil Company, 362
Shokir model, 366

EOS, 368e372, 368be372b
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