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PREFACE

The mechanics of fluid (gas, oil, water) flow is a fundamental engineering dis-
cipline explaining various natural phenomena and human-induced processes. It is
of utmost importance in aviation, shipbuilding, petroleum industries, thermody-
namics, meteorology, and chemical engineering.

This basic applied scientific discipline enables one to understand and describe
mathematically the movement of fluids (gas, oil, water) in various media: channels,
subsurface formations, pipelines, etc. to describe various phenomena and applica-
tions associated with fluid dynamics, the writers used the unified systematic ap-
proach based on the continuity and conservation laws of continuum mechanics.
Mathematical description of specific applied problems and their solutions are pre-
sented in the book.

The present book is an outgrowth of copious firsthand experience of the writ-
ers in the fields of hydrodynamics, thermodynamics, heat transfer, and reservoir
engineering, and teaching various university courses in fluid mechanics and reser-
voir characterization. The continuity principle, the equations of fluid motion, mo-
mentum theorem (Newton’s second law), and steady-flow energy equation (first
law of thermodynamics) are emphasized and used for development of engineering
solutions of applied problems in this book. The similarities and differences be-
tween the steady-flow energy equations and integrated forms of differential equa-
tions of motion for nonviscous fluids (Bernoulli Equation) are pointed out.

Differential equations describing the flow of gas and liquid in fractures and frac-
tured-porous reservoir rocks are presented. The two-phase fluid flow is discussed in
detail. By applying the unified approach of continuum mechanics, the writers
achieved better understanding of fluid properties (density, viscosity, surface tension,
vapor pressure, etc) and basic laws of mechanics and thermodynamics. Some chapters
of the book are devoted exclusively to incompressible and others to compressible flu-
id flow, with comparison of the flow of gas and flow of water in the open channels.

This book can be used both as a textbook and a handbook by undergraduate
and graduate students, practicing engineers and researchers working in the field of
fluid dynamics and related fields.

Authors are very grateful to the Academician of Russian Academy of Sciences
S. S. Grigoryan who attentively read through the manuscript and has made a number of
valuable remarks.

K. S. Basniev, N. M. Dmitriev, G. V. Chilingar
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PART |. FUNDAMENTALS OF THE MECHANICS
OF CONTINUA

CHAPTER I

BASIC CONCEPTS OF THE MECHANICS
OF CONTINUA

Introduction

The theoretical mechanics is a scientific discipline dealing with general laws
of equilibrium, movement and interaction between the material bodies. Systems to
be analyzed are not real physical bodies but the models: material points, material
point systems, rigid (non-deformable) bodies. Using model makes the description
of processes simpler with the preservation of major specifics of the phenomena.

Frequently, not only the movements of the bodies but their deformations are
important. In such cases the models of theoretical mechanics are inapplicable.

An extensive scientific discipline dealing with the theoretical mechanics is the
mechanics of continua. It views physical bodies as continuous deformable media.
Thus, likewise the theoretical mechanics, it operates with models.

In many situations (for instance in gas movements) the processes in deforma-
ble media are closely interrelated with thermodynamic phenomena in these media.
That is why both the laws of the theoretical mechanics and thermodynamics are in
the base of the mechanics of continua.

The mechanics of continua is the theoretical basis for disciplines such as hy-
dromechanics of Newtonian and non-Newtonian fluids, gas dynamics, subsurface
hydromechanics, elasticity theory and plasticity theory.

1. Continuity hypothesis

The phenomena analyzed in the mechanics of continua (particularly in liquids
and gas mechanics) are of macroscopic nature. This fact allows for abstracting
from the molecular structure of the matter and considers physical bodies as conti-
nuous media.

Continuous medium is a material continuum. What it means is that it is a con-
tinuous multitude of material points over which the kinematic, dynamic, thermody-
namic and other physicochemical parameters of the reviewed medium are conti-
nuously (in the general case, piecewise-continuously) distributed.
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Physically, the acceptance of the continuous medium model signifies that when
macroscopically described, any “infinitely small” volume contains sufficiently great
number of molecules. For instance, a 10™-mm cube of air contains 27*10° molecules
suggesting that the idealization will not apply in the case of very high vacuum.

The concept of the “continuous medium” is a model of real medium. The ap-
plication of such model in the fluid mechanics and other disciplines is based on the
experimental results and comprehensive practical confirmation. The examples
would be the flow computation in pipelines of diverse purposes, gas and liquid out-
flow through nozzles, filtration through porous media, etc.

2. Movement of continuous medium: description techniques

When movement is quantitatively studied, it is assumed that some coordinate
system is locked relative to which this movement is analyzed. Let us assume that
an Oxx,x; coordinate system with the orthonormal basis' e, Ez, 23 is locked in
space (Fig. 1.1).

The movement of an individual material point
is determined by a time function of its coordinates:

xi = xi(t) (L.1)

. 2
or in vector format:

R=e¢x(0). (1.2)

x; values are in the space coordinates.
The description of continuous medium
movement by definition means the assignment of
Fig. 1.1 movements of all material points, which form the
continuum under consideration. The spatial coor-
dinates of the point at a moment in time ¢ = f; may be used as “flags” for distin-
guishing one material point from another one.
Let us assign the spatial coordinates of material points in a continuous medium
atf =ty as X;. Then the movement of the continuous medium movement may be
described as:’

xi = xi(X1, X2, X3, ) = x(Xj, 1). (1.3)
Or, in vector format:
R=ex(X,1). 1.4)

! Orthonormal basis is an aggregate of three mutually perpendicular single vectors.
% Here and thereafter, unless specifically stated otherwise, letter subscript assume values of 1, 2, 3, and the

- 3
summation is performed for the repeated subscripts, i. ., ewx; = Z £ X
i=l

? When specifying a = a(b,1) we thereafter mean that a = a(by,ba,bs,1)



BASIC CONCEPTS OF THE MECHANICS OF CONTINUA 17

A conclusion from the “marker” assigning rule is that the Eqs. (1.3) and (1.4)
must satisfy equalities as:

Xi= x(Xit.), Ro=eix,(X ,1,).

The X; coordinates are called the material coordinates.

Note: any mutually univalent functions of material coordinates g; = g/(X;) may
be used as “markers”.

Function (1.3) is considered to be continuous, having continuous partial deriv-
atives for all of its arguments. Physical considerations say that one and only one
point in the space corresponds at any moment in time to each material point of
a continuous matter. The inverse is also true: only one material point corresponds
to each point in space. Therefore, at ¢ > ¢, function (1.3) assigns a mutually univa-
lent correspondence between material coordinates X; and spatial coordinates x;. The
latter means that the Jacobian:

oy ax
0X, 0X, oX,
_ _D(x,x,x,) =ﬁ ox, %;&0
D(X,X,,X;) [9X, oX, oX,|
oX, oX, oX,

And Eq. (1.3) may be solved relative to the material coordinates:
Xj = X,-(x,-,t). (1.5)

Two different techniques can be used for describing movement of the conti-
nuous medium.

The first one is the Lagrange’s technique. The Lagrange’s variables X; and
time ¢ are used as independent variables for the description of the movement. On
assigning a physical value A (either a vector or scalar value) as a function of the
Lagrange’s variables and time:

A = AX;,0) (1.6)

At fixed value of material coordinates Xj, the Eq. (1.6) describes the change in
the value of A with time in a fixed material point of the continuous medium.
At fixed value of material coordinates ¢, the Eq. (1.6) describes the distribution of
value A within the material volume at a fixed moment in time. Therefore, the phys-
ical sense of the Lagrange’s technique is in the description of a continuous medium
by way of describing the movement of individualized material points.

The second way is the Euler’s technique. The spatial coordinates x; (Euler’s
variables) and time ¢ are utilized for the description of the movement. In this case
various parameters of the continuous medium (such as velocity, temperature, pres-
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sure, etc.) must be assigned as functions of the Euler’s variables. On assigning val-
ue A (either a vector or scalar value) as a function of the Euler’s variables:

A =A(xpD) (1.7)

At fixed spatial coordinates x;, Eq. (1.7) describes change in the value A in
a given point in space with time. Therefore, the physical sense of the Euler’s tech-
nique is in the description of a continuous medium behavior at fixed points in
space, and not at points in a moving continuous medium.

The application of either technique depends on the setting of the problem.
When deriving the basic laws of motion, the Lagrange’s technique should be used
as it is formulated for the fixed material objects. Likewise, in solving specific hy-
dromechanical problems, the Euler’s technique is preferred as in this case, as a rule,
it is important to know the medium parameters distribution in space.

The Lagrange’s and Euler’s techniques are equivalent in the sense that if a de-
scription of the movement is established under one of them, it is always possible
to switch to the movement description under another one.

The transition from the Lagranges variables to the Euler’s variables in a case
where the value A is assigned as a function of the Lagranges coordinates (i. e., the
Eq. (1.6) is established and the motion law (1.3) is known) boils down to the solu-
tion of Eq. (1.3) relative to X; values, i. e., to find Eq. (1.5) and replace with X; by
Xj(x,1). Then, from (1.5) and (1.6):

AX;, 1) = A(Xj(xi,0),0) = A(xiD). (1.8)

If the law of motion (1.3) is assigned and the A value is assigned as a function
of the Euler’s coordinates, i. e., Eq. (1.7) is given, then by reversing the transforma-
tion in the Eq. (1.8), one obtains:

A(-xi9t) = A(-xi(Xj,t)9t) = A(Xj9t) (19)
If the law of motion is not assigned but the velocity vector distribution
v = ey, (x;,1) is known® then it follows from (1.3) or (1.4) that:

ox,
v, (x;,1) el (1.10)
By integrating Eq. (1.10) one obtains x; = x,(Cy, C3, Cs, 1), where C; are inte-
gration constants, which represent x; values at some moment in time ¢, and may be
taken as the “markers” that individualize material points of the continuous medium.
Therefore, by integrating Eq. (1.10) one can define the law of motion of the conti-
nuous matter (Eq. 1.3), and the transition from the Euler’s technique to the La-
grange’s technique using the Eq. (1.9).
Thus, only technical difficulties may occur in solving Eq. (1.1) or integrating
the Eq. (1.8) when switching from the Lagrange’s to the Euler’s technique and vice
versa, as theoretically such transition is always possible.

* If the Euler’s description is known, then the velocity distribution is also known, i. e., the v(x;,t) functions are
known.
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3. Local and substantive derivative

The change of any property A, for instance velocity, density, temperature of
a fixated material point in a moving continuous medium with respect to time is called

a substantive (material, individual or total) time derivative and is denoted byd— .
t

The A value may be a scalar or vector and may be assigned as a function of the
Lagrange’s or Euler’s coordinates, i. e., A = A(X,,f) or A = A(x;,1). As the material
point is moving along its own trajectory, the A value may also be assigned as
A = A(s,t) where s is the length of the arc along the trajectory. When a fixed point
is moving, its material coordinates do not change:

9 p(x, =240

1.11
dt ot (11D

Conversely, its spatial coordinates are a function of time:

d 0A(x,,t) . 0A(x;,t) OX;
—A(x,t) = L2+ e 1.12
dt (xi.1) ot ox; ot (1.12)
or
d JA(s,1) OJAds
—A(s,) = +—=. 1.13
dt (s.2) ot Os ot (1.13)
) os . ) ox;
Obviously, 5; =y is the modulus of the velocity vector, and a—t‘ are compo-

nents of the velocity vector of the point under consideration. Then, taking Eq. (1.10)
into account, Egs. (1.12) and (1.13) may be represented as:

d _ 0A(x;,1) v 0A(x,,1)

— A(x,,t 1.14
dt (x:1) ot 7 oox; (1.19)
d 0A(s,t)  0A(s,1)
—A(s,0) = + . 1.15
dt (s:2) ot Y os (1.15)
If A is a scalar value:
VJM=;gradA=;VA, (1.16)
os
the directional derivative s is equal to:
A _ 3oy a, and vIASD - 5°va = va, (1.17)
os os

where s isa singular vector, tangential to the trajectory; v= ;.-v,. is the velocity vector.
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Considering Eqgs. (1.16) and (1.17), Egs. (1.14) and (1.15) may be rewritten as:

iA—=a—A+vVA. (1.18)

dt ot
If A is a vector (1. €., A= E,-A,.), then according to Eq. (1.14)

“_om o
d ot ox;’
then:
LA _di _dA o _des 0%
Ydt dr dt ’ ot ot or
- A _ deA _ 0A -, o=
w Sy 084, 94 Savya
“iae Vo Vo )
and
dA 09A - _—
—— =+ (¥*V)A, 1.19
Z Ey (v*V) (1.19)

where (v*V) isa symbolic operator which is equal to:
- d
*Vy=v, —.
(v*V)=v, vy

J

The first term in Eqgs. (1.12)—(1.15) and (1.18), (1.19) describes the change in
velocity of the property A at the fixed point of space and is called a local derivative.
The second term in these equations is called a convective derivative and describes
the change in A due to displacement of the material point in space. The convective

derivative value is determined by the motion of the material point (v #0) as well

as by non-uniformity of A value distribution in space (g’i #0).
X

i

4. Scalar and vector fields

If a scalar (vector) value corresponds to each point of the spatial volume D
and to each temporal moment ¢, it means that a scalar (vector) field is defined in
the volume D. Thus, the field of a certain value is defined as the aggregation of its
numerical values established at each point of the volume D and within the assigned
time interval. For instance, if the functions of scalar values are established

pP= p(xivt)v T= T(xivt)9 (1 20)
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where p is density and T is temperature, then the functions (1.20) define the scalar
fields of density and temperature. If a vector function is established, for instance,

Ve = vi(xit) or v =(x,,1), (1.21)

then the function (1.21) defines the vector field of velocities.

Thus the concept of the field with a physical value is applicable for the motion
description only through the Euler’s technique.

A scalar (vector) field is called continuous if any representing function is con-
tinuous over x; and ¢. If a function representing the field does not depend on time ¢,
the field is called stationary.

If all fields describing the motion of the continuous medium are stationary,
such a motion is called transient-free or stationary. However, if these fields (or ei-
ther of them) depend on time, the motion is called transient or non-stationary.
In the case of the transient-free motion all local derivatives (partial derivatives over
time) are equal to zero, i. €.,

% o o _g P
ot ot ot

The notion of transient-free or transient motion is applicable only if the motion
is described using the Euler’s technique relative to a reference coordinates. One
motion may be transient-free relative to one coordinate system and transient rela-
tive to the other one. For instance, when a solid is moving at a constant velocity in
a liquid, the liquid’s motion is transient-free in the coordinate system associated
with the solid, and transient in an immovable coordinate system.

For any vector field, a notion of a vector line may be introduced. The vector
line is a tangent line at each point at a given moment in time coinciding with the
direction of the field of vectors . It follows from

this definition that if a vector field Z(x,.,t) is es-
tablished, then at a given moment in time the con- ds C

A

dition Z"dg is accomplished in the vector line

points. Here, ds is infinitely small vector of the

tangent, or ds=AdA where dA is a scalar para- A )
meter (Fig. 1.2). Fig. 1.2
The velocity field vector lines are called the flow lines. As by definition for the

ds= E.-dx,. =vdA = ;ividﬂ, the equation flow lines can be presented as:

dx,

—=v(x;,t). 1.22
A 2(x;,1) (1.22)

Please note that the following equality is true along the motion trajectory of
the material point:

dx,
—t=v(x,,1). 1.23
o v, (x;,1) (1.23)
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In Eq. (1.22), the time is the parameter and in Eq. (1.23), it is an independent
variable.

The solution of the system of equations (1.22) has a form of x; = x{cj, 4, 1),
where c; are integrating constants, and the flow lines (vector lines) may have dif-
ferent shapes at different moments in time.

At the transient-free motion, Eqs. (1.22) and (1.23), respectively, have the fol-
lowing form:

L), Eom v,

And the distinction boils down to the parameter over which the differentiation
is conducted. Therefore, at the transient-free motion the flow-lines and material
point trajectories coincide.

If the equation system (1.22) has a solution, and the solution is singular, then
the only one flow line runs through each point in space. However, there are some
points of the velocity field where the conditions of the existence and singularity
may be broken. In particular, the solution singularity conditions may be broken at
the points where velocity vector components approach zero or infinity.

The points where velocity approaches zero or infinity are called singularities.
Fig. 1.3 shows an example of the velocity field that occurs when the liquid flows
around a solid. The velocity at point A equals zero, and the flowline bifurcates.

o

o
\\\

Next, the writers examine some aspects of the velocity field with no singulari-
ties. Drawing flowlines within the area of the curve AB, one flowline may be car-
ried through each point of the curve AB. The aggregation of these flowlines forms
a surface at each point in which the velocity vector lies in the plane tangent to this
surface. Such a surface is called a flow-surface. As the only flowline runs through
each point of the flow-surface, this surface is impermeable for the particles of the
liquid. If the AB line is closed (Fig. 1.4), the surface is called the flow-tube.

Next, one can assume that fix;.x,,x3) = 0 is the equation of flow-surface. Inas-
much as

- of
V =éi—
f=e ox,
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is the vector normal to this surface, and the velocity vector ;=;iv,. lies on the

plane tangent to the flow-surface, then:

wr=vZL =0 (1.24)
ox,
is the condition necessarily fulfilled on the flow-surface.
On cutting the flow-tube with some surface, if the vector at each point of this
surface is directed normally to this surface, it is called effective cross-section.
On assuming @(x;,x2,x3) = 0 is the equation of the effective cross-section, the ve-

locity vector v is parallel to the normal to this cross-section, V(p"; , or y* Vp=0.

If the AB line length is infinitely small, the flow-tube is called elementary. The
flow parameters (velocity, density, etc.) within the elementary flow-tube are un-
iformly distributed on the effective cross-section.

5. Forces and stresses in the continuous medium. Stress tensor

A continuous medium and a rigid body move upon acting forces. Theoretical
mechanics deals mostly with concentrated forces, but mechanics of continua deals
mainly with distributed forces.

Depending on the nature of acting forces, regardless of the specific physical
nature, mechanics of continua distinguishes two types of forces, the mass forces
and the surface forces. The mass forces are those whose value is proportional to the
mass of the medium they act on. Gravity, electromagnetic forces, and inertia are
examples of these types of forces. The surface forces are those whose value is pro-
portional to the surface of the medium they act on such as pressure and friction.

Mechanics of continua deals not with the mass and surface forces but rather
with the stress (distribution density).

The stress of mass forces is defined as the limit of a ratio:

lim 2K _ F(M),
am—0 AM

Where ARis the main vector of mass forces acting onthe mass Am con-
tained in an elementary volume AV, which includes the
point M (Fig. 1.5). The dimension for mass force’s stress
is that of acceleration. For the gravity force, the stress
F= E where E is the vector of the gravity acceleration.

To determine the surface forces, consider an ele-
mentary area AS on the surface S placed within the con-
tinuous medium. The AS area includes point M Fig. 1.5
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(Fig. 1.6). The stress of the surface force at point M is determined by the lim-
it of a ratio

. AP -
AI;TOE = p(M).

It is obvious that an infinite number of surfaces S may be carried through
point M. In a general case, the stress at point M may be different for different sur-
faces (Fig. 1.7). Therefore, the stress of a surface force is not only a spatial function
but a function of the orientation of the elementary area AS.

Fig. 1.6 Fig. 1.7

Thus, contrary to stress of the mass forces (they are spatial functions, there-
fore, they form a vector field), the surface force stress does not form a vector field.
The orientation of the AS area in space may be established by a singular vector

of the normal n to the surface § at point M. Considering p = ;(;,M ), ; as func-
tion of n is denoted by a subscript: ; = ;,. M).
However, the surface S is bilateral. Two normals may be carried through

point M, n and —n (Fig. 1.8). That is why a convention
of the normals positive direction is necessary. Assume
the positive direction points toward the part of the con-
tinuous medium, from which the surface forces are act-

ing on the area AS. It follows that when the n and P

directions coincide, surface forces are extension forces,
and if these directions are opposite, they are contractive
forces.

It is desired to divide the continuous medium volume V into parts V; and V by
surface S (Fig. 1.8). Considering the surface S and the boundary of the volume V;

Fig. 1.8

the force acting on the AS area from the side of volume V5, is equal to ;n (M)HAS,
and the force acting on the entire surface S is given by:

[p.()ds.
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However if, the surface S to the boundary of the volume V; is considered, the
force acting on the AS area is equal to ;_n (M)AS, and the force acting on the en-
tire surface S is given by:

p_,(M)ds.
N
Under the Newton’s third law of motion:

[(p, M)+ p_,m)1ds = 0.
N

the surface S is chosen arbitrary such that:
Pu(M)=—p_(M). (1.25)
the stress _pn may be expanded into the normal p,, and tangential p, components:
p,=np,+1p,, (1.26)

where 7 is a singular vector and n*7=0.

Carrying coordinate axes xi, x3, x3 through any point of the continuous me-
dium yields an infinitely small tetrahedron ABCM (Fig. 1.9). The verges of the te-
trahedron will be dx, dx, dx3. By default, the tetrahe-
dron faces BCM, AM, CAM are perpendicular to the cor-
responding basis vectors. Therefore, ni =—ei, n2 =—e»
and n; =—e;.The ABC face orientation is arbitrary and

is established by the vector of the normal n=-ec,

ni *

where ¢, =ne are directing cosines of the normal.

Then the stresses on the corresponding faces is given

Fig. 1.9

by ;—-i ’ and ;n‘

Denoting the area of the ABC face as dS, the areas of the other faces may be
computed as projections of the areas of the face on the corresponding coordinate
planes: dS; = a,dS for the face BCM, dS;= a,dS for the face ABM, and
dSs = a3dS for the face ACM, or

dS, =(n*e;)dS = @, dS . (1.27)

Surface forces ;_,.dS., ;ndS and the mass force d§=fdm=pfdv=

i

= pf‘lghdS are acting on the tetrahedron ABCM (dm is the mass within the tetrahe-

dron dV, and A is the tetrahedron height). Under the Newton’s second law of mo-
tion, the sum of forces acting on the tetrahedron ABCM is equal to the product of
its mass and the acceleration, i. ., demonstrated in Eq. (1.27),

1 == dv 1 . dv
—phFdS + p_o dS =—dm == ph—dS. 1.28
gPAFdS T a3 (1.28)

=i i
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Canceling all dS’s in Eq. (1.28), and constricting the tetrahedron to a point
(i. e., assuming h—0):

;—iani + ;n = 0’
or, like Eq. (1.25):
P, =p.%,. (1.29)
The ;i vectors can be presented in the following format:
p.=ep,. (1.30)

Here, p is the 7™ component of vector p;.

The Eq. (1.30) vector equality is equivalent to the following equations ex-
pressed in the component format:

Pn1 = P11 + P21052 + P31 003,
P2 = D120 + P02+ P33 (1.31)
Pn3 = P13Cn1 + P23C2 + P33Q03.
Thus, the state of stress at any given point is determined by the aggregation
of three stress vectors p; or by the nine-component-p;; defined over three mutually

perpendicular areas. The Eq. (1.29) is the definition of tensor.
The p;; components form a second rank tensor like:

Pn Pn Pn
Py ={Pun Pn Pxn| (1.32)
Py P P

The first subscript of the pj; stress tensor component indicates the direction of

the coordinate axis to which the normal vector n is parallel. The second subscript
of the p; stress tensor component indicates the direc-

5 tion of the coordinate axis onto which the stress vector

is projected (Fig. 1.10). For instance, p,; represents

5 the projection of p, vector, attached to the area per-

a—cy & - pendicular to the x; axis, onto the x; axis.

2 The components with the same subscripts p;; are
called normal stresses, and the components py (i # k)
are called tangential stresses or shear stresses.

The p; stress tensor depends on coordinates x;

Fig. 1.10

and time ¢ forming a tensor field.

It is necessary to note here that the concept described above is the classical
theory of the state of stress. It is important to note that the moments of the surface
and mass forces at point M are equal to zero. However, there are more detailed
theories considering continuous series with distributed moments of surface and
mass forces. These theories are dealing with special branches of the mechanics of
continua, for instance in studies of liquid and elastic media with a micro-structure.
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CHAPTER 1I

CONSERVATION LAWS.
INTEGRAL AND DIFFERENTIAL EQUATIONS
OF CONTINUOUS MEDIUM

1. Integral parameters of a continuous medium
and the conservation laws

Basic equations for the continuous medium are derived from the conservation
laws which are the fundamental laws of nature. The major conservation laws in the
mechanics of continua are the conservation laws of mass, variation in momentum,
moment of momentum, energy and entropy balance. For a mathematical formula-
tion of the conservation laws, a material (movable) or control volume is reviewed.

The material (movable) volume is such a volume composed at all time from
the same material points.

A volume of space whose boundaries are open to material, energy, and mo-
mentum transfer is called the control volume, and the limiting boundary is called
the control surface. The control surface may change its position in space but usual-
ly it is considered static.

When considering the material volume, it is assumed that it represents a singu-
lar physical body with mass:

M= jpdv, 2.1
Vi
with its corresponding momentum:
J= .[p;dV, (2.2)
V()
moment of momentum:
M= [plrxpv)av, 2.3)

(263}

energy:

E= | p[u + “?jdv, (2.4)

V(t)



28 CHAPTER II

which is a sum of the kinetic energy:

2
K= [pZav 2.5)
vin
internal energy:
U= [puav, (2.6)
20
and entropy:
S= [psav, 2.7)

46}
where p = p(x;,t) is density, v= ;(xj,t) is velocity, u = u(x;?) is per-unit-mass in-

ternal energy, s = s(x;,t) is per-unit-mass entropy, r is radius-vector of a material
particle with the origin at a point relative to which the kinetic momentum is deter-
mined, V(¢) is the material (movable) volume.

Under the law of mass conservation, the mass of a material volume (2.1) re-
mains constant. Therefore, the total derivative of Eq. (2.1) is equal to zero, i. €.,

aMm _d

T [pav =o0. (2.8)

V)

Under the Newton’s second law of motion, the rate of variation in momentum
of aliquid volume equals to the sum of all external forces acting on this volume.
Thus, the material derivative of the Eq. (2.2) is equal:

de

— dtj ovdV =F"° (2.9)

va)

where F"is the total sum of all mass and surface forces attached to the vo-
lume V(1).
The sum of all mass forces may be presented in the following format
(Fig. 2.1):
| pFav.
V)
The sum of all surface forces (Fig. 2.1) ob-
viously is equal to:
[p.av,

NG

where S(2) is a closed surface delimiting the ma-
terial volume V(z).

Fig. 2.1
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Taking all these remarks into account, the law of kinetic momentum Eq. (2.9)
may be presented in the following format:
4 _2 [yav= [pFav+s. 2.10)
dr dt, vin

Considering the law of kinetic momentum, the rate of change in the kinetic
momentum of a material volume in relation to any point is equal to the main mo-
mentum of all external mass and surface forces in relation to the same point. Equa-
tion for the momentums is given by:

J'(; * pf)lv, F *p,dSs,

V) S

then the relationship for the variation of kinetic momentum of a given material vo-
lume is given by:
au _4a [Govav = [(r*pF)av + [r*p,ds. @11
drdtyi, vin s(t)

As it can be seen from the kinetic momentum relationship, the rate of change
of a material volume V(¢) is equal to the sum of mechanical work W of the external
mass and surface forces per unit time (external force power) and of the other ener-
gy inflow Q per unit time. Therefore, the material derivative of Eq. (2.4) is asso-
ciated with the W and Q values as follows:

dE _d v
— = u+-—ydV =W +0Q. 2.12
" dtV(J:)p( M 0 (2.12)

From now on, in this book it is assumed that Q is only the rate of heat in-flow
The law of the energy conservation is also called the first law of thermodynamics.

Power of the external volume forces W, is equal to:

W= [pF*uav,

Vi)
and that of the surface forces Ws:
W,= [p,*vas.
St)

Heat inflow Q per unit time may be presented as:

0= [ pgav,

Vi)

where g, is heat delivered per unit volume of fluid V(¢) per unit time.
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The energy conservation law following from Eq. (2.12) is given by:

dE _d

o tl (u+—)dV ijvdv+ r"vdS+ quedv (2.13)

V() V() NG Vi)

Along with the laws of conservation of mass, variation in momentum, moment
of momentum and energy, a theorem (law) may be formulated for the relationship
between the variations of kinetic energy (theorem of live force). As opposed to the
other mentioned laws, the kinetic energy theorem is not an independent law. Con-
sidering the theoretical mechanics law, kinetic energy theorem is derived from the
momentum theorem (law).According to this theorem; the changes in kinetic energy
in time for a given fluid volume is equal to the sum of works (powers) done by the
external and internal forces acting on this volume. The material derivative of
Eq. (2.5) is given by:

de

T | p—dV [pFvav+ [p,vis+ [pN'av, (2.14)

140} Vi) NG 1401

where N is the magnitude of internal forces per-unit mass of the medium.

Please notice that Eq. (2.14), as opposed to the energy conservation law
Eq. (2.13), includes the magnitude of external and of internal forces.

The change in the entropy of a given fluid volume V() can never be less than
the sum of entropy inflow through its boundary S(7) and entropy generated within it
by the external sources. This is the definition of the second law of thermodynamics
or so called the law of the entropy balance. The mathematical expression of this
law is formulated through an inequality as follows:

L3 jpsdv 2 [pedv - j q—”ds (2.15)
V(r) Vi) S(t)
This inequality is called the Klausius-Dughem inequality, where, s is entropy
per unit mass, e is power of local external sources of entropy per unit mass, g is

the heat flow vector through a unit area per unit time. The Eq. (2.15) equality is
valid for the reversible processes, and the Eq. (2.15) inequality is valid for the irre-
versible processes.

The left portions of the Egs. (2.8), (2.10), (2.11), (2.13) and (2.14) can be writ-
ten in a general form as:

£ jgo(x DdV =@,
V(l)
where @(x;,¢) can be one of the values of p, p;, rx p;, p(u +v12), pv*/2, and &

representing the right portions of the above formulas. In order to attribute the cor-
responding mathematical formulation to Egs. (2.8), (2.10), (2.11), (2.13) and
(2.14), it is necessary to compute the total (material) derivative over the material
(movable) volume.
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2. Time differentiation of the integral taken
over a movable volume

To derive the formula for time derivative, it is necessary to review the position
of the control volume V() at time moments ¢ and A¢ (Fig. 2.2). From the definition
of the total derivative:

d -1
- j¢(x,,t)dv=11mA— [otxot +A0dV - [o(x,,0dV |, (2.16)
V() Ar50 V(t+Ar) 1263

where V(¢ + Ar) is the position occupied by the fluid volume V() at the time ¢ + At
As

[t +a0dV = [ gx,t+a0av+  [p(x,,t+andv,

V(t+At) V) V(e+A)-vV(t)
the Eq. (2.16) may be rewritten as:
¢(xj,t+At)_¢(xj7t)

d .
ZV('[)¢(xj,t)dv_B—r§)V(-[) At dV+
217
) (2.17)
+lim— _[ o(x;,t +An)av
Ar—0 V{t+An-V(t)
According to Eq. (2.17), the first component is equal to:
SEHAD—(x ¢ ag(x .t
fim [ LRI AN 7O [ OPD) 2.18)
A0 Ar vio O

Considering (Fig. 2.2), the change in the volume can be formulated by
Vi + AN - V() =Vo+V3-V3-V, =V, - V|. Here, V; and V, are volumes of space,
respectively, freed and occupied again over the period of time At, and V3 is the
shared portion of volumes V(¢ + Ar) and V(¢).

For the volume V5, the volume ele-
ment dV may be computed as the volume
of a cylinder (Fig.2.2) with the base dS
and height V,Ar— v*nAt, where v, is the
projection of velocity on the external
normal 7 to the surface S, separating vo-

lumes V> and V.
Then:

I¢(xj,t +AndV = I¢(xj,z + At)y ArdS.
5

¢
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Similarly for the volume V, the height of the elementary cylinder is: vEnAt =
= -v,At and
fotx; 1+ a0aV == [p(x,.t + Aty ArdS
v, M
where S| is the surface separating volumes V, and V-.
This lead to a conclusion that the second component in the right hand side
of Eq. (2.17) can be formulated as follows:

.1 .1
lim— J' (p(xf’HAt)dV_BT()A_,[V!(/’(XJ’HAt)dV_

Ars0 V{(t+An-V (1)

—‘J(p(xj S +ADdV] = B%[Sj¢(x 1+ Aty dS — (2.19)

S(t)

~ [@(x,.t+ Ayv,dS] = [ o(x.tyv, 48,
S

where S(¢) is a closed surface limiting volume V(1).
Replacing Eqgs. (2.18) and (2.19) into Eq. (2.18) yields:

4 fotx,nav = | 99D 4y 4 fotx .ow,ds. (2.20)
dt V() V() a S !
In Eq. (2.20), the normal n is considered external relative to the closed sur-
face S(r).
For further transformations of Eq. (2.20), the Gauss—Ostrogradsky theorem is
used in the following format:

[a,ds = [a*nds = [a,a,ds =
N

N N

da;
Jox;

dv =jdiv5 dv, (2.21)
v

where a=¢ja Oy are directing cosines of the normal n, and divergence of the

vector a is:
-  da
diva=—".
iva o
According to Eq. (2.21), a= (p; , deriving from Eq. (2.20):
d 0 ,. =
- x.,0)dV = —+d dv, 2.22
i [ o V(I,,(az ww] 2.22)

where, arguments of the ¢(x;,t) are not shown.
As divow = gdive+v, 22,
ox,

and:

9., % _dp

a ox, dt’
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Eq. (2.22) can be rewritten as follows:

% J' @dV = I(%+¢div;jdv. (2.23)

Vi) Vi)

The Egs. (2.20) and (2.23) preserve their appearance even when ¢@(x;t) is
a vector function of its arguments.

3. Continuity equation (law of mass conservation)

The continuity equation is a differential form of the mass conservation law for
the continuous medium. Assuming ¢ = p in Eq. (2.23) and using the condition of
a fluid volume mass constancy Eq. (2.8):

| (d_/’+ pdiv;jdV _0. (2.24)

Vi)

As this equation is true for any fluid volume, the expression under integral
in Eq. (2.24) is equal to zero:

dp .=
—+ pdivv=0. 2.25
P (2.25)

Eq. (2.25) is called the continuity equation. If Eq. (2.22) is substituted rather
than Eq. (2.23), the continuity equation changed to the following format:

?)—p+divp; =0. (2.26)
t

To derive the continuity equation for a flow-tube, Egs. (2.8) and (2.20) are used.
Replace ¢ = p in Eq. (2.20):

v(t) j%—’t’dv + [pvds=0. 2.27)

S

Eq. (2.27) is called the integral form of the continuity equation.

Next, Eq. (2.27) is applied to the
fluid flow through a flow-tube. Carrying
the effective cross-sections S, and S,
(Fig. 2.3), the control surface S is com-
posed of three parts: the effective sections
S, and S, (through which the fluid flows
in and out of the flow-tube segment
under consideration), and its side sur-
face S,
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By definition of a flow-tube, at the points of the side surface S3, v,= 0. Thus,
Eq. (2.27) forms the following format:

jaa—’t’dv + [pv,ds + j . dS =0. (2.28)
1% S, S,

Substituting the definitions of effective cross section for S, as v, = v, and for S,
as v, = —v into Eq. (2.28) yields:

jaa—’t’dv = [pds - [pvas. (2.29)
14 S, S

In the case of a transient-free motion, aa—p =0, and from Egq. (2.29):
t

[pvds = [pvds =@, = const. (2.30)
S S,

The Q= IpvdS is the fluid mass per unit time, running through the effective
N

cross-section or so-called the mass throughflow. It can be concluded from
Eq. (2.30) that under the transient-free flow environment, the mass throughflow
along the tube is constant.

For the elementary flow-tube, Eq. (2.30) takes the following format:

Pp1v1S1 = pav2Ss = const. (2.31)

A fluid is called incompressible if the density of any particle within that fluid

is a constant value, i. e., if t;_p =0. Eq. (2.25) for incompressible fluid is: divy =0.
t

If divy =0, and as divy =%, this condition is valid for ;=;(xj) as well as for
'xi

V=v(x,.1).

Then, under the Gauss—Ostrogradsky theorem:
[divvav = [v,ds =0. (2.32)
12 N

Repeating the procedure similar to the previous one, from Eq. (2.32) the equa-
tion for the flow-tube of an incompressible fluid is:

vdS = |vdS =Q(t) . (2.33)
Jras= |

S,
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The Q= IvdS value is the fluid volume running through the effective cross-
N
section per unit time or so-called throughflow. Therefore, Eq. (2.33) demonstrates
that when an incompressible fluid is flowing through the tube, the throughflow in
all of its effective cross-sections at any time is constant whether the flow is tran-
sient-free or not.
In the case of an elementary flow-tube, Eq. (2.33) follows:

ViS1 = va$a, (2.34)
which shows that the smaller the effective cross-section area, the greater the flow
velocity, and vice versa.

4, Motion equation under stress

The formulation of the momentum law Eq. (2.10) includes the p; value,
which is the momentum of a unit volume, and the surface force stress p, . Thus, to

derive the motion equations expressed in stresses, by taking @ = pv in Eq. (2.23):

% Ip;dV = J(d(; )+pvdzvvjd

dv -( dt - av
= —+ pdi V=|p—V
I( dt (dt P zvijd Jp dt

According to the continuity Eq. (2.25), the expression in parentheses is equal
to zero. Substituting Eq. (2.35) into the momentum law Eq. (2.10):

J’p V= J’dev+J”ds (2.36)

(2.35)

where from Eq. (1.29)
pn = plam (2.37)
Assuming a; = a3 = 0 in the Gauss—Ostrogradsky theorem Eq. (2.21):

[a0,5 = 9 4y (2.38)
s 7 0%,
Similarly, for the components a; and as:

r a,dS = J’ av. (2.39)
It follows from Eqs. (2.37) and (2.39) that

inl

f dS = j pa,dS = j%f" av. (2.40)
N s 1
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Substituting Egs. (2.40) into (2.36):

dv ap,
——pF - V=0, 241
fote-pr-22) 24

Eq. (2.41) is applicable for all kinds of material volumes. The expression un-
der integral is equal to zero, i. e.:

4v_ 5490 (2.42)
t ox,
or in coordinate format:
dv. ap;
—L=pF +—L. 2.43
P 2 pr; ox, ( )

Eqs. (2.42) and (2.43) are called equations of motion of a continuous medium
and expresses the law of kinetic momentum (or the law of variation of momentum).
The law of kinetic momentum for a flow-tube can be derived from Egs. (2.10)

and (2.20) and by taking @ = pv . as follows:

ja(p Y gy + jpw ds = ijdV + r ds. (2.44)

v

Eq. (2.44) is the integral form of the kinetic momentum law.

Consider a closed surface S composed of effective cross-sections of the flow-
tube S, and S, and its side surface S3 (Fig. 2.4). Repeating the procedure followed
to the derivation of Egs. (2.28) and (2.29), one can obtain from Eq. (2.44):

ja%o Y gy - jpwds + jpwds ijdV + pndS (2.45)
14
Calling G the mass force acting on the identified volume V of the flow-tube:
jpfdv =G, (2.46)
14
and F, results of the surface forces acting from the fluid in the S| and S, sections:
ﬁnds =P. (2.47)
§,+8,

By using factorization presented in Eq. (1.26) forces acting on surface S3 can
be determined (the Ss surface may, in particular, be a solid wall). Assigning

N= [np,ds,T= [p,ds, (2.48)
SJ

S3
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where N is resultant of the normal forces, and T is resultant of the tangential
forces applied to surface Ss.

Substituting Egs. (2.46), (2.47) and (2.48) into Eq. (2.45) results in the mathe-
matical expression for the momentum law for a flow-tube:

J'a(" Y gy + jpwds J'pwds =G+P+N+T. (2.49)
v
For the transient-free motion, a(gz v) =0, and Eq. (2.49) reduces to:
Ip\_zvdS - Ip;vdS =G+P+N+T. (2.50)
S, 5

Using the mean value theorem in the integral calculus:

IdeS _ —(mean)

—(mean)

IpvdS 0.,

—(mean) , . . . .

where v is mean integral value of the velocity vector in cross-section S. Be-
cause in the transient-free motion Q.= const, Eq. (2.50) may be rewritten as fol-
lows:

Q, (W™ — ™™ =G+P+N+T, (2.51)

~ (mean) = (mean)

where v and v2 are flow velocity mean values, respectively, in cross-
sections S; and S;. Keep in mind that expressions (2.44), (2.45), (2.49), (2.50) and
(2.51) are vector equations, so the variation of momentum may occur at a change in
the velocity value as well as its direction.

Eq. (2.51) is convenient for the solution of a number of practical problems
(examples will be provided in Chapter VII).

5. Law of variation of kinetic momentum. Law of pairing
of tangential stresses

Eq. (2.11), the law of kinetic momentum, includes the termr * p;. Substitut-

ing the expression ¢ = r* p; into the Eq. (2.23):

% Jrxpviav = | [%(?* pv)+(r* p;)div;}dv =

vi(t)

_J‘[ * py+r* vddp+r*p +(r*pv)dzvv:|dV— (2.52)

_I[ *py+(r* v)(—+pdzvv)+r*p }dV
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d -
Using the continuity Eq. (2.25) and taking into account that d_: =v and con-

sequently % * p; =0, Eq. (2.52) may be transformed into:

d - - dv
—rx pv)dV =\r*p—dV . 2.53
my-m) ypm (2.53)
It follows from Egs. (2.37) and (2.39) that:
- - - - a(;*;.)
Sj?* p,dS = SFX p.@,)dS = Vja—xidv . (2.54)
Substituting Egs. (2.53) and (2.54) into Eq. (2.11):
_ v - %
r*pﬂ—r*pF—Mdv =0, (2.55)
; dt ox,

Because Eq. (2.53) is true for any arbitrary volume, the under-integral expres-
sion must be equal to zero, i. e.:
- vy - r*p
Frpdl e 2P (2:56)
dt ox,

Eq. (2.56) represents the law of the kinetic momentum. This law has one im-
portant implication discussed below.
First, multiply the motion vector Eq. (2.42) by the radius-vector r:

- dv_-, = -.dp,
¥p—=r¥pF+r*—, 2.57
r pdt r¥pF+r o 2.57)

Then subtract Eq. (2.57) from Eq. (2.56):

a(;*;i)__*.@_a_;*_
ox, ’ ox, ox P

=0. (2.58)

Asr = Zix,, , and g—r = E, then Eq. (2.58) may be rewritten as follows:
X

ei*p,=0. (2.59)

Using a known vector equation:
;1 €2 €3
a *b = a, a, a,
b b, b
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where a and b, are projections of vectors @ and bonto coordinate axes. From

Eq. (2.59):

4] (4] (4] (4] ez (4] 4 ez es

ei*p =|1 0 O0]+|0 1 0(+|0 0 l|=
Py Pun P |Pn Pn Pxn| |Pn Pn Pxn

=e(py — py)+e,(py — P3)+e(py, — py) =0,

and from this:

P12= P21, P31 = P13, P53 = P32 O Dik= D (2.60)

The Eq. (2.60) represents the law of pairing or reciprocity of tangential
stresses. It follows from this law that the stress tensor Eq. (1.33) is symmetric
meaning the stress tensor contains only six different components. Thus, the number
of variables in the Eq. (2.43) decreases.

6. The law of conservation of energy
The law of conservation of energy was shown previously in Eq. (2.13).

2
To transform this equation, it is assumed ¢ = p[u + %J in Eq. (2.23). Then:

d v d v vio—
Ld Yoav = [ pu+9av + plu+ydive @v =
I ‘Jp(u+ 5 d ‘J-[dt plu > ) plu 5 ) zvv}d

d v v dp .=
= Zu+— —)—=+pd V.
Vj{pdt(lﬁ 2)+(u+ > X i +p zvv)]d

Taking the continuity equation Eq. (2.25) into account, Eq. (2.61) changes into
the following format:

2.61)

d v d v

— +—MV = |p—(u+-—)dV. 2.62

dtvjp(u M J”d;(“ > (2.62)
It follows from Eq. (2.37) and the Gauss—Ostrogradsky theorem Eq. (2.39) that:

a(p V)

I P, vdS = I D; va 4as = I (2.63)

By substituting Egs. (2.62) and (2.63) into Eq. (2.13):

J{ —(u+—) pFv- a(p"v)—pqe}dho- (2.64)
; ox,
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Because this equation is valid for an arbitrary volume, the under-integral ex-
pression must be equal to zero:

i(u +—) pFv+ a(; v, 04, . (2.65)

Eq. (2.65) is a mathematical expression of the law of energy conservation for

the thermo-mechanical continuum. It shows that the change of total energy is equal

to the sum of all external forces and the amount of heat supplied per unit time. Re-

member that Eq. (2.65) includes per unit volume values.

Now it is desired to derive the law of energy conservation for the flow-tube.
2

Assuming ¢ = p(u + v?) in Eq. (2.20) and substituting into Eq. (2.13):

9 v v —= -
J = PU+-dV + sj'p(u +v,dS = VJ'vadv + sj_ vdS +JpqedV . (2.66)

It is assumed that the stress of the internal force has potential, i. e., F =VII.
Then, by taking the continuity equation Eq. (2.26) into account:

pFv=pWII = divplly — [divpv = divplly + n%—’t’,
And, based on the Gauss—Ostrogradsky theorem Eq. (2.21):

[pFvav = j(divpn;+ na—pjdv =jna—pdv + [pMv,ds. (267
J ; ot ;) ot :

Consider a closed surface, the surface composed of the flow-tube effective
cross-sections S; and S; and its side surface S3 (Fig. 2.4). In the effective cross-
section Sy, v=—ny ,in Sy, v= —Ev, and on the side surface S;, v=11v where 7, is
a singular vector positioned on the plane tangential to the flow-tube. Then, taking
Eq. (1.26) into account:

[p,vas =- [p,vds + [p,vdS + [p,vas . (2.68)
s 5 S,

Sy

Now by substituting Eqs. (2.67) and (2.68) into Eq. (2.66) and repeating the
same procedure used for the derivation of Egs. (2.26) and (2.27), one obtains:

2 2 2
JB-p(u +v7)—n-aaﬁ}v + [pw +%)v ds - [p +v7)v ds =
Lo R _ (2.69)
= [Mp+p,,vds - [(Tp+p,,)vdS + [p,zvdS+ [pg,av.
Sz 5 A 1%
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Eq. (2.69) is an expression of the energy conservation law for the flow-tube in
the presence of the mass force stress potential. In the case of a transient-free motion:

2 2
[T +32—)pv ds - [p +v?)pv ds =
% 5 (2.70)
= [@ +2m) 5vds — [ + 2y pyds + [, Brvds + [pg,av.
S, P s P S, v

Using the mean value theorem:
2

j(u+—)pvds (Ut '"”“"IpvdS W +)""Q,,

[@1+ 2oy prds =(11+ Loy [ pyds = 11+ Lomyreengy

s P Y s P
and because in the transient-free motion in the flow-tube Q,,= const, Eq. (2.70)
may be rewritten as follows:

mean mean

u +—) —(u +—) = (11 + Lmymen _
p

, @2.71)
—(I+ p"" P o ymean +-Q— [p,mivas +— qu dv

m Sy
where subscripts “1” and “2” denote the corresponding cross-sections.
7. Teorem of variation of kinetic energy

In order to develop mathematical expression of the kinetic energy theorem,

2
it should be denoted ¢ = pKZ_ in Eq. (2.23). Then, by considering the continuity
equation Eq. (2.25):

2 2 2
4 Ipv—dV =I1:i(pz——)+pv—divv}dv =
dr )

(2.72)
= J{Piv v dp+pdzvv)}d Ip—(—)dV

dar 2
Substituting Egs. (2.63) and (2.72) into Eq. (2.14):
dv —. A(p,v) o
Fv)———=—pN" 4V, 2.73
I{pdt 2 - pFv) o P (2.73)

i
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And because this equation is valid for an arbitrary volume, then:

dv:  — 3 0
——=pFv+—"—=+pN". 2.74

P ) P 3 P (2.74)

1t follows from Eq. (2.74), i. e., from the theorem of forces for the continuous

medium, that the rate of kinetic energy variation is equal to the sum of all external and

internal forces. Both Egs. (2.74) and (2.75) deal with per-unit volume values.

i

2
. . v
In order to obtain the force theorem for the flow-tube, it is assumed ¢ = p?

in Eq. (2.20). Then by using Eq. (2.14):

o ”" v+ J’ﬂv ds = J'vadv +j‘ vdS + [pNVav,  (275)

at v

which represents the integral format of the theorem of kinetic energy variation.
Consider a closed surface S, the surface limited by the effective cross-sections

Sy and S of a flow-tube and its side surface S3 (Fig. 2.3). It is also assumed that the

mass force stress has potential, i. e., F = VII. Following the procedure similar the

one used to derive Eq. (2.69) and using Egs. (2.67) and (2.68), one can obtain from

Eq. (2.75):
2 2 2
I i PV _na_p dv + IvadS—Iv—pvdS =
s at 2 pt s, 2 M 2

= J'(n +ﬁjpvds - J'(n +ﬁjpvds + [p,rvdS + [pN"av,
s, s, P s, v

P

which represents an expression of the kinetic energy theorem for the flow-tube with
the presence of potential of the mass forces.
At transient-free motion, Eq. (2.76) takes the following format:

P Pun -
O e~

(2.76)

Q.77
= J'E,,E.vds S [oN©av
m S, Qn v
or
(_H_ﬁ+ﬁ)meﬂn ) (_H_ﬁ”_z)mm _
p2) P2 (2.78)

= J' P, T1vdS +— 5 J'pN"’dv

m Sy mV

where the averaging over cross-sections §; and S, has the same implication as in
Eq. (2.71).



CONSERVATION LAWS. INTEGRAL AND DIFFERENTIAL EQUATIONS 43

In order to compute the internal force magnitude per-unit, N, consider Eq.
(2.68). After a scalar (non-vectorial) multiplication of the motion equation in stresses

Eq. (2.42) by the velocity vector v:

~dv d v —-  dp,
pvdt pdt(z) pry vax,. (2.79)

Subtracting Eq. (2.79) from Eq. (2.78) term-by-term:

op,v , dp, _ov :
T4 pNO —yEi=p -+ pN® =0.

o P TVox TP TP
But, as ;,. =E,pi]., and v=;kvk:

ov dew, dv,

PN = —e.p = (2.80)

—Pia—xi— iPi T30 —P,-ka—xi-

It follows from Eq. (2.80) that, if all points of the continuous volume under
consideration move at the same velocity, i. e., if v, =v,(x;,t), the N®=0. There-

fore, the work of the internal forces may be different from zero only in a spatially

non-uniform velocity field where ?)l #0.
X,

i

8. Heat flow equation

In order to obtain an equation describing variation in the internal energy, sub-
tract, Eq. (2.74) from the equation of the total energy conservation law (Eq. 2.65)
term-by-term results in:

du_
dt

Eq. (2.81) includes internal energy u per-unit mass, heat input g., internal
forces N and is called heat flow equation. It shows that under the adiabatic process,
i. e., if ge= 0, changes of the internal energy can occur only at the expense of work
of the internal forces.

Using Eq. (2.80), this equation may be rewritten as follows:

g.-N?. (2.81)

du_ o Pa O

= . 2.82
dt °  p ox (2.82)

Eq. (2.82) implies that in the uniform velocity field (i. e., at v;= vi(#)) changes
in the internal energy are determined only by the external heat supply.

Note that the heat flow equation like the kinetic energy variation theorem is
not an independent equation but is a consequence of the main conservation laws.

Examples of the heat flow equation applications are reviewed in Chapter IV.
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9. Continuous medium motion equations

The continuous medium motions as defined by the fundamental physical laws
of mass conservation, kinetic momentum conservation, energy conservation are
described by a system of equations comprised of Eqgs. (2.25), (2.42) and (2.65):

%, pdivy =0
ot

dv — dp,
v pF 4+ 2P 2.83
dt P +8x,. ( )

s -
p%(u+%)=va+§(£+v)+pqe.

i

p

Therefore, the system of equations describing the motion of any continuous
medium consists of one vector and two scalar equations, or of five scalar equations.
In a general case, the system Eq. (2.83) includes 11 scalar variables': v;, Pij» Ps U.
Therefore, it is not closed. This circumstance implicates the fact that the conserva-
tion laws do not include any parameters describing the properties of specific conti-
nuous media. As a result, the derived equations need to be supplemented by the
corresponding interrelations (connections), assigning physical properties of a spe-
cific continuous medium. It should be noticed that for different continuous media
(such as fluids, elastic bodies, plastic bodies, etc.) these connections are different,
and the resulting, now closed, systems of equations for different continuous media
are also different.

The establishment of connections necessary for specific media requires a pre-
liminary study of the continuous medium deformations or deformation rates.

The relation between stresses and deformations or between stresses and defor-
mation rates are called rheologic equations. Thus, different rheologic equations cor-
respond to different continuous media.

It is important to note that in this Chapter it is assumed that there is a postulate
in the classical mechanics of continua under which the main conservation laws are
considered valid not only for the entire body under consideration (in our case,
a material volume) but for any section of a body. This postulate is called the prin-
ciple of locality, and the differential equations — results of the integral laws of con-
servation, are called local formulations of the conservation laws.

It is also important that, if the coordinate system, in which the continuous me-
dium motion is considered, is moving then all equations in this coordinate system
preserve their format; however, the mass forces also include the inertia forces app-
earing in the relative motion.

! The stress of mass forces F and heat input ¢, are exeternal actions and are considered given.
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CHAPTER III
CONTINUOUS MEDIUM DEFORMATION RATE

1. Small particle deformation rate. Helmholtz theorem

Let’s review a small particle in the continuous medium as shown in Fig. 3.1.
Here, point O is the particle’s center with the spatial coordinates x;, point O’ is any
point within the particle, vector R(&,)=00" is to-
tally enclosed within the particle. x,

The rate distribution within the particle at a giv-
en moment in time #; is determined by the rate (veloc-
ity) field, i.e., velocity values of points O and O’,
correspondingly, vo =v(x,,1,) and v' =v(x; +£,.1,),

X3

or voi = vi(x;,1), v, =v(x;+§;,t). The motion

within the particle is assumed to be continuous and
differentiable.
Expanding v’; by Taylor’s series polynomials:

X

a,
—L+...

=v.+ RVy, +..., 3.1
ox;

Vi=v, + §j

where all derivative are taken at point 0. The particle is assumed to be small, i. e.,
& are assumed to be small compared with the linear module in the problem under
review. Hence, truncating Eq. (3.1) only to the terms of first-order gives:

Vi=v, +& % =v, +EVvl. (3.2)

i
or

V'=vo +(RV)v=v, + ®R. (3.3)
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Egs. (3.2) and (3.3) show that the velocity difference V' — v, is defined by the
matrix:

EREEY
ox, ox, Ox,
dv, dv, Ov

o= M M| 3.4
dx, ox, Ox, G
dx, ox, ox,

whose elements are multipliers for the terms of first order in the expanding v', with
the Taylor’s series.

Matrix @ can be represented as the sum of two matrices, one symmetric and
another one, asymmetric:

e =| P %) b9 v
S FIE el PR

(3.5)
(o v [ om
“ ox, ox,) “ dx, Ox,
Rearranging the matrix Eq. (3.4) similar to Eq. (3.5):
&y &, &, 0 - o,
P=\¢, &, & |+| o 0 ~ai=D+Q. (3.6)
& & & -0, @ 0

It can be seen from Eq. (3.5) that ¢, =¢,,.
Substituting Eq. (3.6) into Eq. (3.3):
V=v,+DR+QR,. (3.7)
Rewriting Eq. (3.7) in the coordinate form:
ViV, + 68 + €8, 638, — i, + wd;,
Vo=V, + 6,8 6,8, + 658 — @ d + @l (3.8)
V=V, + 6,8 +6u8 + 658~ @6 + iy, .

It follows from Eq. (3.5) that w; values are components of vector w=ex @, which
may be written symbolically as:

—_ 1 1 -

o=-12 2 2l o, 39

2|ox, ox, ox, 2" (3:9)
vl v2 v3



CONTINUOUS MEDIUM DEFORMATION RATE 47

Vector @ is called velocity rotor.!
Introducing a quadratic function:

1
F =—2—£ik§i§k 5 (310)
Because ¢, = g, it follows from Eq. (3.10):
JoF 1
— ==, 3.11
agj 2 zkgk ( )

Using Egs. (3.9) and (3.11), Eq. (3.8) may be rewritten as:
vVi=v, +8_F+ (E)*ﬁ)i
or l

V'=vo+(@*R), + VF . (3.12)
If the small particle under consideration was perfectly rigid, then, from the
theoretical mechanics postulate, the velocity distribution within it would have been:
V=v,+ @R, (3.13)
where v, is velocity of progressive advance, and @ is vector of instantaneous an-

gular velocity. Therefore, it follows from Egs. (3.12) and (3.13) that VF =v'-v,
i.e., the VF is the deformation velocity.
Comment: the population of points O; surrounding the point O forms a fluid

particle. Over the time dr, the point O experiences a displacement of Vodt , and the
point Oy, a displacement of V', dt. Fig. 3.1 shows that R+v'dt = R'+v.dt or, tak-
ing Eq. (3.12) into account:

dR=R-R=('-v,)dt =(@xR+VF)dt. (3.14)

Assuming E'=;k§'k , combining Egs. (3.3) and (3.14):
R'=ef',= R=(V'=v,)dt = R+(RVF)vdr.
Or, in the coordinate format:

5‘;=§,~+§kﬂdt. (3.15)
ox,

Eqgs. (3.15) can be considered as the fluid particle coordinate transformation

. . dv . .
during the dr time interval. Because the —- values, as indicated earlier, are com-
xk

! Some authors recognize rotv = 2@ as velocity rotor.
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puted at point 0 they are independent of £, , and the transformation (3.15) is linear.

Thus, during the df time interval this transformation transforms the second order
surfaces into second order surfaces, planes into planes, and straight lines into
straight lines. For instance, a sphere is transformed into an ellipsoid.

Let’s recall:

= dR
dR=R-R(dR#dR), £,=—, 3.16
( ) = (3.16)

where ¢y is relative extension of vector R per unit time. It follows from Egs. (3.10),
(3.11), (3.14) and (3.16) that:

_dR _RdR _R@*R*VF) RVF _g,t& _2F

—= = =—. 3.17
* Rdt R'at R R? R® R G1D
Because If—’ = @, are the directing cosine of vector R:
Ex =8"*Tf*—=e,.ka,,ak =2F(a,), (3.18)

and the relative extension £, does not depend on the length of vector R but only
on its direction.
Assuming that £, =0, then it follows from Eq. (3.17) that :

— -0

R R
£R=FVF =R—VF=O, (319)

where R’ =%=%ek§k is the singular direction vector R. As Eq. (3.19) is valid

for any R (taking Eq. (3.11) in consideration):

- 9F -
VF = eif = e"gikgk =0 ,
Therefore, €,£, =0 and, as &, are arbitrary, £, =0. The inverse statement is: if all
€, =0 then £, =0, and the particle behaves as it is perfectly rigid.
It follows from the same argument that v*=VF is indeed the deformation ve-
locity.
Now Eq. (3.12) can be rewritten into the following format: v =V VE=

=v, +@w*R+VF . This equation is the form of the First Helmholtz theorem: the
motion of an elementary fluid volume may be presented at any given point in time
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as expanded into the quasi- rlgld motion with the velocnty Vm (which is equal to the
sum of the translation velocnty v, and rotation velocity ®* R) and the deformation
motion with velocity v¢=VF .

2. Tensor of the deformation velocity

Let’s review the scalar product RVF ﬁrst 1t follows from Eq. (3.11) and from

the vector R definition that RVF = e.f e —— af =g,E8, .
k

The scalar product in its concept is invariant relative to coordinate conver-
sion, thus:

£ &L =Em £, (3.20)

where & are coordinates of the old coordinate system, and &, coordinates of the
new one.
The vector R in both old and new coordinate systems is expressed as

R=e ¢, = e T4 ; where e j are unit vectors of the new coordinate system. By mul-

tiplying this relationship by ex, the equations for the coordinate transformation can
be obtained:

Si=eied =80, =0, =5, 0, (3:21)
where @, are cosines of the angles between the axes of the new and old coordinate
systems.

Substituting Eq. (3.21) into Eq. (3.20) results: £,&€, =€, &m a, &" a, =

= é‘,,.,. &m £, . This equation is valid for any &m and &" , SO

Em = E,0, X (3.22)

mi*“nk *

Eq. (3.22) is the definition of an affine ortagonal vector of second rank. Thus,
the deformation velocities are symmetric (g,=¢,;) tensors of second rank, com-

ponents of which are established by the following matrix:
&) &, &,
D=|&, €y &)
& &y &y
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3. Physical meaning of the deformation
velocity tensor components

To find out the physical meaning of the deformation velocity tensor compo-
nents £, , let’s review vector R which is parallel to the Ox, axis. The directing co-
sines for this vector are @, =1,, =@, =0; in this case, using Eq. (3.18), &, = ¢,
Therefore, &, is the relative extension velocity vector for the vector parallel to the
Ox axis. Similarly one can show that €, are the relative extension velocities along

the corresponding coordinate axes.

Assume that both translational and rota-
tional velocities of a fluid particle are zero.
Let’s consider vector R coplanar with x;O0x;
plane (Fig. 3.2). During time interval dt, this
vector transforms into vector R'which may

2 not be coplanar with the x;Ox; plane. Then
(Fig. 3.2), 0,0, v'dr Fdr. Let’s expand vector

g‘dt into the vectors 0,0; and 0,0 such that

the vector 0,0, is perpendicular to R and
coplanar with x;0x,. From Fig. 3.2 it can be

Fig. 3.2 concluded that 0,0, = v dt , and v is a com-
ponent of vector ; on the x;Ox; plane.
Because 0,0, = Rdg = V', dt, then:

dp _y\_nVF_19F_10F
dd R R Ron R3¢’
where n is a singular vector directed along 0,0:.
The vector R coordinates on the x;Ox; plane are & = Rcose, & =Rsing,

&, =0 and, according to Eq. (3.10):
1

R , ,
F= 5(8”521 +26,EE, +€,E7) = 7(5‘” cos’ @+ £, 5in 20+ £,,sin” ),
from where:
dp 1 .
o =5(£22 —-£,£)sin2¢ + €, cos 2¢) . (3.23)

Now let’s review vector El, perpendicular to R and coplanar with the x;0x;

plane. It can be seen that ¢, = ¢+% and from Eq. (3.23) dg, =~d¢. Therefore,
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vectors R and R, are either divergent or convergent, but always rotate in the oppo-

site directions. The rate of ;/ of the angle variation between vectors R and R is
do

E .
So, &, represents one half of the coordinate an-

equalto y=2 If ¢ =0, considering Eq. (3.23) results in ;’= 2¢,.

gle skewing rate in the x;Ox; plane. The

. .. . A
€, (i # k) components have a similar meaning on the 4 : & B

corresponding planes.

Let’s review an example of flow with a veloci-
ty field vi=0, vo=kx; and v3=0. It is can be seen
that in this case an infinitely small square OABC ol
(Fig. 3.3) over the time ¢ with the second order ac- ]
curacy to small variables will turn into a rhomb Fig. 3.3
OA\B,C. According to Eq. (3.5), for the field of assigned velocities:

k

en=ep=en==ep=e3=0, £, =—.

2

Therefore, the skewing velocity of the direct angle AOC is equal to y =
= 2823 =k.

4. Tensor surface of a symmetric second rank tensor

Consider a second-order surface with the center in the origin of coordinates.
Its equation is given by the analytical geometry:

axx; =1, aj=a; (3.24)

where x; are Cartesian coordinates, a;; are coefficients of the second-order surface.
When changing from one coordinate system to the other, the Cartesian coordinates

transform according to following rule x; = a; x«, x; = a; x;, and in the new coordi-
nate system Eq. (3.24) can be written as follows:

Ay, O Xk X1 = Qun X Xn =1, (3.25)

where a.. are the second-order surface coefficients in the new coordinate system.
Eq. (3.25) indicates that the second-order surface coefficients in the new and
old coordinate systems are associated in the following way:

amm = A&, &

§mi™ni

i. e., a; = second-order surface coefficients [Eq. (3.24)]represent a symmetric tensor
of second-rank.
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Thus, each symmetric tensor of the second rank may be put next to a second-
order surface in Eq. (3.24), and any second-order surface in Eq. (3.24) may be placed
next to a symmetric tensor of the second rank. The surface ajxix;= 1 is called the
characteristic surface of the second rank tensor or the tensor surface.

The analytical geometry proves that any second-order surface in Eq. (3.24) has
at least three such mutually ortagonal directions which, if taken as coordinate axes,
lead to the canonic form. These directions are called main or own directions, and
the coordinate axes, the main axes of the tensor surface.

Tensor surface [Eqg. (3.24)] in main axes has the following form:

(am2 +ay’ + a3x32) =1, (3.26)
with the matrix of tensor a;:
a 0 0
0 aq O
0 0 gq

The components of the tensor a;; written in main axes are called main compo-
nents and are denoted by one subscript.

As follows from the Helmholtz theorem, in a general case the main axes of the
tensor surface are rotating with the instantaneous angular velocity @.

The deformation velocities of an infinitely small spherical particle are given by:

2 2 2
é_ffzz—“Lfs =1. (3.27)
R
During the time period dt, it will transform into an ellipsoid:*
2 2 2
1 61 61
a—12+b—22+c—:;=1. (328)
As discussed earlier, the ellipsoid semi-axes are: a=R(l +¢&df), b=

= R(] + &xdt), ¢ = R(1 + e3dl).
The velocity ® of the particle’s volume expansion is:

V"‘V iabc‘"ﬂﬂ:! av _
©=lim = lim =g +&+&=—L=diw,
a0 Y Ar—0 77#?3 axi
3

where V’ is the volume of the ellipsoid-Eq.(3.28), V is the volume of the sphere-Eq.
(3.27). It can be concluded from the definition of the volume expansion velocity that

© and divv are the invariants relative the coordinate transformation.

2 Main axes of the ellipsoid may not coincide with the coordinate axes Ox;due to the rotation deformation,
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5. Velocity circulation. Potential motion of the liquid

Let's review a curve AB within a volume occupied by a fluid. Draw vectors v

in each point of the line (Fig. 3.4). A scalar product v*ds,where dsis an element
of the AB curve, does not depend on the coordinate selec-
tion. The corresponding value:

r= ﬁdE: Ivsds (3.29)
AB

AB

1)

S

is called the linear integral of vector v along the AB curve
or the velocity circulation along this curve. When integrat-
ing from A to B or when the pass-around direction
changes while integrating along the closed curve, the cir-
culation sign changes to the opposite. It means that the cir-
culation along the closed contour (Fig. 3.5) is equal to the sum of the circulations
along contours I and 11, because the integral Eq. (3.29) along the AB line is com-
puted twice, and in the opposite directions.

Fig. 3.4

According to the Stokes' law, circulation at velocity v {
along a closed contour L is equal to the doubled vortex
flow of rotor @ through surface § tightly pulled over this 4
contour, 1. €.

- - B
r= ﬁa:zj?m:zjwnds. (3.30)
L N N I
If there is a function ¢(x;f) satisfying the following Fig. 3.5
condition:
4
v=—>1,v=Vop, (3.31)
ox,

i

then the flow is called a potential flow, and the function ¢ is called the potential
velocity. It is proven mathematically that for the potential velocity to exist, the fol-
lowing is necessary and sufficient:

avi av j

—t——L =0, i#]. 3.32
ox, o / G:32)

By definition, the rotor of velocity o is equal to:
e e e
d 4 0

ool 0 9
2 dx, 0x, Ox,

(3.33)
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and it follows from Eqgs. (3.36) and (3.37) that if v = Vo then W= 0, and con-

versely, if @=0 then v =Vg. It means that the condition @=0, i.e., the ab-
sence of rotors, is necessary and sufficient for the existence of a potential flow.

As the AB curve’s element ds = e, dx, , the potential flow from Eqgs. (3.31) and
(3.32) forms the following format:

r= j"ds_j ekdx J' a¢dx -jaga:go(B)—ga(A). (3.34)

Therefore, in this case the velocity circulation depends only on the positions of the
initial and final points of the AB curve and does not depend on the integration path.
If potential ¢ is non-univalent, the circulation along the closed contour L

differs from zero. This case can happen if there are rotors within the area encircled
by contour L.

Under a potential flow, the circulation along the closed contour L is not equal
to zero only if contour L cannot be constricted to a
point through a continuous transformation, i. e., if the
area within L is multiloop (Fig. 3.6). Potential within a
multiloop area may be non-univalent.

Let’s review the flow with the velocity potential as
an example:

E

(o=i9—iarctg (3.35)
2r 2r& X,

Function ¢ is univalent on contour M and non-
univalent, on contour L (Fig. 3.7). After a pass-around
of point O, potential ¢ obtains an increment equal to

27am, where m is the number of pass around about
point O. Point O (the origin) is a singularity. The cor-
responding potential within it maintains a finite value
but this value depends on the pass along which the ap-
Fig. 3.7 proach to point O is conducted.

Thus the following form of the velocity potential

equation can be obtained:

Vlza_(a: J xz V2=a—¢ / xz’ 3=0; V=‘\/V12+V22=_{—,
ox, ox,

27r r’ 2r, r 2mr

2
=yx‘+x, .
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Vector v=V¢ is perpendicular to the line @ =const and is directed toward
the increase of function @ = @(8) . The flow-lines
are circles with the center at origin (Fig. 3.8).

When r >0, v >0, i.e., the origin is a
singularity region of the velocity field. At this -

dp dp

point, derivatives —— and —L experience dis-
ox, X,

X,

@ =const

<

~i

ruption; therefore, the Stokes’ law conditions are o
violated. But if the point r =0 is excluded, the 0 — I X
area becomes multi-loop. A singularity may be Fig. 3.8
considered as a concentrated rotor.

Circulation along the circle C with the center at point O is equal to:

I'= Ivdr =2Tvrd¢= 2mv=1J.

C 0

Circulation along any closed curve C; which contains the origin is equal to J.
Indeed, T, =T, +T.+T,, =T, where the subscripts correspond to the curves
along which the integration is performed (Fig. 3.9).

Now consider the field of rotor @. Vector G B
lines® — rotor lines — may be constructed for this
field. Similar to the flow-tube, rotor tubes may be
constructed with their effective cross-sections
(Fig. 3.10).
It follows from Eq. (3.33) that divo=0 and,
under the Gauss—Ostrogradsky theorem,

[divatv = [w*nds = [0,ds =0,  (3.36) Fig. 3.9
12 N N
i. e., vortex flow through a closed surface is equal to zero.

Take a rotor-tube limited by the cross-sections S and S, and by the side-
surface S3 (Fig.3.10). By definition, for a rotor-tube @,=0 at S3, so from

Eq. (3.36):

[,ds = [w,ds +=0. (3.37)
s S

3 See Chapter [, Section 4.
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Fig. 3.10

Reversing on S| the direction of the normal® and using the Stokes’ law
Eq. (3.30), the following equation can be derived from Eq. (3.37):

jw ds=ja; ds+=%j3d5=%r. (3.38)
C

Eq. (3.38) indicates that circulation along any closed contour C containing the
rotor-tube is a constant value. This conclusion is the second Helmholtz theorem.
From Eq. (3.38), for an elementary rotor-tube:

20AS, =2w,AS, =T, (3.39)

where S| and S, are cross-section areas of the rotor-tube. The value 2wAS is called
the rotor-tube stress.

Eq. (3.39) shows that if the @ value is finite within the entire volume of the
fluid, the AS within this volume is also finite. Therefore, the rotor-tubes cannot
end within the fluid volume. They are either closed onto themselves, or end up on
the surface or stretch into infinity. Apparently, the same conclusion is valid also for
the flow-tubes.

* When using the Stokes’ law, the pass-around direction along the contours encircling the cross-sections S, and S,
should be the same. That is why, if we take an external normal on S, it is necessary to take an intenal normal on .
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CHAPTER IV
LIQUIDS

1. Mathematical model of ideal fluid

As it has already been discussed in Section 2.9, the system of equations of
continuous medium Eq. (2.90) is unclosed. In order to close it, it is necessary to
add the rheological equation of the continuous medium under consideration, or in
other words, to assign the properties of this medium. The simplest continuous me-
dium model is the ideal liquid.

The ideal fluid (gas) is such isotropic continuous medium where there are no
tangent stresses, i.e., p, =0 (1 # k). At that, the normal stresses are compressing,

their value depends only on the point within the continuous medium and does not
depend on the direction. Tangential stresses in liquid occur due to the friction. That
is why it may be stated that the ideal fluid is fluid devoid of the internal friction.

Disregarding the internal (inner, viscous) friction significantly simplifies ma-
thematical handling of hydrodynamic problems. In some cases it helps understand
the physics of the processes under consideration. Besides, the ideal fluid model al-
lows for a good enough description of such practically important phenomena as
hydraulic shock, emergence of shock waves in gases, of the wing’s lifting force,
flow-around of smooth bodies, etc., etc.

For ideal fluid, by definition:

Ppn =Dy =P, =D3=—P. 4.1)

A positive scalar value p is called pressure. It is usually assumed that the in-
troduced value p is identical to the pressure used in thermodynamics. This, howev-
er, needs additional substantiation.

The minus sign in front of p indicates that only compressing normal stresses
are accepted in fluids. The stresses in ideal fluid are:

In a vector format,

— —_

P =—PN, 4.2)

in a tensor format,
P, =-p9,, (43)
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and in a matrix format,

-p 0 O
0 -p 0,
0O 0 -p

where J, is the Kronecker delta. The stress tensor in ideal fluid is often called

spherical or isotropic. The reason for that is that the tensor surface corresponding to
the stress tensor is a sphere, and physical properties assigned by such tensors are
isotropic.

Eq. (2.83) includes such parameters as Q&, @ Based on Eqgs. (4.1)
X, X,
and (4.3):
dp, dep - op
— = =—g— = —V , 44
o  ox,  ox T @4
a(p,v) _ _d(eipewv,) _9(pvy) _ —divpy-¥Vp. @.5)
ox; ox, ox,
Substituting Eqs. (4.4) and (4.5) into Eq. (2.83) results in an ideal fluid model:
%—'f + pdivy =0
dv _ —
—=pF-V 4.6
Py =P p (4.6)

p—d—(u+ﬁ)— Fv—divpv+
dt 2 p p pqe'

The first equation is the continuity equation, the second one is the Euler’s mo-
tion equation, and the third one represents the energy conservation law.

Systems of equation Eq. (4.6) includes five scalar equations and six variables
(p, vi, p, u). In order to close it, it is necessary to assign the equation of state:

p = pp,T), 4.7

which associates the pressure, temperature and density, and the caloric equation of
state:

u = ulp,T). 4.8)
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Egs. (4.6), (4.7) and (4.8) include seven equations and seven variables and a
closed system of equations describing the motion of an ideal compressible flu-
id (gas).

To derive the kinetic energy theorem in the ideal fluid, Eq. (4.5) should be
substituted into Eq. (2.74). The result is:

2 —_— - .
p%(%} =pFv—divpv+ pN". 4.9)

According to the ideal fluid definition and Eq. (2.87), an expression for the in-
ternal forces pN® is:

PN =—p, W _ p% = pdivv (4.10)
ox, ox,
or, by considering the continuity equation Eq. (2.32):
; . = dp
N = —pdivy = -L 2L 4.11
2 p o (4.11)

Considering Eqgs. (4.10) and (4.11), the heat inflow equation Eq. (2.88) can be
presented with the following format:

du p dp

Zog + 222 4.12

dt qe p2 dt ( )
or

g - L vy, (4.13)

dr P

Thus, considering Eqs. (4.12) and (4.13), internal energy variation in the ideal
fluid can occur only due to the supply of external heat g, and to changes in its den-
sity (volume).

2. Mathematical model of ideal incompressible fluid

At transient-free fluid flow as well as non-stationary flow with soft velocity
changes, fluid’s density variations are negligible and can be disregarded. The same
argument is valid for the transient-free gas flow at a low velocity or a flow with
soft velocity changes. In such cases, the non-compressible fluid model can be used.

A fluid is incompressible if p = const for a material particle or (under the defi-
nition of material derivative, see Eq. (1.14)) if:

dp dp ap
._=_+v__=0. 414
dt ot ox @14

A fluid is incompressible and uniform if the density value is constant and is
the same for all material points within the fluid volume under consideration. In

such a case:

dp ap ap
=0, =0and -==0. 4.15
dr ot an ox, @15
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Here, density is not an unknown function but a known value assigned at the
problem setting.

Eq. (4.14) (or (4.15)) is the equation of state of incompressible fluid.

As Egs. (4.6), (4.14) and (4.15) show, regardless of whether the incompressi-
ble fluid is uniform or non-uniform, the system of motion equations has the follow-
ing format:

divw =0,
(4.16)

dv —
—=pF-Vp.
pdt P p

In the case of a uniform incompressible fluid, the system of above equation
contains four unknown functions of the space and time (p,v;), and, hence, it is a
closed system. In the case of a non-uniform incompressible fluid, the system of eq-
vation [Eq.(4.16)] contains five unknowns, so to close it the application of
Eq. (4.14) is necessary.

The closed system of equations describing the motions of an incompressible
fluid is purely mechanical, i. e., it does not include any thermodynamic parameters.

The law of kinetic energy variation Eq. (4.9) for a incompressible fluid is:

dv — -
3 (i - 4.
pdt(2J PEv=WVp, 4.17)

as, according to Egs. (4.10) and (4.11), in this case NO=0.
The heat-flow equation [Eq. (4.12) or (4.13)] then becomes:

du
—=q,. 4.18
2 g (4.18)

Multiplying (scalar multiplication) the second equation of Eq. (4.6) by v and
subtracting the result from the third equation of Eq. (4.6) results an incompressible
fluid equation:

du_
dt q.

which coincides with the heat-flow equation [Eq. (4.18)]. Thus, the use of the ener-
gy conservation law or heat-flow equation enables only a judgment of the internal
energy, i. e., of changes of its temperature.

It is important to note that the temperature variations can have no effect on the
flow of an incompressible ideal fluid.
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The boundary condition at a hard wall for the Euler’s equation is derived from
the condition of non-leakage of fluid through the hard surface, i.e., the following
condition must be valid at the points of the hard surface:

vin=V*np, (4.19)

where V is hard surface points motion velocity, and n is a normal to this surface.
If the hard surface is stationary:

v,=v¥n=0. (4.20)
It is necessary to mention that due to the presence of non-linear terms such as:

dA OJA 0A - -
— =—+v,—, pdivv and divpv
d d o P

Eqgs. (4.6) and (4.16) are systems of nonlinear differential equations with par-
tial derivatives. The nonlinearity makes it very difficult to come up with accurate
solution of the hydromechanical equations even for an ideal fluid model.

3. Viscous fluid. Stress tensor in viscous fluid

A viscous fluid is a continuous medium with the following properties: (1) the
fluid is an isotropic continuous medium, i. €., all directions within it are physically
equivalent (properties do not depend on the direction); (2) the stress tensor in a
viscous fluid has the following format:

R3]

Pis -p 0 0 Ty T T

>
~N

Pn
Pu P
Py P P 0 0 -p T Ty

s P |t 0 =p 0 (4|7 7, 7| o0r pu=-pdic+ i, (4.21)

N
S

3

where 7 are viscous stresses which depend on ¢y, d;x — Kronecker’s delta. If in
addition the correlation between tensors 7 and ¢ is assumed to be linear then the
viscous fluid is called the Newtonian viscous fluid. In other words, Newtonian visc-
ous fluid requires that each one of the nine components of the viscous stress tensor
must be linearly associated with all nine components of the deformation velocity
tensor. The most general format of this linear association is:

Tn=annén+ annén+annést ... +amnnié,
Tn=annén+ annén+ anient ... +anné,

T =apnén + anén+ anzent ...+ ai€a,
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Or in a matrix format:

7, Ay A Q3 G Qs G Gun Gia oo | En
Ty Apn Gunn Gpyy Gy Gz Gpin Gy Gy Gy | €x
Ty iy Gayyy  Qyyyy Gy Gayyz Gyypp Gy Gyy iy | €y
Ty Ay Gpmy Gaysy Gy Gy3 Gpn OGny Guny O | €n
T3 [ Gan sz Gy Gz Q33 G 9 Gy Gy || €
T Ao Gup Gy Qs Qo G Qo G G || €
75 Ay Gy OGyyz Oy Gz Gy Gyzn Gy Gap | €n
[5Y Ay Gy Gy Gy Q33 Gy Gy Gy Gapp | €
T Ay G Gy Gy Gyp3 Gz Gz 93 G A\ €a

or, by using the summation convention:
Tij = Qijki€ii-

For an isotropic continuous medium, the aggregate of components ”a,.j,‘,” form-

ing the tensor, forth rank, should be such that at any orthogonal transformation of
the coordinate system the matrix ”aij,‘,” would not change its form. This limitation

allows for introducing the decisive form of the a; tensor and determination of a
connection between the 7; and g; tensors.

The a; coefficients must satisfy the symmetry conditions, the conditions that
result from the symmetry of the stress and deformation velocity tensors. That is
why the ayu coefficients must satisfy conditions ayu= a;i = ajix = a;i. Besides, the
exchangeability condition of ij and &/ pairs is realized for a;;;. Therefore, this results
in subscript symmetry:

A = Qi = Qjitk = Qyjik = Qulij = Quiij = Qliji = Qi (4.22)

The symmetry condition [Eq. (4.22)] reduces the number of independent com-
ponents of the a;y tensor:

7, Ay G 9 G Ao G %3 % G | €
Ty Az Gy OGppy Oypy Gy Gpip Qo Gz 9 | €y
Ty Q33 Gz Qg OGyypz Ga33 G332 Gazpz Gz Gz | €33
Ty Ay Gy Gy OGppy Gpzy Gyapp Gz Gz Ay | €
T || Gz Gz Gyys Gy Q33 Gz G Gz G || €
7 Auia G G2 G G513 Gz Gop Gpiy G | &
73 Qi3 Gy Gy Gyypy Qo3 Gypp Gz Gy Oy | €y
73 Gz A3 Gz Gy Gz Gz Gy 93y A || €y

21 Ay 9o G Qo 93 %oz G G %o A&
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As it can be seen, the last three lines in the matrix are the same as the previous
three lines, so the matrix can be simplified:
T % % % Y Gz Gun | €
Tn |G Gun Gy Gy Gz Gnn | €2
Ty | Guss @3y Gaan Gaas Ga33 dayp || €3 423)
Ty | s 93 % Gup Gpi 9an | €

Ty | Gz Gz G333 Gias @3y G | €

To NGz Gz G Qo Qs G Nén

Thus, with the symmetry condition [Eq. (4.22)], in general case the linear asso-
ciation between the symmetric tensors, second rank, contains 21 independent coef-
ficient (a constant) a;y. Let’s assume the
matrix Eq. (4.23) is presented in the “old X,
coordinate system” Ox;x;x3 (Fig. 4.1) and
perform a coordinate transformation x’; =
=Xx;, X'2=-x3, x’3=x3 (the mirror reflec-
tion in plane Oxx3) as assigned by the 7
transforrﬁation matri))(: ® ¢

X3

1 0 0 %,
a,=[0 -1 0. (4.24)
0 0 1

Under the requirement imposed on
the matrix of the coefficients ayu, the ma-
trix components should not change at any orthogonal transformation. So, the fol-
lowing equality:

Fig. 4.1

a ’ijkl = QinQimOkeQirOnmer = & ijki 4.25)

should be realized of the components in the new and old coordinate systems. Let’s
review the condition imposed by Eq. (4.25) on the matrix a;u components by trans-
formation Eq. (4.24). For example, by reviewing the component a,22,:

a1222 = O1002j00102i%jki,

then substituting the transformation matrix (Eq. (4.24)] components into this equa-
tion results:

a2 = —a1222.

This is the reason that the condition of Eq. (4.25) is valid only ata 2> = 0. It can
be shown in a similar fashion that for the condition Eq. (4.25) on the transforma-
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tion Eq. (4.24) to be valid, all g;; matrix components containing the uneven num-
ber of subscripts 2 must be equal to zero. After reviewing the transformations:

-1 0 0 1 0 0
;=0 1 0land g, =0 1 0
0 01 0 0 -1

the matrix a;u components have certain requirements “all components containing
the uneven number of subscripts 1 and 3 must be equal to zero”. Therefore, the
Eq. (4.23) changes into the following format:

T % Gz G O 0 0 Yeg,
Tyl G Gpn Gpy O 0 0 | &,
Ty | Guz Gpy Gypy O 0 0 | &,
7,1 O 0 0 a, O 0 | &,
T3 0 0 0 0 a;y, 0 £
iz 0 0 0 0 0 A N €,

New requirements of the matrix components can be derived upon reviewing
the transformation matrices:

0
Y Yy O y

010 01 0 01
o,=10 0 1[,a,=[1 0 o, =1 0 0.

1 00 0 0 -1 010
Reviewing condition of Eq. (4.25) for these transformations results in the follo-
wing conditions:

A = a22 = Aaszzs, A1122= 41133 = 43333, A2323= 41313 = 41212,

and the matrix equation:

w4 G @m0 0 0 )&
T || %2 % % 0 0 0 €
T || %2 %m G 0 0 0 | &x (4.26)
Ty 0 0 0 a,, O 0 || &
Ty 0 0 0 0 a,, O &
T, 0 0 0 0 0 G )\ €
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Reviewing the transformation representing a rotation by 120° relative to Z-axis
results:

-1/2 32 0
@,=|-V312 -2 0],
0 0 1

and consequently results in the following condition:

i
ann = 3 (@i - anz).
Assuming aji11=4 + 2y, ann=4 results ajp;;=u (A and y are called Lame’s
constants). Rewriting in index format, the matrix of coefficients in Eq. (4.26):
Qi = AGTjou + p(Oud + dudj). 4.27)

The substitution of Eq. (4.27) tensor into Eq. (4.21) results in the association
between the 7 and &; tensors for an isotropic viscous fluid. The viscous stress ten-
sor in the matrix format is:

T T T -100 & &, &
Ty Ty Ty |=Adivv] O 1 01424, &, &, (4.28)
Ty Ty Ty 0 01 &y Enp &

and in the index (subscript) format:

T, = ﬂdiv;(‘)',.j +2UE;, £, =divy. (4.29)

,'j’
Substituting Eq. (4.29) into Eq. (4.21), the final result is:

p; =—po; + I_/lanj‘skl + (0,0, + 0,0, )_Isij ==pd; + 40,6, +2ue;.  (4.30)
Eq. (4.29) shows that viscous properties of a fluid are defined by the A and u

coefficients. If the fluid is not compressible, divv =0, and then only one coeffi-
cient, 4, exists for a incompressible fluid. It follows from Eq. (4.29) that u affects

not only the tangential stresses but also normal stresses.
The summation in the Eq. (4.30) is the expressions for normal stresses pi:

W:-m(z%y)d,’d:—m@w;. (4.31)

The £=A+ %,u is the coefficient of the second or volume viscosity. The ki-

netic gas theory shows that for monoatomic gases & =0, but in general £+ 0.
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A conclusion based on Eq. (4.31) is that for a incompressible fluid, the pres-
sure is the arithmetic average of normal stresses.
For example, consider a transient-free flow with the velocity field of (Fig. 4.2):

vi=kx, va=v3=0. 4.32)
From the equations stated earlier:

X, div;=§ﬁ=0,8n=—;—g—:,
2

X
£, =6y =€y =E;=E3=0.
From this, based on Eq. (4.29):

ov,
Pp =H=—".pu=pn=pn=-p,p=pn=0.
ox,

Therefore, in this example only the angle
X, skewing is occurring, and such a flow is called

Fig. 4.2 simple shear. The 2¢ =%, as proved earlier, is
12 ax
2

the velocity of the coordinate angle skewing and is called shear velocity.
Eq. (4.32) from Eq. (3.38), the flow lines — straight lines x; = const.

€1 €2 €3

According to w= lrot; = i _8_ i— =—esk, e.i., the flow under
2 ox, odx, Ox,
kx, O 0

consideration, despite the presence of straight flow-lines, is a rotor flow.

The equation p,, = ,ugl

is a well known Newton’s friction law where ¢ is
)

the dynamic friction factor. For gases, u is often determined from u =y, \/—;
0

where T is temperature, °K. The more exact equation (Sutherland equation) is:
1+C/T,

H=terr

The above equations indicate that the gas viscosity increases with the tempera-
ture. For liquids it works the other way: their viscosity declines as temperature in-
creases.

As in the fluid (gas) flow, the temperature depends on space and time, the vis-
cosity factors are also functions of the space and time.

f T . cpp .
7 where C is a constant differing for various gases.
0
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4. Motion equations of viscous fluids
The continuous matter motion equation is used to derive the fluid matter mo-
tion equation (2.43).
Considering A =& — %,u , from Eq. (4.29):

op.. -
Py_ 9 [—p+(f—gﬂ)divv]§i. +2ue, v =
ox, ox ' ’

i

_aa_{ p+(§——,u)dzv }S}j+2

(4.33)
due,)

From Eq. (3.5):

o(ue;)  oufdv, v, o (av, v,
R At il il RS S —L .
ox, ox, (Bx : * ox, +ﬂ ox; + =R @34

Vuvy, + Vﬂ% + ﬂ%div;+ HAV
j i

where A is the Laplace operator.
Substituting Egs. (4.33) and (4.34) into Eq. (2.43):

8 dp
at = pF, ——+,uAv +—1:(§——,u)dzvv}
4.35)

+,uidivv+V,qu, +V,uﬂ
ox; ’ ox;
Eq. (4.35) is called Navier-Stokes equations for a viscous compressible liquid.
At ¢ = { =0 they convert into Euler’s Eq. (4.6). The Navier—Stokes equations, as
as opposed to the Euler’s equations, are nonlinear equations of the second order.
In order to derive the equation of the energy conservation law for the viscous
compressible fluid, first the following equation should be computed:

dpy) _9(piy)) _ , o, ., %

=Lty . 4.36
ox, ox, Yox, ox 4-36)
From Egs. (3.5) and (4.29):
ov ov;
p; = [ p+(§——,u)dzvv]§ +2ue; p—=
I ox, ox,
dv ov;

= p+(§——,u)dzvv a—+2,u£,, = 4.37)

= [—p +(& —gﬂ)div;] divy + 2ueE;.
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And, from Eqs. (4.33) and (4.34):

op. - -
v, —ap—" = vV[—p +(§—§,u)divv:|+
X,
' 5 (4.38)
+v VuVv, + vaf‘g;v‘ + WV (divv) + pvAv
j
Substituting Eqs. (4.237) and (4.38) into Eq.(2.65) and using a known equa-
tion of the vector analysis:
divgy = gdivv + W @,
one obtains:

pi(u +ﬁ)— pFv+div| - +(§—3,u)div; vy ViVy, +v V,ua—v+
a2 PmeT3 AR A ar™
(4.39)
WV (divy) + uvAv + 2u€ €. + py,.

Eq. (4.39) represents the energy conservation law for a viscous compressible
fluid. When u = {'= 0, this equation changes into the equation for the ideal fluid-
Eq. (4.6).

The systems of equations for a viscous compressible fluid includes 9 unknown
variables (p, u, {, u, p, v; and T) and seven equations: the continuity equation-
Eq. (2.32); equations of state-Eqs. (4.7) and (4.8); motion equations-Eq. (4.35); and
the energy conservation law-Eq. (4.39). In order to lock it, it is necessary to add:

u=u(T), §=¢T). (4.40)
5. Mathematical model of a viscous incompressible fluid

The system of equation for a viscous incompressible fluid follows from
Eqgs. (2.25), (4.8), (4.14), (4.35), (4.39) and (4.40), and has the following format:

op _dp ap
SLAP AT AP
ot or v'axi
divw =0 (4.41)
dv, dp dv, av
—=pF, ——+ A+ —VuVv +Vu—,
raliin pAY, +— VY, + V=

i

R -
p%(u + v?) =pFv—vWp++vVuVy, + v,.V,ug—v + AV +2ug € + pq,,
X,

u = u(p.D), 1 = u(T).
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This system of equations includes eight unknown variables (p, u, u, p, v;
and T) and is closed.

For a uniform incompressible fluid, the first equation of the Eq. (4.41) be-
comes an identity, and density, as indicated, is a known constant.

As opposed to a incompressible ideal fluid, the Eq. (4.41) is not totally me-
chanical. Indeed, as viscosity is a function of temperature, the temperature affects
the nature of the flow.

Under isothermal viscous incompressible fluid flow regime, the system
Eq. (4.41) becomes much simpler:

divw=0
(4.42)
dv, ap
L =pF - »
P ” PF; o + UAY,

This system of equations contains four unknown variables and is closed. In a
case of a non-uniform incompressible fluid, the first term of the Eq. (4.41) is added
to Eq. (4.42). Thus, the problem of isothermal flow for an incompressible fluid, like
the problem of the ideal incompressible fluid flow, is purely mechanical.

From the kinetic energy theorem at the isothermal motion of a viscous incom-
pressible fluid and from Egs. (2.74), (2.80) and (4.38):

R L o _
p%(%‘)=pFV+vk 3517,,( = pFv—-Wp+ uvAv. (4.43)

As opposed to the Euler’s equations, the Navier-Stokes equations are second-
order equations. So, one more condition must be added to the boundary conditions
Egs. (4.19) or (4.20). The adhesion hypothesis is accepted accordingly. Its sub-
stance is: on a hard wall, the following conditions is assumed to be realized:

vi= Vo (4.44)

where v, and V; are tangential components of the fluid’s and wall’s velocities.
Therefore, the boundary conditions for the Navier—Stokes equations are:

Vo= Vo, vi= Vo (4.45)
or, if the wall is stable,
Vo= v,=0 (4.46)

The difference in the boundary conditions for ideal and viscous liquids has very
significant results. Indeed, when viscosity tends to zero, the Navier—Stokes equa-
tions at the limit turn into the Euler’s equations. However, the Navier—Stokes equa-
tions solutions at x4 = 0, = 0 do not turn into the Euler’s equations solutions as they
are derived under different boundary conditions, and the boundary conditions of
Eq. (4.45) do not depend on viscosity.
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A more detailed analysis indicates that viscosity substantially affects the flow
nature only within a rather thin fluid layer next to the hard surface. This layer is
called the boundary layer. Outside of the boundary layer, viscosity can be disre-
garded, and the fluid can be considered to be ideal.

These facts resulted in the emergence of a new hydromechanical division, i.e.,
the theory of the boundary layer.

6. The work of internal forces. Equation of the heat inflow

As shown in Section 2.7, the kinetic energy equation includes per-unit mass
power of internal forces N®_ For this, the Eq. (2.80) was derived which is valid for
any continuous medium. Substituting Eq. (4.37), results in the equation for a com-
pressible viscous fluid:

PN = _[_ p+ (é’— %,u)div;:|div;— 2ueE; = pdivv—W,  (4.47)
where:
2 .=
-W=|¢- 3,u (divv)" —2ue.€, (4.48)

is per-unit volume power of internal forces caused by viscosity, or the power of
dissipative forces.
Using the transformation:

2UE €, - %,u(div;)2 =2U(E +En + M) H AU+ €2 + M) — %,u(div;)2 =
2 . TN2 2 R 2 N2
=24|| &, —g,u(dzvv) +| &y - S,u(dzvv) +| &5, —E,u(dzvv) +
2 2 2 2 . UN2
+4u(en+En+e3) —g,u(dzvv)
one can rewrite Eq. (4.48) as:

2 2 ?
W=§'(div;)2—2ﬂ{(8“—%div;)) +(gn—%div;)) +(833—%div;)) :|+ (4.49)

2 2 2
+a4u(e’ ), +€°,,+€)
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As ¢ >0, 4 >0, according to Egs. (4.47) and (4.49), W>0, and the work of the

dissipative forces is always negative. If fluid moves as a solid (1. e., if &&= 0) then
W=0.

By substituting Eq.(4.47) into the general heat-flow equation [Eq. (2.88)] gives
the heat-flow equation for a viscous compressible fluid:

gLi:qe —p—div+1. (4.50)
dt P P
From the kinetic energy law [Eq. (2.14)] and from Eq. (4.47), in the absence of
external forces:
dk d ¢ V* ; -
—=— |p—dV = |pN"aV = ||pdivv-W }dV, 451
= Vjp > pr Vf(p )z 451)
1. e., the kinetic energy in this case varies only due to the work of the internal
forces.
For a viscous incompressible fluid, based on Eq. (4.49), Eq. (4.51) changes in-
to the following format:
dK

= =" VJ’WdV =- Jz,u&'ijﬂé‘ijdv.

As W> 0, the kinetic energy declines due to the work of internal forces. The
limiting value W=0 is reached at ez =0. Therefore, in the absence of external
forces, the limiting motion of a viscous incompressible fluid will be the solid body

motion at which % =0.

Let’s now review some specific forms of the heat-flow and dissipative force
equation.
1. The liquid is ideal and in compressible,i.e., £=0, { =0, divv=0. From Egs.
Eqgs. (4.47), (4.48) and (4.50):
NY=0, W=0, ﬂ=q¢,.
dt
Therefore, the work of internal forces (including the dissipative) is equal to zero.
The internal energy can change only due to the heat supply.
2. The fluid is ideal and compressible. From Eqgs. (4.47), (4.48) and (4.50):
du

N =Paivy, w=0, Z=g -Laiwy
p dt p
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dp

It follows from the continuity equation that o =—divv . Then:
t

; d du d
N‘)=—£2—/-)-, —=qe+%—p.
pldi’ dr p° dr

Under expansion, (fi_/t) <0 and N >0. Under compression, (Z—p>0 and
t

N <0. In case of an adiabatic process (no external heat supply), g. = 0. Under

. du . Lo
compression, o >0, and the fluid heats-up, under expansion it cools down.
t

3. The fluid is viscous and in compressible. From (4.47), (4.48) and (4.50):
N® = K, W =2ue, £, = 2(E™ + €02 + €%5) + 4u(€%2 + %21 + £713) > 0
P

(4.52)
du W

dt _qe p

The work of internal forces is caused by dissipation only. At g, = 0, the work of
dissipative forces increases the internal energy, i. e., heats the fluid.

Some important conclusions based on the above examples:

The work (power) is equal to zero only at the motion of an ideal incompressi-
ble fluid. In case of a compressible ideal fluid this work may cause an increase as
well as a decrease in internal energy. At motion of a viscous incompressible fluid,
the work of internal forces boils down to the work of the forces of friction and is
always negative. The presence of friction results in the fluid heating.
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CHAPTER V

BASICS OF THE DIMENSIONALITY AND
CONFORMITY THEORY

The dimensionality and conformity theory establishes conditions for modeling
and identifies parameters defining the major effects and regimes of the processes.

1. Systems of units. Dimensionality

In order to quantitatively describe a physical phenomenon, parameters of that
phenomenon should be expressed in the form of numbers. These numbers are ob-
tained by way of measuring, i. e., comparing (directly or indirectly) the measured
physical value with an accepted standard as a measurement unit. Obviously, the
numerical value of the measurement depends on the measurement unit, i. . on the
size of the accepted standard. For instance, the duration of a day may be expresses
as 1 day = 24 (hours) = 1,440 (minutes) = 86,400 (seconds).

If the numeric significance of a measured physical value depends on the mea-
surement unit (the size of the standards), such value is called dimensional (velocity,
time, length, etc.).

The values whose numeric significance does not depend on the measurement
unit are called dimensionless (circle length to its radius ratio, the ratio of a sub-
stance density to the water density, etc.). If the standards of the measurement unit is
selected, independent from the other, for a sufficient number of physical values (for
instance, describing mechanical phenomena), then based on that and using physical
laws and definitions it may be possible to establish the measurement unit for all
values in the description of the phenomena of interest. For instance, under the
Newton’s Second law, force is equal to the product of mass and acceleration. Thus,
describing force with the physical units can be done through the units of length,
mass and time and introduction of new standard is not necessary.

The measurement unit introduced using the standards whose numerical signi-
ficance, by definition, is equal to one, are called the basic units of measurement.

The measurement units derived for the physical values from the basic units us-
ing the corresponding laws of physics or from the definitions of these values, are
called the derived measurement units.
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The aggregation of basic measurement units sufficient for measuring all phys-
ical values used for the description of some class of physical phenomena is called a
system of measurement units.

The selection of both the basic measurement units and the systems of mea-
surement units is rather arbitrary. For instance, in mechanics and its applications
are used such systems of units as CGS (centimeter-gram-second), international sys-
tem SI (meter-kilogram-second), MKS (meter-kilogram-force-second). Heinrich
Hertz proposed a system based on the units of length, mass and energy. For the
mechanics, the system containing either more or fewer than three basic measure-
ment units can be constructed. That is why the criterion for the selection of the ba-
sic units of measure and their number in the system of units is their practicality.

In the above examples of the SI and CGS systems the basic measurement units
include the standards physical values of length, mass and time. They are different
only by the value of the standards. The MKS and Hertz’s systems include a differ-
ent set of standards, length, force, time or length, mass, energy.

The aggregation of measurement units, different only in the value of their
standards rather than in their physical nature, is called a class of the measurement
units systems. Thus, the SI and CGS systems belong to the same class, and the SI
and MKS systems, to the different classes. Let’s denote length as L, mass as M,
time as 7, and force as F. Then the class which the SI and CGS systems belong to
may be denoted as LMT, and the class where MKS belongs, as LFT.

The dimensionality of a physical unit ¢ is usually denoted as [¢]. It represents
the expression of derived measurement units through the basic units.

Under the Newton’s Second law, the dimensionality of mass m in the MKS
2
class is [m] = ﬂ = Fr

(4]

where F is force, a is acceleration, and in the MLT class

[m] =M.

By definition, the density p of a substance is the ratio of its mass m to its vo-
lume V. Thus in MLT and MKS classes, respectively:

2
e =
vl L vl L

It shows that the unit of mass is basic in the MLT class and derived in the
MKS class. The dimensionality of the density looks differently in the MLT and
MKS classes. Therefore, one may call measurement units basic or derived only as it
is applicable to the measurement units class under consideration.

Dividing the mass unit by the factor a, and the time unit, by the factor f, the
number for the density value, following from the dimensionality in the MLT class,
will change by the factor of af 3. The same can be done for any other physical value.

Therefore, the dimensionality of a physical value is a function which deter-
mines how its numerical significance will change when converting the source mea-
surement units system to the other system of units within the same class.

[p]
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2. Dimensionality formula

The starting point for the derivation of the dimensionality formula is a state-
ment that within the assigned class all unit systems are equivalent. It follows from
this that the ratio of two numerical expressions of any derived value does not de-
pend on the scale of the basic measurement unit within given class of measurement
units. For instance,

Sm’ _ Scm’ plkg/mj _ pglem’

S,m*  S,em*’ pkglm® p,glcm®’
where i, S; are areas of some geometric configurations; p;, p, are densities of two
different media.

Assume that u = f{x,y,z) is a derived dimensional value, and x, y, z are numeri-
cal significances of basic measurement units, for instance, length, mass and time.
Also assume that u’ is the significance of u value corresponding to the signific-
ances of arguments x’, y’, z’. Multiplying the basic measurement units by the fac-
torsa, 8, ¥

u_ fxyy  _ _flexfypr)
w o fOLY,2) flox' . By %)’

where from:
flox,fy.y) _ flox', By . %)
f(xy,2) f(x,y'.2)
Thus, the ratio of numerically derived values depends only on the ratio of these
scales. According to the above definition, the function ¢(a,f,%) is the dimensio-

nality of value u.
Following from Eq. (5.1):

=ga.B.7). (5.1

_ f(al'x’ﬂly77lz) - f(azx’ﬂzy’hz)
o(a,, B, 1) oy o, 5,.7,) BT
or
¢(al’ﬂ1’71) — f(al'x’ﬂly’7lz) (5'2)

o(2,,5,.7,) f(azx’ﬂzy’nz) '
Assuming a,x=x', f,y=y', ¥,z =1z, then, from Egs. (5.1) and (5.2):

f(ﬁxv_y 7'_2‘)
f(a.X,ﬂy’}/Z) - a, ﬂz £ =¢(2’_1_ ﬂ ﬁj (5.3)

f(x,y,2) flx'\y,z) az’ﬂz’n
Taking derivative of Eq. (5.3) with respect to &;:
@ B ﬁj
I opa.for)_ 1 "\ By

¢(a2’ﬂ2’72) aal aal o ﬁ
a,
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Assuming that o, =a=a, fB=0,=0, 7 =7,=¥,then:

1 dpafBy)_m (5.4)
p@.f.p da o’ |

a,/,[ﬁ,ﬂ,ﬁj
% B 1

%)
a, @ A h,

@' B’y
Integrating Eq. (5.4) with respect to e, resultsin Ing=mIna+InC,(5.7).
Thus:

where:

m= = const

p=a"C\(8.7). (5.5)

Substituting Eq. (5.5) into Eq. (5.3):
ﬁmCl(ﬂnVl)=[ﬁ)mC(ﬂﬁ) 56
(azj CBr) \@) \Brn) 60

i. e., the same equation in the form of Eq. (5.3) exists. Continuing along the same
way, i. e., taking derivative of Eq. (5.6) with respect to f3, etc., results:

p=Ca"f"y.
Following from Eq. (5.1) that if @ = f=y =1 then ¢=1. Therefore, C=1,
and the dimensionality equation has the following format:
p=a"f'y. (5.7)
Thus, it is proven that the equation of physical value dimensionality has the an

exponential mononomial format.
Following from Eq. (5.7) that for dimensionless valuesm =n=1=0, ¢=1.

3. Values with independent dimensionalities

Let’s review two the dimensionality of these values: velocity v, pressure p,
density p and viscosity g, throughflow Q, length / in the class MLT:

L M M M P
M==. [Pl=Tm =7 W=7 @=7l=L,
and:
[p1=1pI v or -2 =(ﬂﬂi)ﬂ (5.8)
pl=1p LTZ L3 T : :

As the units of length, mass and time are mutually independent, by equating
the exponents of L, M, T in Eq. (5.8):

a=1,-3a+B=-1, —B=-2,
where froma=1,8=2and [p] = [p][v]z.
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Similarly, for y, Q, I:

3 a
=101 or X - [5] L.
LT \T

The latter equation cannot be fulfilled at no a and S.

Therefore, the dimensionality of pressure may be expressed through the di-
mensionalities of density and velocity, and the dimensionality of viscosity cannot
be expressed through the dimensionalities of throughflow and length.

First let’s introduce the following definition. Suppose the aggregation k is giv-
en of dimensional physical values ay, ay, ... a. If the dimension of neither of these
values can be expressed through the dimensionalities of the remaining k-1 values,
the aggregation ay, ay, ... ax is called a parameter aggregation with independent
dimensionalities.

Following from this definition results that yu, Q, [ form a parameter aggregation
with independent dimensionalities, and p, p, v, a parameter aggregation with de-
pendent dimensionalities.

Suppose a system of measurement is given with m basic units. It can be shown
that in this system the number k of units with independent dimensionalities cannot
be greater than m, i.e., k <m.

To simplify the reasoning, assume that m = 3 and the basic units are L, M, T.
Suppose ay, az, as, a4 are dimensional units and also assume:

[as] = [ai]"[@:P[as] (5.9)
According to the dimensionality equation Eq. (5.7), [a,1=[M]1™[L]" [TT", and
the Eq. (5.9) can be rewritten as:
M™ITY = M™ nTh )(M"‘zL"zT’z )(M""L"’TIJ)Z,
Thus, equating the L, M and T exponents:
m\x + may + msz = my,
mx + nyy + N3z = na, (5.10)
hx+by+hz=14
By stipulation, a4, fs, 74 are not equal to zero simultaneously ([a4]#1). Thus,
Eq. (5.10) represent a non-uniform system of three linear equations relative the un-

known variables x, y, z.
Let’s review the determinant of this system:

m.m m
A=[n n, ny.
ll 12 13
If A#0, the system of Eq. (5.10) has a singular solution; therefore, the Eq. (5.9)
is valid. Thus, the a4 value is dimensionally-dependent, and & = 3.
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If A=0, the determinant’s columns are in linear correlation, such as:
lml = ,lmz + vms, lnl = lnz + vns, /Ul = /Uz + vl3
la,1* =[a,)"[a, T

The cases u = v=0,u =1=0,1 =v =0 are excluded as, by stipulation, a, a>, a3
are dimensional values. Therefore, at A =0, the ay, a,, a3 values are dimensionally-
dependent, and & < 3.

Apparently, the same procedure may be expanded to include the case m > 3.

Following from the above proof that if ai, a,, ... ax at k = m have independent
dimensionalities, then the dimensionality of any dimensional value ax.; may be ex-
pressed as:

[a,,,]=1a, 1" [a,]""*...[a, ]""". (5.11)

Following from Eq. (5.11) that at k = m, the values ay, ay, ... a; can be ac-
cepted as a new system of measurement units.

4, I1-theorem

The II-theorem is the fundamental theorem of the dimensionality theory. To
prove it, first it is necessary to review one auxiliary statement.

Suppose within a measurement unit system of a given class there is an aggre-
gate of physical values ajy, az, ... ax having independent dimensionalities. It will be
shown that within the given class it is possible to switch to such a units of measure
system where the numerical significance of any of the ay, aa, ... ax values (for in-
stance, a;) will change by an arbitrary factor A, and the numerical significances of
all other values will remain unchanged.

Suppose there are m basic units of measure P, Q, ... in the selected class.
Then, according to the earlier proved therorem:

[a,1=P*Q” .., [a,]=P"Q".., [a,]1=P"Q"..,

where at least one of the a;, f; significances (i = 1,2,... m) is different from zero.
Change the scale of the basic measurement units by the factor P, Q, ... so that
the numerical significance of the others remained unchanged. Then:

[PuQ”..=A, P2Q%..=1, .., P%Q%.=1. (5.12)

Taking the natural logarithm of Eq. (5.12):
ailnP + BilnQ + ... =InA,

oInP +,821|’1Q +...=0, (513)

odnP + flnQ + ... =0,

i. €., resulting in a system of k linear algebraic equations for the unknown transitional
multipliers P, Q, ... .
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It is proved above that the number of parameters with independent dimensio-
nalities k is less or equal to the number of the basic units of measure, i. €., k < m.
Suppose k = m. The determinant of the Eq. (5.13) system is different from zero as
otherwise a linear dependence would exist between its columns, and the ay, ay, ...
a values would have dependent dimensionalities, which is contrary to the original
statement. Hence, at k = m the system Eq. (5.13) have a singular solution.

When k < m, the number of equations is less than the number of unknown va-
riables, and the system Eq. (5.13) has an infinite multiplicity of solutions.

Thus, statement is proved.

Now it is important to prove the [I-theorem.

Suppose the function:

a =flay, a,..., Gk, Gis1s ..., Gn), (5.14)

whose arguments a;, a,, ... ax have independent variables, represents a physical
correlation. The mathematical form of this correlation is not important here.

Selecting various measurement units systems is possible to change arbitrarily
the numerical significances of the function f arguments. It is clear, however, that
the physical correlation, i. e., the format of the f function cannot depend on the ap-
plied measurement units system. In other words, the physical correlations must be
invariant relative the applied measurement units systems.

As it was shown in Section 3, the dimensionalities of the a, ais1, ... a, values
can be expressed through the dimensionalities of values with independent dimen-
sionalities, 1. e.:

lal=[aF[a,V . [a), la.]=]a]" e [a]*,
(5.15)
la,1=[a,1"[a,)*..[a,]".

Consider the following parameters:

a a
M=—————, M=——"
a]llazﬂ”‘akY alamazﬂm ”‘aknﬂ
Following Eq. (5.15), the Eq. (5.16) values are dimensionless.
Substituting the Eq. (5.16) into Eq. (5.14):

a f 7 _ o B I a, b 7
Ma"a,”...a,” = f(a,,a2,...,ak, Ila, 'a,”"..a,” .., Il & "a,"..a’ or

,i=12, ..., nk (5.16)

n==%o(a,,aq,,...qa, II,01,..1I,,. (5.17)

As it was proved above, by changing the scale of the basic measurement units

it is possible to change an arbitrary factor the numeric significance of the a; value.
Also it is possible to do it so that numerical values of the a,, a3,...ax values remain
unchanged. As the I1,I1,,I1,,...,II,_, parameters are dimensionless, their numeri-
cal values also do not change. This means that the function ® does not depend on

the argument q,, and:
n=4=®(a,,ay,..q,, II,0,,..I1 ).
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Performing the same procedure consecutively for the parameters a,,a;,...,q,

from Eq. (5.17), results in:
n=oI1,I1,,...IT,_,). (5.18)
This result is the content of the IItheorem, or Buckingham’s theorem. Sup-
pose there is a physical pattern expressed as the correlation of some dimensional
value on the dimensional determining parameters. This correlation can always be
presented as a correlation of some dimensionless value on the dimensionless com-
bination of the determining parameters. The number of these dimensionless combi-
nations is less than the total number of the determining parameters with indepen-
dent dimensionalities.
In other words, suppose the physical correlation Eq. (5.14) is established and
suppose the a,,a,,..,a, values have independent dimensionalities. In this case,

Eq. (5.14) can be reduced to the Eq. (5.18) format where the dimensionless para-
meters ILI1,I1,,..,I1,_, are computed from Eq. (5.16).

Following Egs. (5.14) and (5.18) that when switching from the correlation
Eq. (5.14) between the dimensional values to the dimensionless correlation
Eq. (5.18), the number of arguments decreases by the number k of parameters with
independent dimensionalities, and Eq. (5.18) is invariant relative to the applied mea-
surement units systems.

The case k=n is an important case. From Egs. (5.16) and (5.18) that
in such a case:

H=—%=C=const or a=Ca’a’..a’. (5.19)
a’a’..a,

It is critical to state that out of the total parameters a, as,..., a, in Eq. (5.14),
the parameter aggregate a,, as,..., ax with independent dimensionalities can be se-
lected using various techniques. Thus, as it can be seen in Eq. (5.16), the dimen-
sionless parameters I1,II,,I1,,...,I1,_, can have different formats at the same for-

mat of the Eq. (5.14).
Another point to be mentioned is that the substance of the I1-theorem is, in
essence, in switching to the new units of measure system ay, a,..., d.

S. Conformity of physical phenomena, modeling

Let’s review a description of a physical phenomenon in the assigned mea-
surement units system. This system is denoted by the superscript (1). Now the scale
of the basic measurement units is changed and the new system is denoted by the
superscript (2). Then:

ni(l) - ni(z)’ n(l) = H(Z) .

As defined by Robert Pohl, “a physical value is the product of the numerical
significance and the unit of this value”. In other words, Y = y[y] where Y is a physi-
cal value, and y is its numerical significance in measurement units [y]. Changing
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the Y parameter under the same rule as the measurement units [y] is changed results
in the same change in the y numerical significance. Indeed, the medium density p,
as an example, is determined as the ratio of its mass m to volume V, i. e.:
_m [p]l= M
P v’ P L

Decreasing the unit of mass by the factor of 10 and increasing the unit of
length by the factor of 10 results increasing the density’s numerical value by the
factor of 10/(10'1)3 = 10 Increasing the mass of the medium by the factor of 10
results in decreasing the linear dimensions of its volume by the factor of 10. The
density’s numerical value will also change by the factor of 10°.

Now consider two similar physical phenomena (for instance, fluid flow in
tubes). One of the physical phenomenon is called (N), for Nature, and the other
one, (M), for Model. The physical parameters are selected in such a way that the
following conditions are made:

" =n". (5.20)
Then, as follows from the I1-theorem Eq. (5.18),
n*=nw, (5.21)

When the conditions Eq. (5.20) are valid, the model and natural phenomena
are called similar, and the IT, values are called conformity criteria.

As stated by L. I. Sedov, “two phenomena are similar if from the parameters
of one of them it is possible to derive the parameters of the second one using a
simple computation resembling the transition from one measurement units system
to another measurement units system’.

From Egs. (5.16) and (5.21) for the similar phenomena:

(M) (N)
a_ B v - [N] Y ’
a’a, ..a, a’a)..a,
IR RTIRY Y
)y _ | G a, a
UL N I [ (5.22)
a9 a, a,

Therefore, when the conformity condition is observed, a model study of a
physical phenomenon can be replaced for its the experimental study. On numerous
occasions that is the only possibility.

The requirement to realize the Eq. (5.20) conditions shows which numerical
significances of the process parameters should be selected in modeling, i. e., it de-
termines the model parameters providing for the observation of the conformity.

Eq. (5.22) is a rule for the conversion of model results ™ into the nature re-

sults a™.

from where:
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6. Parameters determining the class of phenomena

The mathematical correlation between the value a and the values ay, ay, ... a,
in Eq. (5.14) can have different formats, i. e., it can describe different physical
processes. Thus, the values a;, ay, ... a, are called parameters defining the class of
phenomena. The a parameter is called definiendum.

In the cases when the mathematical model of a physical process is known, the
table of parameters which define the class of phenomena is built from the equations
and initial and boundary conditions defining the class. That is, an aggregation of
dimensional and dimensionless values necessary and sufficient for the problem so-
lution is written down. The dimensional constants are also included in the defining
parameters.

If the mathematical model of a physical process is not known, the table of pa-
rameters can be prepared based on qualitative considerations and experimental data
(if available).

The system of parameters defining the class of phenomena must have a prop-
erty of completeness. It means that system must include parameters through the
dimensionalities of the determining parameters.

For instance, it is not possible to state that the force F acting on a body from
the liquid is a function only of its density p and flow velocity v, i. e., that F = fip,v).
Indeed, as it is easy to see, the equality:

ML (MY(LY
[”"TT‘(F) (?)

is not possible at any numerical significances of ¢ and B. It is possible to state,
however, that F = f{i,p,v) where [ is a value with the dimensionality of length. In-

deed, in this case:
[ B
ML (M L
Fl=—=|—=1||=| L.
=7 (Ej(rj
2

From here it can be seen immediately that a = 1, 8 = 2, =2 and F = pv*°.
In a similar way, it cannot be stated that a tangential stress 7 is a function of
liquids’ density and velocity gradient because:

a B
7] M [Vv]=% and M ¢(M) [l)

T LTV Lr* \C)\1
At the same time, it is possible to state that 7 = f(p,l,Vv) because:

M

= lPIIFIVY).

(7]
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7. Examples of application of the II-theorem

1. Weggling (oscillations) of a mathematical pendulum. The mathematical
pendulum is a material point of mass m suspended by a weightless and unstretcha-
ble, immovable thread with length [ attached at point O

0 (Fig. 5.1). The equation of planar vibrations for such a pendu-
lum is:
l dp__¢g deY’
——=-2sin¢gp, m — | I =N —mgcos 5.23
Y dﬁz’p(dzj geosp  (0:23)
with the initial conditions:
=9, Z—(/,:O atr=t,, (5.24)
t
mg where ¢ is the angle between the thread and the vertical, N
Fig. 5.1 is thread tension and g is gravity acceleration. Following

Eq. (5.23) and initial conditions [Eq. (5.24)] that the system of
parameters defining the class of phenomena is:
wo,m, 1, gt
Therefore,
o =@(po,m, 1, g,1t),N=n(go,m, 1,80

Assume as parameters with independent dimensionalities the m, g, I values.

Then under the I1-theorem, i. €., Egs. (5.16) and (5.18):
1= (I1,,I), IT" = N(1,".ITy’),

where:

t . N . ,
= el Im'= o P LI =10,, 10, '=10,, (5.25)

=911 =¢,Il,

as ¢ and ¢y are dimensionless values and the “y” arguments of the functions ¢
and N are the same.
Based on Eq. (5.25):

(1=[m"[1PlgY, [N1=[m]*[11P[g]"

or:
4 Il
r=mr| L, M2=M“'L/"(£2j .
T LT T
From this, equating the exponents of M, L and T:
a=0,p+y=0, 2y=l,a1= 1,1+ n=1,-2%=-2,
or:
a=0,8 1 y—la LA/=0,%1=
s 29 29 1 s M1 ’ )
and:
m=u/%, m=2.
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¢=¢{¢o’t\/£} £=f(¢ovt\/£]'
I mg I

It is known from experience that the oscillations of a mathematical pendulum have
period 7. Then:

Therefore:

T= T(¢07m717g)
or, after switching to dimensionless values:

1\/% =7(¢,)-

The oscillations are symmetric, thus 7(¢,) =-7(¢,); therefore, the 7(¢,)
function is even. Expanding this function into a series, results:

(@) = C,+ Gy, +Co," +...

Disregarding small oscillations (¢, << 0) the terms of the order (/)02 and high-

1=C,JZ.
4

It is known from the theory, i. e., from the solutions of Eq. (5.23) at ¢, <<1,

that Cy = 2.
2. Clapeyron equation. Assume as a hypothesis that pressure p in gas is totally
defined by its density p, its heat capacity ¢, (or ¢,) and Kelvin temperature ©. Then:

er, results:

p =f(p,cv,®)~
The p, ¢, and © values have the dimensionalities of:
M r
=—, cl= s O1=K s
(p] IE [e,] Tiog (0]

i. e., form the parameter system with independent dimensionalities. Then, accord-
ing to Eq. (5.19):
p= Cp",cf,@)y, C = const.
Itis easy toseethata = f =y =1, and:
p=Cpc,®=Rp®, R=Cc,.

Thus, the Clapeyron equation is based on the stated hypothesis.

The reviewed examples provide a good illustration to strengths and weak-
nesses of the dimensionality theory. Indeed, by analyzing dimensionalities we ob-
tain the structure of equations for 7 and p, but it is not possible to determine with
this analysis the numerical significances of C, and C constants.
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3. Darcy’s filtration law. Consider the filtration rate velocity modulus w within
a horizontal uniform layer depends only on the pressure gradient modulus|Vp|, vis-

cosity u, porosity m and module d. Then:'

v=f(Vp,u,m,d). (5.26)
The values Vp, i, m, d have dimensionalities:
Vpl=—m, (W)=2%, [m)=1, [d]=L.
I’r? LT

Therefore, Vp, i, d form a parameter system with independent dimensionali-
ties, and:
w —_—
(VpYular
Analyzing the dimensionalities similar to the example 1, results:
a s
%z(ﬁlﬂ) (LﬂT-J U, a+f=0, —2a-B+y=1, 2a+f=1,
from here =1, f=-1, y=2,and:

f(m).

dz
w=—— f(m)Vp|
Y7,
or, in the vector format:
N 2
w= —%f(m)Vp . (5.27)

The minus sign is introduced in Eq. (5.27) because v and Vp have opposite di-
rections.

4. Darcy-Weisbach equation. Consider the liquid flow through a horizontal cy-
lindrical tube, the pressure gradient per unit length of the tube Ap/I depends on
the average liquid’s flow velocity v, liquid’s viscosity y, its density p, tube diame-
ter d and the wall roughness A.

Then:

% = Fd,A,py V). (5.28)

The p, v, d values form a parameter system with independent dimensionalities.
Therefore, based on the I1-theorem Eq. (5.28) may be written as:
I =o1,1I1,), (5.29)
where:
n=22pepgr =2, m-—K& _
1 d pa’vﬂ' dh

! Liquid's density enters the motion equations only as a multiplier of the acceleration. The acceleration is
usually negligibly small at filtration. That is why it is possible to disregard in Eq. (5.26) possible correlation
with density.
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The dimensionality analysis results in @ =1, =2, ¥ =-1. Therefore:
*
n=%"4 -~
lpv pvd
Substituting it into Eq. (5.29), results:
A A pvd
Ap = Lszq) _,L =pr2q)] _,pv_ .
d d pvd) d d u

Denoting, as it is customary:

A, pd_p. ofA _#)_AeRo)

d Y7 d pvd 2
(where £ is relative roughness of the tube’s walls, Re is the Reynolds number, A4
is the hydraulic resistivity coefficient), gives the Darcy-Weisbach equation:

_,lp
Ap= /12—2— (5.30)
The &,Re coefficients in this case are obviously the conformity criteria.
Therefore, having determined the A(€,Re) value for a liquid flow, concludes that
for the flow of a different liquid through a different tube, the hydraulic resistivity
coefficient A, on condition £V =¥, Re'” =Re?, will have the same numerical
significance.

When the flow is laminar, the acceleration is zero; hence, the p’s numerical sig-
nificance is negligible. The experience shows that in such a case the A’s numerical
significance is also negligible. So, the Eq. (5.28) for the laminar flow is given by:

%= Fdo ).

As the d,u,v parameters have independent dimensionalities; then, according
to Eq. (5.19):

% =Cd*ubv).
Itiseasy toseethat a =—-2, f=y=1,and:

Ap=Cd—12,uv. (5.31)

Equating the right parts of Eqgs. (5.30) and (5.31), it can be found that the hy-
draulic resistivity factor at laminar flow is:
a2 _2C
B pvd " Re’

Theoretical analysis comes up with a numerical significance for C = 32.
Lo 5. Reservoir liquid displacement by gas.
i Cas Liquid h Consider a unifor?n horizpontal layeryfrgom
1 11 which the liquid is being displaced by a gas
Fig. 5.2 (Fig. 5.2). The displacement rate « is given by:

C =const.
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gas

V
o= 7 where Vg, is the volume of area I occupied by the gas, and V is the vo-

lume of all pores in this area.
It may be stated, based on qualitative considerations and experiments, that:

a=atk,mo,0,Ap,1, 1., 4,1 AV, p.c, M 1), (5.32)
where k and m are layer’s permeability and porosity; o is liquid’s surface tension; ®
is contact angle; Ap = (p, — p,) is pressure difference between the end of the layer
section with the length I; 4., 4 are viscosities of gas and liquid; h is layer’s
thickness, Ay=7,, —¥quia 1S Specific gravity difference between the liquid and

gas; p is absolute pressure in any cross-section of the layer; c is the surfactant con-
centration; M is formation water salinity; and ¢ is time.
The values in Eq. (5.32) have the following dimensionalities:

k1=1L, ["]=’TMT’ [Ap1=1p1=Lsz, [1]=[h] =

M M
[/ugas]:[)uliquid]=ﬁ’ [Ay]= 12T

Assume that the [, Ap, g, values have independent dimensionalities. Us-

ing IN-theorem, Eq. (5.32) can be written as:

kz’ O- (_) lullquld ﬁ lA?’ p M’& . (533)
Modeling the displacement process using natural fluids and porous media
(physicochemical conformity) gives:

(natural) __ {model) natural) __ model) (natural) __ _.(model)
7 =l AP =AY, o =™ (5.34)

To observe conformity, the following conditions in particular must be ob-
served as Eq. (5.33) shows:

[Z_A—ijatural) _ [Z_A—Zj(model) [ij(natuml) _ [ij(model)
Ap Ap " \iap IAp ’

from where, if the Eq. (5.34) conditions are observed, it follows that at the same
time these equalities must be realized:
Ap(model) l(model) Ap(model) l(na(ural)

Ap(na(ural) - l(na(ural) ? Ap(natural) = l(model) :
l(model) l(na(ural)

This is possible only if so when working with natural media, it
is impossible to observe a complete conformity between the model and nature, and
it is necessary resort to partial modeling.

The partial modeling is such that only for some conformity criteria the equali-
ty is observed. The effect of nonobservance of other criteria equality is estimated
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by different methods depending on the phenomenon under study. The problems of
partial modeling are encountered in solving problems in aviation, shipbuilding and
other disciplines.

In dealing with the displacement issues, the conformity criteria of the follow-
ing format may be found in publications:

I_I1= o n2=i9 I_I3= g

[y T T,
m m
Considering the conformity criteria in Eq. (5.33), respectively, as:

IA
P

IT, = cosO.

*’
As easy to see:

1 1 5 6 1

This example may serve an illustration to the note in Section 4. that the selec-
tion of dimensionless parameters when using the Il-theorem is not singular.

8. Contraction of equations to dimensionless format

When conducting numerical calculations, the corresponding equations and
their analytical solutions are usually contracted to a dimensionless format. As fol-
lows from TII-theorem, it enables two things. First, it allows for a decrease in a
number of arguments of the definiendum functions. Second, by selecting the cor-
responding modules of the process, it allows to find most convenient numerical
ranges for dimensionless parameters.

Indeed, suppose the problem to be solved includes n defining parameters. For
its comprehensive numerical study it is necessary to vary each parameter m times
independently of the others. i. e., it is necessary to perform m" computations. After
contracting to the dimensionless format, the number of parameters will be m-k
where k is the number of parameters with independent dimensionalities. Therefore,
the number of the necessary calculations will be m™*.

Consider another example. One of the parameters in a problem of the pressure
shock is the length of the tube /. The lengthwise coordinate x is within the 0 < x < /.
Assuming x = ¢/, regardless of the tube’s length the dimensionless coordinate ¢ va-
ries within the 0 <£ < 1 range.

Now consider the problem of contracting to a dimensionless format using as
the example of the motion equations system for a uniform viscous incompressible
fluid [Eq. (4.42)]. The motion equations and the boundary conditions in this case
have the following format:

divv =0, p%=pF—Vp+,uA;, v=V over S. (5.35)
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Suppose x;= Lx’; where L is linear module in the problem, and the geometric
confomuty is assumed in the problems of a similar class. Further assume
v=V,v, p=Ilp, t=01 where V,,I1,0 are characteristic velocity, pressure and
time in the problem. For the fluid flow in a tube, for instance, its diameter is L, the
average velocity at some moment in time may be the Vjy, the pressure difference at
the ends of the tube may be I1, and the time of the transitional process (at the non-
stationary motion) may be © . Similarly, the characteristic parameters L, Vo, II,
© may be introduced in the study of any flow. Further assume, for certainty, that

f=§. Substituting x;, v, p, t into Eq. (5.35) and unrolling the % derivative,

results:
o', 1/ A VA — - 9p'  w,- o, - =

=0, 209 4 Yo —— ey —— L y=v'. (536
ax, [eax- 'ax] PE-T %9 T Mo VTV O

Eq. (5.36) shows that the continuity equation and the boundary condition
maintain their format after the switch to dimensionless values. By dividing all
terms of the Navier-Stokes equation by pVo*/L results:

L v _8L—o H - u -,
—+— —8 - ei—+ e; T
V@ o' ox;' V0 ‘ox' pV,L ox',

—0 . . -
where g is the basis vector of the g vector.

Let’s introduce the following designations:
2

—L— =Sh is the Strouhal number; Yo =Fr is the Froude number’;
V,© gL
. , pYoL .
> = Eu is the Euler’s number; = Re is the Reynolds number.
PYy u
Using these designation, the Navier-Stokes equation can be written as follows:
) 0 . [ _ 2.1
Bv +a_v=_g;_ ap +Leiav2i'
at oxr, Fr “a Re ox',

If in two flows the conditions of the flow areas geometrical conformity and the
relationships Sh; = Shy, Fr| = Fr,, Re; = Re; are realized, these flows are conforma-
ble. The Eu number is often not important for the flow of an incompressible fluid.
The reason is that the Navier Stokes equation includes not the pressure but pressure
gradient. That is why a pressure change within the entire flow volume by a constant

2In publications, the \/ZG—L value is commonly taken for the Froude number.
g
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numerical value (or, which is the same, a change in the characteristic pressure by a
constant numerical value) does not affect the flow nature. That is why the Euler’s

number may be assigned any numerical value. In particular, assuming I1= pVoz,

the Euler’s number Eu = 1.
To find the physical meaning of the conformity criteria, let’s review a paralle-
lepiped within the fluid with the edges dx;, and mass m. The following forces acting

on the parallelepiped:
— gravitational force Fg = mg = pgdx, dx; dx; ~ ng3;
N v 1%
—local inertia force F, =m— ~ pI> =2 ;
loc at p @
v 2
— convective inertia force F, = mvﬂ ~pl’ -,
ox L
a7 v 17
—and friction F,, =—dxdS = l—dxdS ~ u-2-1*.
"= o o™ A
Then:
2
Eoc= L =Sh, con=VL=Fr,Fcon=pV0L=Re.
Fcon GVO g gL Ffric ﬂ



Mechanics of Fluid Flow
by Kaplan S. Basniev, Nikolay M. Dmitriev and George V. Chilingar
Copyright © 2012 Scrivener Publishing LLC

PART Il. HYDROMECHANICS

CHAPTER VI
HYDROSTATICS

1. Liquids and gas equilibrium equations

Hydrostatics deals with the equilibrium laws of fluids. If the fluid is static
relative to the walls of the enclosing vessel, and the vessel is static or moving at a con-
tant speed relative to the Earth, the quiescent state is called absolute. If the fluid is
static relative to the walls of the enclosing vessel, and the vessel is moving relative
to the Earth with acceleration, the quiescent state is called relative. The fluid motion
in the case of relative quiescent state may be considered as translational.

These definitions indicate that under the absolute quiescent state liquid is acted
upon by the force of gravity, and under the relative quiescent state it is acted upon
by the force of gravity and the force of the translational motion.

The deformation rate ¢, =0 in a quiescent liquid; thus, from the rheologic eq-
uation for a viscous liquid Eq. (4.29):

Pik = —psik, (6.1)
i. e., only normal compressing stress is acting in a quiescent liquid. L. Prandtl
stated that “a liquid is such a body where in the state of equilibrium any resistance
to deformation is zero”. Following Prandtl statement, py = 0 (i # k) and, under Eq.
(4.29),¢, =0. The size of this stress does not depend on the direction and is called

pressure. This pressure is called hydrostatic pressure.
Substituting Eq. (6.1) into the continuous medium motion equations in stresses

[Eq. (2.42)], gives ﬂ)i—O'
q.(2.42)], g 2 -0

B_pz F,oer:pf. (6.2)
ox !

j
Eq. (6.2) is called the Euler’s equation in hydrostatics.
By the scalar multiplication of Eq. (6.2) and singular vector 5

op _ ——o
2 =pFs =pF., 6.3
<L =pFs’ = pF, (63)
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1. €., the pressure change in a direction s is determined by the projection of the
mass force F; in this direction.

Multiplying (scalar multiplication) Eq. (6.2) by dx; and under equilibrium
P = p(x;) then:

p) — -
ﬁdxj=dp=ijdxj,or dp=pF*dr. (6.4)
J
The surfaces along which p=const are called isobars. Following from
Eq. (6.4), the isobar equation has the following format:

Fidx,=0,0r F*dr=0, (6.5)

where the vector dr lies on the plane tangential to the isobar. Following from
Eq. (6.5), the mass force stress is normal to the isobar. The same conclusion direct-
ly follows from Eq. (6.2).

It is obvious that Egs. (6.2)-(6.5) are equally valid for both compressible and
incompressible fluids.

From Eq. (6.4):

P

p{%” =:j'F *dr, (6.6)

where M, M, are points where hydrostatic pressures are, respectively, p and po.
If the mass force have potential (i. e., F =-VII), Eq. (6.6) takes the format:

pd M
J‘_P= J‘dn=n(M)—n(M0). (6.7)
Po p My

2. Equilibrium of a liquid in the gravitational field

For reviewing the liquid equilibrium in the gravitational field it is necessary to
introduce a coordinate system Oxyz where the 0z axis is directed against the gravity

z _ B force g (Fig. 6.1). In this case, I1=—gz, F,=
i Fp- =F=0, Fz=-g, and Eq. (6.4) looks as fol-
Po lows:
h p
dp = —pgdz. (6.8)
%

z In the case of a uniform incompressible

0 y fluid p = const, and from Eq. (6.8):
/ P =-pgz+ C, C=const. (6.9)
Fig. 6.1 Eq. (6.9) is valid for any point within the

liquid’ volume. The isobar equation in this case has a format:
dz =0, 0or z=C =const. (6.10)
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Thus, when a fluid in the gravitational field is in the state of equilibrium, the
isobar is a horizontal plane.

In order to determine the constant C in Eq. (6.9) it is necessary to assign boun-
dary conditions. Assume that at z = z, p = po (Fig. 6.1). Then:

P —po=pg(z0—2), 6.11)

or

L"'Z:&"'Z[)o (612)
g

P8
Calling zo— z = h, Eq. (6.11) takes the following format:

P =po+pgh, (6.13)

where pgh is pressure created by the liquid’s column with the height h.
Eqgs. (6.8), (6.12) are usually called the basic equation of hydrostatics. Follow-
ing Eq. (6.13) that the force of the lig-
uid’s pressure on the vessel’s bottom % 1 - ]—r
with base S does not depend on the [~~~ 7] | \7TTT777T] T
vessel’s shape (Fig.6.2) and equals h h h
(po + pgh)S. This result is called Pas-
cal’s paradox. s s s
The excess of the absolute pressure Fig. 6.2
Pabs over the atmospheric pressure Paim,
i.e., the difference:

Pm = Pabs — Paim»

is called the manometric pressure. The value: pysc = Pamm — Pabs 8t Pamm > Daps 18
called vacuum.

Now it is desired to review some application examples of the hydrostatics eq-
uations.

1. Communicating vessels (Fig. 6.3). Pressure on the free surfaces with coor-
dinates z; and z; is equal. Therefore, they are areas of a single isobaric surface and,
in compliance with Eq. (6.9), z; =z2. The same con- 7 Po
clusion follows from the isobar Eq. (6.10).

2. Equilibrium of different liquids. Suppose
two immiscible liquids with densities p; and p;
are in a state of equilibrium. The pressure when
crossing the separation remains continuous. At the 2
separation surface, from Eq. (6.8): dp= —p, gdz,
dp= -p,gdz, or pigdz=pgdz. Therefore, dz =0, and
the seperation boundary is a horizontal plane with
Z = const.

Fig. 6.3
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3. Double-liquid manometer (Fig. 6.4). A manometer with the work liquid of
density p; is used for the determination of pressure difference in the system filled-
in with a liquid of density p;. At the points 4 and
5 positioned on a horizontal plane within the
same liquid, ps=ps. According to Eq. (6.13),
ps=p1+pigH, pi=p3+pigH, p3=pr+
+ p1g(H — h), wherefrom: p; — p2 = gh(p2—p1).

4. Piezometric height (Fig. 6.5). The pres-
sure within a incompressible liquid may be
measured by the column height of the same
liquid Hpi, with a help of tube A. For the
X & points [ and 2, piaps =Po, Pabs = Pam + PE&Hpiez»

X Plabs = P2abs-

Then:

L
|

|
L
bl

N

XSRS 1)
-

P

P4

Ps

SO%dy LT T
nel

>

Fig. 6.4
H =Po~ Pam (6.14)

iezometric 7] [ level piez
2 rg

Pressure at any point within the vessel is
piez P=Dy +pgh = pg(Hpiez +h) .

The height Hp, iss called piezometric,
and the surface running through the level in
the piezometer is called a piezometric plane.
[~ A If po> paim, the piezometric plane is positioned
above the free surface in the vessel, and if
D0 < Patm, it 1s below it.

5. Heavy gas equilibrium. For a gas in
equilibrium in the gravitational field from

>
|[|| (Fedopt by

:

Fig. 6.5
Eq. (6.7):

j'd—”=g(z0—z). (6.15)
P

Po

To calculate the integral in Eq. (6.15), it is necessary to assign the p = p(p)
correlation.

Let’s limit the problem to isothermal equilibrium of an ideal gas at tempera-
ture Tp. Then:

and, from Eq. (6.15):
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or:
P = pyex _g(Z"‘Zu)
oCXPp _RT—O .
Expanding it into a series:
2
_ l_5’(2-—zu)+l 8(z=z) |
P=D, R, 2| R e p
Ifl M << 1, then:
2| RT
_ l_g(Z_Zu) _
P =Py RT,
, (6.16)
__p _pog(Z_Zu)=p _ (Z—Z )
0 RT, o~ Po8 0

where p is gas density at pressure po and temperature Typ. Following from
Eq. (6.16) that if z— zo is small, the pressure distribution in gas is practically the
same as within incompressible fluid.

For the air, the gas constant R =287 k~J°—IZ Suppose Ty =293°K. In this
g

case, at z—z, <85 m the error from the application of Eq. (6.16) is less than 1 %.

3. Relative quiescence of fluid

As indicated earlier, when analyzing relative quiescence of fluid, the mass
force stress in Eq. (6.2) is understood as the resultant of gravitational force stress
and of the translational motion inertia force. z

Let’s solve a problem of a liquid-filled vessel re- J)w
volving at a constant angular velocity w about the ver- !
tical axis Oz (Fig. 6.6). A liquid’s element with the ¥ i
mass m is subjected to the gravitational force and cen- A T_

g

5

trifugal force whose stresses are: 2

Fg=g, Fcem:rwz,

where r is a vector directed along the beeline from the
revolution axis toward the element under considera-
tion. The projections of these stresses on the selected
coordinate axes Oxyz are:

2 2 2. 2
Y =rw’cosg = xw’, Fy = ro’sing = yo*, F, = —g.
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Substituting into Egs. (6.4) and (6.5), results:
dp = p(w’xdx + wydy — gdz),
w*xdx + w?ydy — gdz = 0.

Integrating these equation, gives:

2 2 2 2
p:p(#%}c:p“” - pgz+C, 6.17)
2 2 2 2
afi%fl—gz= ; —g2+C,. 6.18)

Eq. (6.18) reflects the pressure distribution in the liquid, whereas Eq. (6.18) is
equation of the isobar family, with the isobars being paraboloid of revolution.

In order to determine the C constant in Eq. (6.17) and in the free surface
Eq. (6.18) the point A of the intersection between the free surface and 0z axis has
chosen been. The point A’s coordinates are (0,0,z0), and the pressure at the point is
Do Then, from Egs. (6.17) and (6.18), C = po + gz, Ci = gzo, therefore:

2 2
p=pw2r —-g(z—2,), (6.19)
2 2
wzr =g(z-2)- (6.20)

Let’s determine the height H of the paraboloid. For this purpose, assume r = R
in Eq. (6.20), where R is the radius of the vessel. Then H is:

=2
2g
Eq. (6.20) can be written as follows:
2 2
r
2‘ =8(2,~2),

where z; is the coordinate of the intersection point of the straight line r = r; = const
with the free surface. Substituting into Eq. (6.19) results:

p=po+pg(z1—-2). (6.21)

Thus, if z coordinate from the free surface is considered, the vertical pressure
distribution in a revolving vessel will be the same as in the quiescent liquid. The
explanation is in that the force of inertia projection on the 0z axis equals zero.

This result also directly follows from Eq. (6.3). Indeed, in this case:

op

a_z——pg!

Wherefrom, after integrating it, immediately follows Eq. (6.21).
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Let’s now analyze the motion of a closed and liquid-filled vessel down the in-
clined plane with the acceleration a (Fig. 6.7).

The mass forces’ projections on
the coordinate axes are:

Z

Fy=jcosa, Fy,=0,
F,=jsina — g,

where a is the angle between the plane

and the horizontal plane, j= —a. Substi-

tuting these expressions into Egs. (6.4)
and (6.5):

dp = pljcosadx + (jsina — g)dz, (6.22)
Jcosadx + (jsina — g)dz = 0 (6.23)
Eq. (6.23) is the expression for the isobar family. From it:

CLAN T L 12— (6.24)

i. e., the isobars are the planes inclined at angle § to a horizontal plane.
Integrating Eq. (6.22), gives the pressure distribution law:

p = plxjcosa + z(gsina — g)] + C, C = const.

Let’s assume, for the determination of the integration constant C, that pressure
P = po is known at some point H(x,0,20). Then:

p = po = pl(x - xp)jcosa + (z - zo)(gsina — g)]. (6.25)

Review of special cases.
(a) Descending a vertical wall, i.e., the case of a=n/2. It follows from
Eq. (6.24) that 8 = 0, z = const. Isobars are horizontal planes. From Eq. (6.25):

p-po=(—-g)z—20).

During a free fall, j = g and p = py, i. e., pressure is equal at all point of the flu-
ids volume.

(b) Vessel sliding on the plane without friction. In this case the system is mov-
ing (“dropping”) with the acceleration j = gsina, and from Eq. (6.24), tgf = tga,
i. e., the equipotentials are parallel to the plane of sliding. From Eq. (6.25):

P — po = pgl(x — xp)sina — (z — zp)cosa] cosa.
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4. Static pressure of liquid on firm surfaces

Let’s review within liquid a surface AB with area S (Fig. 6.8). Resultant R of
pressure forces acting on this surface and their moment L are:

R=—{npds, (6.26)
N
L=-— jr_ *npds, (6.27)
N
Po where n is the normal external to the sur-

face directed inside of the liquid volume,

and r is the radius-vector of the point on
AB.

In the case of a incompressible fluid, in
the gravitational field the pressure at points
of the AB surface, according to Eq. (6.13), is:

pP—DPo :pgh, (628)

where pg is the pressure on the liquid’s sur-
face. With Eq. (6.14), the Eq. (6.28) can be
written as follows:

P - patmpg(h + Hpiez) (629)
Suppose the AB surface is a plane inclined at the angle a to the horizon (Fig. 6.9).
All vectors n are parallel to each other; so from Egs. (6.26), (6.28) and (6.29):
Datm

Fig. 6.8

H R= —nsj(p0 + pgh)dS =

piez

(6.30)

=1 [ Pum + PEHH+H ) |dS.
N

And as:
IhdS = hcen(erS 4
N

where £ is the distance from the fluid’s

‘center

surface to the AB plane center of gravity.
Fig. 6.9 Using Eq. (6.30):

R:—;(P + hc raV)Sz_;[ am T g(hc v T H 'ez)]S_
o+ Phegn Pam + P8 e 5 (6.31)
- npcAgravS’ R= pﬁg’“"s’
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where  p.., = Po+ P8 gay = Purm + P8 (g, + H ,;,.) is the pressure in the center
gravity of AB.

If the force R is calculated by manometric rather than absolute pressure, it is
clear that:

E = —n_(hc.grav - pafm )]S’ R = (pc.grav - pafm )S ° (632)

Now determining the position of the pressure center, i. e., the point of applica-

tion of resultant R. Moment M, of this force relative to axis Oy, which is passing
ing through the AB plane center of gravity (Fig. 6.9), is equal to:

M, =4,,,R= (ipdS= [ipo+paiyas, (6.33)
N N

where A is the distance between the AB’s center of gravity and the pressure

press
center, [ is the distance between the center of gravity and the element dS.
Fig. (6.9) shows that & = (I ¢ +Dsin. Inserting this expression into Eq. (6.33),
results in:

AoressR = (Do P8l g Sin2) [14S + pgsine [1%dS . (6.34)
N N

Keeping in mind that the static momentum of the S area relative to the axis
passing through the center of gravity is equals to zero, i. e.:

jlds =0
N

and:
J'lzdS =7,
N

where J is momentum of inertia of area S relative the same axis, from Eq. (6.34)
(considering Eq. (6.31)):

_psJ

———sina=&
R

pc.grav

If the force R is calculated considering excess pressure, then from Eq. (6.32):

_ gl
(pc.grav - pafm)S

>0, and the pressure center is positioned lower

sinox .

press

sing .

press

press

If pc.gruv > pafm ’ then ﬂ

than the center of gravity.
Consider the case of a curvilinear surface AB. By projecting Eq. (6.26) on the
vertical axis Oz and any horizontal axis (for instance, Ox), results:

Ry == [poos(n2)dS == [pdSy, , (6.35)
S Shoriz
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Rz = —I pcos(n,x)dS =~ I pasS.... (6.36)
s Shoriz

where dShoriz, dSven are dS projections on, respectively, a horizontal plane perpendi-
cular to 0z and a vertical plane perpendicular to Ox.
Substituting p value from Eq. (6.29) into Egs. (6.35) and (6.36):

Rven == J- [palm + pg(h + Hpiez)]dshoriz =

S (6.37)
= _palmshoriz - pg J‘ (h + Hpiez )dshoriz’

S

Ruie == [ [pun + p8(H+H 1S, =

Svent

(6.38)
= _palmsven - pg J‘ (h + Hpiez)dshoriz’
Shoriz
The integral:
J-(h + Hpiez )dShoriz = Vpb
Shoriz

is the volume of pressure body V), formed by the surface AB, its projection on the
piezometric plane and vertical generatrices. Eq. (6.37) can be written as follows:

Ryen= _(pa!mshoriz +pg Vpb)- (639)
The integral:

c.grav piez )Sven

[(h+ H S o = (h, gy + H
Syen
is the static momentum of the vertical projection S,., relative the piezometric
plane. Thus, from Eq. (6.38):

Rz =~ Pam + PB R s + H o)1, == P rosSoems (6.40)

where p,, ., 1s pressure in the center of gravity of the area S,..
For the forces calculated using excess pressure instead of Egs. (6.39) and (6.40):

Rver/ = -pgvpb’ Rhariz = pg(hc.gmv + Hpiez)sven .

Note that Eq. (6.31) converts to Eq. (6.40) if S,.,, is replaced by S.

Examples of construction of pressure bodies are shown in Fig. 6.10. In Fig. 6a
the volume of the pressure body constructed on the AB surface is within the liquid.
In Fig. 6b, the volume of the pressure body is outside the liquid. Such a pressure
body is called fictitious and is used with the minus sign. Fig. 6.10c shows a case
where vertical generatrices intersect the ABC surface in more than one point. So the
pressure bodies are constructed separately for the areas AB (the ABED body) and
BC (the CBED body). The vertical component of the pressure forces on ABC is de-
termined as the difference of the vertical components of forces acting on AB and AC.
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a) b) c)
Fig. 6.10

If the surface S is closed and totally submerged in the liquid, then in conformity
with Eq. (6.26) and the Gauss—Ostrogradsky theorem:
R=-[npds =- [Vpav, (6.41)
N 14

where V is the fluid’s volume bounded by the surface S. In the gravitational force

and according to the Euler’s Eq. (6.2), Vp =—pg, from Eq. (6.41):
R=-g j’ pdV =—G, (6.42)

\4

where G is the weight of the fluid within the volume V. Eq. (6.42) expresses the
Archimedes law: a body submerged in a fluid is acted upon by the expelling

force R equal to the weight of the liquid in the volume of the submerged body.

The force R is also called the hydrostatic lift.
From Eq. (6.27) and Gauss—Ostrogradsky theorem:

L= _J’; * npdS = — rot(rp)dV (6.43)
s \4

Radius-vector r = ix + kz , therefore:
rot(;p) =—r* Vp.

Substituting this expression into Eq. (6.43) results in:

_ _ ¢ . G
L=—|\r*pgdV=—\r*p—gdV=—%* |rpgdV. (6.44)
ij pe th pe G pr
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The radius-vector of volume Vs center of gravity is equal to:
- 1
Fc.grav = El;[;pgdv s

And Eq. (6.44), considering Eq.(6.42), can be presented as follows:
Z = 5 * ;c.grav = ;c.grav * E N (645)

which indicates that the action line of hydrostatic lift R runs through the vo-
lume V’s center of gravity.

5. Elements of buoyancy theory

Let us consider a body (ship) floating in a liquid.

The liquid volume displaced by the body is called its volume draught. The re-
sultant of the pressure forces acting on the body, as shown in Section 4, is reduced
to Archimedes force (also called the supporting force) directed straight up. As fol-
lows from Eq. (6.45), the supporting force’s line of action runs through the center
of gravity of the liquid volume being displaced (which is called the center of
draught D). It is accepted that the supporting force is attached to the center of
draught.

In a general case, center of gravity T of a floating body does not coincide with
the pressure center D. It is clear that in a static situation these two points are lo-
cated on one vertical line, which is called the buoyancy axis. It is also obvious that
in a static situation the body weight G is equal in size to the supporting force R and
that G=-R.

The liquid’s free surface plane intersecting the buoyant body is called buoyan-
cy plane. The cross-section perimeter of the buoyant body by the buoyancy plane is
called waterline. The area enclosed by the waterline is called the waterline area.

Buoyancy of the body is its capacity to float at the given weight G. The meas-
ure of buoyancy is draught. The buoyancy margin is the acceptable overloading at
which the body will not sink yet. As the body’s submergence in a liquid results in
its increased draught, the margin of buoyancy is determined by the height of im-
permeable portion of the emerced board over the buoyancy plane.

The capacity of a body to float in the normal position and return to normal po-
sition in a case when the normal position was disturbed due to listing, as soon as the
forces that caused listing cease, is called the static stability of a buoyant body.

The weight of the body does not change at the static listing. Thus, its draught
and the supporting force R also do not change. However, as the shape of the sub-
merged portion changes, the center of draught is shifting relative to the body to a
point D; (Fig. 6.11). The body’s center of gravity maintains its position on the
buoyancy axis. In this case movable loads or unbushed liquids is not considered.
So, when listing occurs the body weight and the supporting force form a force
couple. Depending on the mutual position of the body’s center of gravity T and the
center of draught D, this force couple may be either restoring or overturning.
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The line DD, along which the center of .
draught moves during listing is called the a .
center of draught line. H, R, a _/'/

The point M where the restoring h '
force R intersects with the buoyancy axis at .0’
low listing angles a is called the initial me- M
tacenter. The listing angle a is the angle be- !
tween the buoyancy axis and the vertical. s 1D ¢

The Hy value (the distance between the 4
center of gravity and the initial metacenter M) s
is called the initial metacentric height. The G
restoring momentum My generated by the G Fig. 6.11
and R, force couple is equal to:

My = RiHysina = RHysina (6.46)

because at the static listing, the supporting force does not change and is equal to the
weight of a buoyant body G.

Fig. 6.11 shows that if the point M is positioned higher than the point T, the
momentum M)y, tends to return the body to its initial position. So, if the point M is
positioned higher than the point T, the initial metacentric height Hy is considered
positive. Obviously, at Hy <0 the My momentum will be overturning. In other
words, it is necessary for the static metacentric stability of a buoyant body that the
initial metacentric height is positive.

The distance Hy + h between the initial metacenter and initial draught center
(i. e., the length of the MD segment) is called the initial metacentric radius.

Consider a buoyant body listing at a small angle a from its normal position.
The amount of the so submerged volume Oab is equal to:

V= foxds, (6.47)
S

(1

where S| is the portion of the new waterline area, and x is the distance between the
intersection line between the waterline and element dS. The body weight G and its
supporting force R did not change, so the amount of the emersion volume is equal to:
V,=-foxdS =V, §,=5-5, (6.48)
52
were S is the waterline area.
The supporting force increases by:

R, =-pgV,
and decreases by:
OR,=-pgV,=4R,.
The momentums generated by these forces are equal to:
M, =apg szds, M, =opg jx2ds. (6.49)
s, s,
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According to Egs. (6.47) and (6.48),
[xds + [xds =0,
Sz

sl
i. e., the static momentum of the new waterline’s area relative to the intersection
axis of the contiguous waterline areas is equal to zero, and this axis passes through
the center of gravity of the new waterline area (Euler’s theorem).
From Egs. (6.48) and (6.49), the restoring momentum My, is equal to:

M, =M +M,=apg |x*dS =apgl, (6.50)
N

where J is the new waterline momentum of inertia relative the axis passing through its
center of gravity (as seen in Fig. 6.11, M; and M; are directed in the same direction).
The restoring force R; may be presented as:

R =R+ +R,.

Its momentum relative to the pressure center D is equal to the sum of momen-
tums OR,, OR,, 1. e., it is equal to M as the action line of the force R passes through D.
On the other hand, the force R; momentum is equal to:

My = (Hu+ h) Rsina = (Hy + h) Ra, (6.51)
as R; = R and al low angles sina = a.
Equating Eqgs. (6.51) and (6.50), results:

J
Hy=ooh, (6.52)

where W = LS is the volume draught.
P8
If the body’s center of gravity T is lower that the draught center D, then h <0,
and the initial metacentric height Hy is always greater than zero.
Substituting Eq. (6.52) into Eq. (6.46) gives an equation for the restoring mo-
mentum M)y, as follows:

J .
M, =R(V—V——h)sma, (6.53)

which is the metacentric stability equation.

Eq. (6.53) is derived for low-listing angles (for high-board ships & <15-20°).
At high listing angles, the correlation between My and a becomes more complex as
the metacenter shift relative to its initial position.

Dynamic metacentric stability is the capacity of a buoyant body to oscillate
under the action of forces generating the listing momentums within the assigned
listing angle. The greater the initial metacentric height, the shorter the oscillation
period.

Special studies showed that the dynamic listing range under a suddenly ap-
plied force is equal to the double static listing emerging under action of a force of
the same numerical significance.

Static (and dynamic) metacentric stability issues have application in ship-
building.
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CHAPTER VII
FLOW OF IDEAL FLUID

1. Euler’s equations in the Gromeko-Lamb format

The system of equations for the ideal fluid has the following format:

dp .=
—+ =0, 7.1
i pdivy (7.1
dv_ =
&Y = bF~Vp, 72
P =P P (1.2)
2 —— -

p(u + %J = pFv—divpv+ pq,. (1.3)

The heat-flow equation for the ideal fluid is:

du P o= p dap
g -Lpdivw=g +-572 7.4
il ppd q. o dr (14

To transform Euler’s equation [Eq. (7.2)], let’s review total derivative % . Ac-

cording to Eq. (1.19):

DV v =y I (1.5)
d ot or ' ox,
Projecting vector V*V=v . aa_v onto the 0x; coordinate axis:
X .
J
[(v*Vl, =v ov =v,ﬂ+v ﬂw]ﬂ. (1.6)

/ E ox, ox,
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Eq. (7.6) can be written in the following format:

oy, oy v,  ov, M, dv; dv, dy Mo, o _

V, — =y, —+V,—— —v,—+v
! ox; ' ox, " ox, & ox, " ox, ~ox, ox, " o,
7.1
1o , 4, 3 dy, dv, dv, o,
=—— Wi +vitp) 4y, | =2 |+ | -2
2 ox, vitvatv)ty, ox, ox \ox, ox,
According to Eq. (3.9):
- - d
2w=roty=|— — —, 7.8
ox, odx, ox, 79
Vi Vvp Vs
and Eq. (7.7) can be presented in the following format:
oy _d v
= 2v,m; +2v 79
v, a, ax,[ J 20+ 20,0, (7.9)

The medium is isotropic so all coordinate axes are equivalent, and after the
cyclic rearrangement of the subscript:

d o [v?
v, a;Z =g(%J—2v3a)l +20,m,, (7.10)
2
2
13;3 —%[v J 0,0, + 20,0, (7.11)
3

where @, is projection of vector @ onto the 0x; axes. Multiply Egs. (7.9), (7.10)
and (7.11), respectively, by e, > and e results:
0 2y Y oy, @.12)
Vi ox; 2

Substituting Egs. (7.5) and (7.12) into Euler’s equation, gives:

Qw—-z ro=F-Lvp. (7.13)
ot p

Eq. (7.13) is Euler’s equation in the Gromeko-Lamb format.
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2. Bernoulli integral

Continuous medium motion equations in stresses Eq. (2.42) were derived from
Newton’s second law. Euler’s equations are a particular case of the Eq. (2.42);
therefore, they are a mathematical expression of the second law for the ideal fluid.
Theoretical mechanics states that the motion equations under certain conditions
have the first integral, which is the law of mechanical energy conservation. Hence,
Euler’s equations under certain conditions also must have the first integral. This
integral is called Bernoulli’s integral.

Bernoulli’s integral is among the most important hydromechanical equations.
In order to derive it, it is necessary to state the following assumptions:

(a) the flow is transient-free, ? =0;
t

(b) the mass force stress has potential, F=VII.
Under these assumptions, Eq. (7.13) assumes the following format:

2 _— _—
V[—H +V—J+lvp=v*rotv. (7.14)
2) p

Flow-lines and rotor-lines at transient-free motion are immobile in the space,
and the flow-lines coincide with trajectories of the fluid’s particles. Along the flow-

. - =0 . - -0 -0 -0 .
line, v=vs:, and along the rotor-line, rotv ='r0tv|s:, where s1 and s, are basis
vectors of tangents to the flow-line and rotor-line. Thus, sequential multiplying

Eq. (7.14) by E? and ;g or, which is the same, projecting this equation on the flow-
line and rotor-line, results:

0 VY 1op

—| =TT+ — __—20, 7.15
asl[ * 2J+pas, (7.15)
0 v 1 op
—| -IT+—[+—=—=0. 7.16
asz( ¥ 2J+pas2 716

At the transient-free motion, all motion parameters (p, p, T, v) are function
of 51 coordinate counted along the spatially immobile flow-line. So, p = p(s,L1),
p = p(s1,L1), where Liis a mark of the flow-line of interest. Canceling s;, we have
p = f(p,L,), where L, is a mark of the corresponding rotor-line.

The presence of functions of type p = f{p,L) enables the introduction of a pres-
sure function:

=2 o P=jd—”, (7.17)
P P

where the integral is integrated along the flow-line (rotor-line). The pressure func-
tion P is determined with accuracy to the additive constant and in the general case
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is a function of L, i. e., the function of the selected flow- (rotor-) line. Following
from Eq. (7.17):

dp _1® gp_ly,. (7.18)
dx, pox p
Substituting this equation into Eqs. (7.15) and (7.16):
d %
—|-I+P+— =0, 7.19
ds, [ 2 ) 5
d v
—|-TI+P+— |=0, (7.20)
s, 2
where from, after integrating along the flow- (rotor-) line:
2
—H+P+%=C,l1, (7.21)
V2
—1'[+P+7=C2L2. (7.22)

Beroulli’s integral states that at the transient-free motion and in the presence
of mass force stress potential, the trinomial:
2

—r1+1>+v7 (7.23)

maintains constant numerical value along the flow- (rotor-) line. The C,(C,) con-
stant may have different numerical value on different flow- (rotor-) lines.

Eqgs. (7.21) and (7.22) are valid, respectively, along any flow-line and rotor-
line, and are called Bernoulli’s integral.

By taking a rotor-line and pass flow-lines through its points forms the surface
of a flow. As Cy(L,) = const along the locked rotor-line, then along all the flow-
lines crossing it C\(L;) = Ca(L,) = const. Therefore, on the constructed surface
a condition C) = const is realized.

Similarly, if rotor-lines carried through a flow-line, then the condition
C, = const will be realized on the formed surface. In the case of a potential flow

(.e., V= V), from Eq. (7.8) that rot vy=0, and Eq. (7.14) looks as follows:
v 1
Vi-TI+— [+—Vp=0. (7.24)
2) %

It is necessary to emphasize that at v= Ve, Eq. (7.24) is valid within the entire
flow volume. Because of this:

Ly,=vp, (7.25)
o
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And the function P is obviously the same all over the flow volume. Therefore,
as Eq. (7.18) shows, the pressure depends only on the density. The process at
which the pressure depends only on the density is called barotropic.

Examples of barotropic processes are the flow of a incompressible fluid, and
isothermal processes. Later, we’ll review some other barotropic processes.

Substituting Eq. (7.25) into Eq. (7.24) results:

2
V(— M+P+ VEJ =0 (7.26)

or

2

—1'[+P+%=C. (7.27)

Eq. (7.27) is valid along any line drawn within the fluid, and the constant C
has the same numerical value within the entire fluid’s volume.

So, if the flow is transient-free, and the mass force stress has potential, the
process becomes barotropic.

Conversely, it follows from Eqs. (7.13) and (7.25) that if the flow is transient-
free, potential and barotropic then:

2 —
V(P+%J=F,

i. e, such flow may only exist if the mass force stress potential is present.

3. Particular forms of Bernoulli’s integral

Let’s analyze a transient-free flow of the ideal incompressible fluid in the gra-
vitational field. In this case, p = const, F =g, II=-gz where z is the vertical
coordinate.

From Eq. (7.17), the pressure function is P=£+const, and Bernoulli’s

integral Eq. (7.21) [or (7.22)] changes into the following format:

2
e+ 2+ % = const (7.28)
P

or
2

z+—p—+—v—=H=const. (7.29)
pg 28
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The terms of the Eq. (7.29) have the dimension of the length and are called:

z — geometric (or leveling) height or geometric head; L2 _ piezometric height
P8
v2
or piezometric head; e velocity height or velocity head; their sum H — to-
8

tal head.

Following from Eq. (7.29) at a transient-free flow of the ideal incompressible
fluid in the gravitational field the total head maintains constant numerical value
along any flow-line or rotor-line.

In an effective cross-section of the elementary flow-tube all flow parameters
are constant by definition. So Eq. (7.29) is valid for the elementary flow-tube. Let’s
review a horizontal flow-tube, z = const. Then, following from Eq. (7.29) the pres-
sure declines as the velocity increases.

As the flow velocity increases, the pressure may become sufficiently low to be
equal to the saturated vapor pressure p,. The fluid begins to boil, and caverns filled-
up with its vapor form within it. This phenomenon is called cavitation.

From Eq. (7.28):

2 *2
gz + DL oo gp g Py Vo
p 2 p 2
or:
20 P8& = PPy v
P 2
where v* is velocity at which cavitation begins.

Cavitation is damaging for the operation of pumps, intake lines, siphons, pro-
peller screws, etc., and may even cause their destruction. At the transient-free flow,
the throughflow along the flow-tube is constant under Eq. (2.41) (vi51=v:52).
Therefore, if the tube narrows, the velocity increases, and the pressure declines.
This principle is used in water-suction pumps, pulverizers and other devices.

Let’s now review transient-free motion of an ideal non-viscous gas. Its equa-
tion of state (Clapeyron’s equation) is:

s

P _pr, (7.30)
P
where R is the gas constant and T is the absolute temperature.
Eqgs. (7.17) and (7.30) demonstrate that the thermodynamic process must be

assigned for derivation of the pressure function.
From the heat-flow Eq. (7.4):

q.dt=d —%dp:du-kpd%:du-kpdV, (1.31)
Yol
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1 . . . .
where V =— is specific (per/unit) volume. Therefore, for a non-viscous gas the

heat-flow equation is the same as the first law of thermodynamics.
At p =const, V = const, and:

q.dt = C.dT = du, (7.32)
where C, is heat capacity at constant volume. At p = const, we obtain from Eqs. (7.30)
and (7.32):
q.dt =C,dT =du+d L = C,dT + RaT,
P

and from here, Mayer’s equation:
R=C,-Cy, (7.33)

where C, is heat capacity at constant pressure.
Combining Eq. (7.31), the equation of state Eq. (7.30), and also Egs. (7.32)
and (7.33) results:

qedt=chT+pdi=Ld£+pdi=L(kpdl+@]=
p C-C p p k-1 P

(7.34)

k-1 (=}
p kpd_l_i-‘-ipk_ =Ld£k’
k=17 p=p p') k-1 p

C, . ...
where k =—L is adiabatic exponent.
v

At adiabatic process (i. e., the absence of the external heat inflow) g, = 0 and:

k
L -0 o J’—:[ﬂj : (7.35)
P Do Po

It is important to note that for the derivation of the Poisson’s adiabat equation
the heat-flow equation Eq. (7.31) is used for the ideal fluid. Therefore, the Pois-
son’s adiabat is valid at adiabatic process without friction.

Now it is necessary to demonstrate that the adiabatic process without friction
1S iso-entropic, 1. e., in this process entropy remains constant.

Entropy s can be determined as follows:

ds=. (7.36)
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Suppose the heat in the liquid volume under consideration comes only from
the outside, i. e., dg = g.dt. Then, from the equation of state and Eqs. (7.33), (7.34)
and (7.36):

q,dt ar p .1 dT

1
ds=2==-C, == +54d—=C,—+(C,-C,)pd—=
= 't p T © V)pdp

=Cv{d1nT+(k—l)dlnl:| =Cvf“"%-
p p

(k-1 x
T,(p p (pj
s,—s =Cn| 2| =L =C,In| £2| L |, 7.37)
r Y [Tl[pzj j| Y |:,D, P

At isentropic process, s, = s,, and from Eq. (7.37):

k'l k
In -’-’—(ﬂj 0 or &=[&) . (7.38)
D\ P, _] P P
Eqgs. (7.35) and (7.38) show that the adiabatic process without friction is in-
deed isentropic.

For a general case of a non-adiabatic process, the heat-flow equation Eq. (7.31)
can be transformed as follows considering Eqs. (7.30), (7.32) and (7.33)

q.dt = CdT = C,dT + pd -,
P

Then:

or:

C=C 4P _pyl_p, (7.39)

G -G p P
where C is heat capacity at the thermodynamic process under review. Calling:
6 _ 1,
C.-C, n-1

and from Eq. (7.39):

npdi+@=p""( wd d—1—+@]=p""d%=0,
p P p

P P p

wherefrom:
p=Ap". (7.40)

This is the equation of the polytropic process. In a general case, the numerical
values of A and n (through heat capacity C) may vary from one particle to the next
(for a non-uniform liquid). Therefore, A and n are functions of the particle’s La-
grangian coordinates X; and 7. At the transient-free motion, the flow-line coincides
with the trajectory; so, if A and n depended on X;, the pressure at a locked point of
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the flow-line (of space) would have changed with time, and the motion would be
non-stationary. Therefore, A and » at transient-free motion may only depend on L.
If the A and n parameters have the same values within the entire fluid’s vo-
lume, the polytropic process becomes barotropic.
Eqgs. (7.17), (7.30), (7.33), (7.35) and (7.40) are used to derive pressure P func-
tion. For adiabatic process, with the accuracy for the constants of integration, one
obtains:

k Lk 2 E gk op
P=——0p*'=—0p*+t =—E=CT, 7.41
1P TR P Thkoip (741

and for polytropic process:

{
n - — p
Ap" = A'p " = =. 7.42
P p 1 (7.42)
For isothermal process:

P _Po_ RT, = const, (7.43)
P Po
where p,, p, are pressure and density at temperature To; so from Egs. (7.17)
and (7.43):

p=Pojg L _Pop P (7.44)
Po Po P P

By substituting Eq. (7.41) into Eq. (7.21) and assuming IT = —gz, the following
Bernoulli integral for the adiabatic process is obtained:

2

g+ P Y _C=const, (7.45)
k-1p 2
IR
+ ®tp ¥ +—=C=const, 7.46
gzt —9p > (7.46)
z+—k—® ""+v—2‘C-const (7.47)
BT P T ’ '
vZ
gz +CPT+—2— =C =const. (7.48)

From the same Eqgs. (7.21) and (7.42) for the polytropic process:

2
h _p_+%=c=const (n#l), (7.49)

n-1lp

g2t
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n-1 2

1
gr+——Arp " +L=C=const (nzl), (7.50)
n-1 2

2
gz+—n—1Ap"" +%=C=const (n#1). (1.51)
.

And for isothermal process from Egs. (7.21) and (7.44),

2

gz+&ln£+v—=const, (7.52)
P Py 2
2
gz+—’iln£+v—=const. (7.53)
P Po

Eqgs. (7.45)—(7.51) show that the numerical values of the E, p and p values
p

under adiabatic and polytropic processes decrease with increasing velocity. Under
adiabatic process, absolute temperature T also decreases with the increase in velo-
city. Under the isothermal process, as Eqs. (7.43), (7.52) and (7.53) show, with

increasing velocity p and p decrease, and 2 temains constant.

p

4. Simple applications of Bernoulli’s integral

First it is desired to review some simple examples of applying Bernoulli
integral to the flow of ideal incompressible fluid in the gravitational field.

1. Fluid’s flow through a small hole in a vessel. Suppose Sp>> § where Spis
the area of the fluid’s free surface, and S is the area of the vessel’s hole (Fig. 7.1).
In such a case the fluid’s level change in the
vessel can be disregarded and assume that zp =
= const.

From Eq. (7.28):

2

gzo+&=gz+£+v—, (7.54)
p p 2
Fig. 7.1 where py is pressure on the free surface, z, p, v

are parameters of the stream at the exit hole. Eq. (7.54) provides the flow velocity

from the hole:
y= /2gh+2M, (1.55)
P
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where h = 79 — z. When pg = p, from Eq. (7.55) emerges a well-known Torricelli’s
equation:

v=42gh,

1. e., the outflow velocity is equal to the velocity of a heavy body falling from the
height k. As p = const on the surface of the outflow stream, following Bernoulli’s
integral, with lowering of the stream its velocity increases.

2. Velocity tube (Pitot’s tube). Suppose an axisymmetric body is submerged in
a fluid so that its axis’ direction coincides with the direction of the flow velocity
(Fig. 7.2). At the point A at a sufficient dis-
tance from the nozzle of the body B, the veloc-
ity is vu, and pressure, p4. At the point B, the
velocity is vg = 0, flow-lines branch-out. Thus,
point B is a singularity. It is acceptable to be-
lieve that at point C also quite remote from
point B the flow disturbance caused by the
tube nozzle disappeared, so ve = va, pc = pa (to
simplify the problem, the flow is considered to be horizontal).

From Eq. (7.28) for the flow-line AB:

2

p 2 p

Fig. 7.2

s

and from this:

vA=vC=\/2pB;pA =\/2”B;”C : (7.56)

This way, by measuring pressure difference p, — p. the velocity v4 can be de-

termined.
In practice, a correction factor ¢ is introduced in Eq. (7.56) considering the
flow distortion and the presence of friction. Factor ¢ is determined by calibration.
For high-quality tubes, ¢ = 0.99 to 1.02.
3. Venturi meter. As demonstrated in
Fig. 1.3, cross-sections I-I and II-II are selected
and assumed that the velocities in these cross-

. . .oy,
sections are uniformly distributed, 1. e., 5—’— =0.
X,

il
Then, it follows from Euler’s equation Eq. (7.2)
that at transient-free flow in each of these cross-
sections Vp=pg, i.e., the pressure is distri-

buted under the hydrostatic law:'

pgz+ p=const. (7.57) Fig. 7.3

! The same conclusion may be made from the Navier-Stockes equation (4.42).
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Subscript 1 is ascribed to all values related to the cross-section I-I and a sub-
script 2, to all values related to the cross-section II-II. Let’s write Bernoulli’s
integral

Eq. (7.28) for a flow-line passing along the tube’s axis:

p v 14 :
gzl+_'+_.l.=gz2+—2+2, (758)
p 2 p 2

As the velocities are distributed uniformly in the cross-sections, under the con-
tinuity equation Eq. (2.41):

V1S1 = V2S2 = Q (759)
From Eqs. (7.58) and (7.59) follows that:
(1 1 p-p
G =g(zl—22)+'Tz- (7.60)

On the other hand, from Eq. (7.57):
P8It Py =P8Y+ Py P8Iyt Py =P85 1 Py, (7.61)

where subscripts A and B relate to holes A and B.
After substituting Eq. (7.61) into Eq. (7.60):

2
sty

Eq. (7.62) shows that having measured the pressure difference p,—p, it is

gz, —25) + % ' (7.62)

possible to determine the throughput Q. In practice, a correction factor y is intro-
duced into Eq. (7.62). It accounts for a non-uniform velocity field in the cross-
sections and the friction.

5. Cauchy-Lagrange’s integral

Cauchy-Lagrange’s integral is the Bernoulli’s integral analog for the non-
stationary motion and derived based on the following assumptions:

(a) the flow is potential, v= Vo;

(b) stress of the mass forces has potential, F=VII;
(c) the process is barotropic, p = p(p).

The third assumption is based on the fact that the flow-lines under a non-
stationary motion do not coincide with trajectories. Therefore, it is not possible to
assume that p = p(L,s) and p = p (L,s) and eliminate s as it was done when deriving
Bernoulli’s integral. Thus in a general case of a non-barotropic motion it is not
possible to compute the pressure function P.
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In the above assumptions rotv =0, and Euler’s equation in the Gromeko-
Lamb format Eq. (7.63) looks as follows:

ov v?
—+V——VH VP, (7.63)
ot
where the pressure function P is computed from Eq. (7.18).
As:
av
\Y% V
o ( v)= a
Eq. (7.63) can be written in the followmg format:
op
-II+P+—|=0. 7.64
( ot 2 ) 768

As the Hamilton’s operator V includes only the space derivatives, and the
functions in Eq. (7.64) are in general case depends on time, and from Eq. (7.64):

9% _n+p + = Q). (7.65)
ot

This equation is called the Cauchy-Lagrange’s integral. Following from its de-
rivation that the function f{t) has the same format within the entire volume occu-
pied by the fluid. In the transient-free motion, Cauchy-Lagrange’s integral converts
into Bernoulli’s integral Eq. (7.27) for the barotropic potential motion.

To determine function f{z), it is necessary to know the motion at any one point
of the fluid, for instance, at the volume’s boundary.

Instead of the potential ¢, the function @ is introduced as follows:

=g+ j f(t)dt .
Then:

dp _dg
bt < 4 , Vo =Vo,
3 az+f(') o=V

and the Cauchy-Lagrange’s integral may be written as follows:
2

%—H+P+v—=0.
ot 2

For an incompressible fluid in the gravitational field:

2
9P 4 g s P i o, (7.66)
ot p 2

For an ideal gas under the iso-entropy process from Eq. (7.37):
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In many cases, it is more convenient to describe the considered motion in an
immobile coordinate system using a movable
coordinate system. Suppose beside the immobile
system Oxx2x3 a movable coordinate system
Ox’\x’x’3 exists (Fig. 7.4). Assigning numerical
values to x’; means setting the point M relative to
the movable system.

If point M’s motion relative to the immobile
coordinate system is known, then:

Fig. 7.4 xi = X1, 0% (7.67)
Then, setting numerical values of x’;:
dx, _ 9x,(x,1)
SRR oy 7.68
at at ftrans ( )

where Vv; 4ns are the projections of the transfer motion velocity vy, . From Euler’s
equation:
- *
vlrans - vO' tw*r,

where vy is the velocity of the origin 0’, @ is the instantaneous angular velocity of

rotation of the coordinate system O’x’;x’>x’3, r is the point M’s radius-vector in
this system.

In the immobile system Ox;x»x3 the velocity potential depends on x;, t — @ =
= p(x;,2). Substituting the motion law Eq. (7.67) into this equation, the result is the
potential ¢; = @lxi(x;1)] expressed through the coordinates of the mobile system.
Then:

99 _ Bq) 0@ ox;
o ot ax o’
or, by taking Eq. (7.68) into account:

op, _0¢ op

—-_— ==+ lramV =—+ trans

a o o= ot .

Now Cauchy-Lagranges integral may be presented as follows:
_ 2
aa"t’ ~Viransy — T+ P+ Y= r@. (7.69)

Assume the system O’x’ix’2x’; is moving relative to an immobile sys-
tem Ox,x2x3 at a speed vians = €1V (f) . Then, Eq. (7.69) changes into the following
format:

oy, - - v 09, Bq)
(I —M+P+—=2A_ -I1+P Vo) =
o vy +P+ 5= Bx +P+— ( )Y = ()

? A reminder: x,(x’;,f) means x;= x; (X, Xz, X3,8) , j= 1,2, 3.
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6. Thomson’s theorem

Select a line AB within the liquid and assume that all its points are moving to-
gether with the fluid, i. ., AB is a fluid line. Then equation representing the line AB

can be written as r = ;(s t) where s is a parameter
changing along the line, for instance, the length of
arc. If s = const r = r(t) which is the motion law

of any point of the liquid line AB.
The velocity circulation:

r= ﬁd?, (7.70)
AB

Fig. 7.5

is taken along AB, and computed by the derivative

T Remember, not only the velocity of the points forming the line AB but also the

appearance of the line change with time. First the time derivative of the integral is
taken along the fluid line. Using the integral definition, results:

d ¢ - d = - de -  dAr
— r=— Ji Ari = ] ——Aritep——|.
dt A_[¢’d a s 2.9 fim [dz Y a J

Ar—075 Ar—0

As Ari =5 As (where s isa singular vector of the tangential to AB, Fig. 7.5),
then:

dAri - - v
ari _ Lo 5. =2 45 7.71
dt Vs, Va, aS ( )
and:
4 j(pd?=j Par +j¢—ds (1.72)
dt AB AB

Assuming in Eq. (7.72) ¢ = v , from Eq. (7.70):

dF dv - - 1 v’
ar J-v v——ds—ABdtd +j'——d j'-—dr+ (M2 -v)  @73)

Eq. (7.73) is purely cinematic, i. e., it is valid for any motion of any fluid.
If AB is a closed contour, the second term in Eq. (7.73) is disregarded:

ar _ Fdr—j—Vpdr+;(v —v) (7.74)

dt AB AB
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When the mass force potential is present (F =VII), Eq. (7.74) changes its ap-
pearance:

ar _ LI N R
E_Aj;dl'l Aj;pdp+2(v8 v2), (1.75)

where dI1, dp are differentials taken along the arc of the AB curve.
If the curve AB is closed, and the potential of IT is a univalent function, then
following from Eq. (7.75):

dar 1
—=—d—dp. 7.76
” <jp p (1.76)

Under a barotropic process:

%dp=dP, cde:O,

and from Egq. (7.76):

a_ 0. (7.77)
dt

Eq. (7.77) is the Thomson’s theorem: in a case of ideal fluid, when the mass
force stress has a univalent potential and the process is barotropic, the circulation
along any closed fluid contour does not depend on time.

Let us pull an arbitrary surface S over a closed contour C. From the Stockes'
law Eq. (3.35):

r=—qvdr=2[wds. (1.78)
C N

Following from Eqs. (7.77) and (7.78) that if the Thomson’s theorem condi-
tions are valid, the flow of rotor does not depend on time, or:

2 Iw,,ds = I(rot;)"ds =const , (7.79)
N N

Eqgs. (7.78) and (7.79) are true for any contour C which can be continuously
drawn tight into a point, and for any surface S pulled over this contour.
Suppose at initial time ¢ = 0 there are no rotors in the entire volume occupied

by the fluid (@=0). Then, according to Eq. (7.79):

I(rot;)nds =0,

$
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and as the surface S is arbitrary, for the entire fluid volume:
(rotv), =0. (7.80)

The arbitrariness in the selection of surface S also means the arbitrariness in
the selection of the direction for the normal n. So, from Eq. (7.80):

rotv = 2w=0. (7.81)

Eq. (7.81) gives rise to the Lagrange’s theorem — on the following conditions: the
fluid is ideal; the process is barotropic; mass force stresses have potential; the ve-
locity rotor at some moment in time was equal to zero, — the motion will be vor-
tex-free at any future time.

The condition Eq. (7.81) is a condition of a potential flow (Chapter III, Sec-
tion 5). Thus in a fluid, satisfying the conditions of the Thomson’s theorem, a po-
tential flow remains potential forever if it were potential at some point in time. Si-
milarly, the reverse statement can be shown: if the motion was vertical, it remains
vertical in the future.

Lagrange’s theorem shows that the motion that emerged continuously from the
state of quiescence is potential. Remember, this is true only if Thomson’s theorem
conditions are valid. This statement is true particularly for a uniform ideal incom-
pressible fluid in the gravitational field. In a viscous fluid and also when the baro-
tropic nature is broken, the vortices (rotors) may emerge and disappear.

7. Helmholtz equation

Following is the ideal fluid motion equation in the Gromeko-Lamb format
[Eq. (7.13)] under an assumption that the mass force stress has potential, and the
process is barotropic:

_ N
P ovl-m+p+ X |-2v*m=0, (7.82)
ot 2

where VII = F , and P is a function of pressure: P = Id—p .
Yol
Applying the rot operation to Eq.(7.82) and keeping in mind that
rot(Ve)=0, rotv= 2w, results:

aa—f’ +rot(@*v) =0. (7.83)
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Projecting Eq. (7.83) on the axis Ox;:

d 0 —,.- Jd —,-. 0 d d
a—?‘+£(a}*v)g ~5 (@ = a‘? g (@) 3y e =
00 Ly, 08, 0w v 06
o Yok Tax, “ox, Vg Yo ax,
(7.84)
L L L 0w, oy,  Ov, vy | B(ul E)a)2 8@
=—1 +v,— L+ 2+3 -
o o e, TV TMax Tar Tan ) oy T oy, ax,
ov ov dv, d N
ﬁ—a)zé—i— i:d—?‘+(uld1vv—vld1vw—aﬁvl=
It is easy to check that div w =0 using a direct substitution. Besides, following
the continuity equation Eq. (7.1), divv = ———’IZ . So, Eq. (7.84) can be written as:
p d
doy _ @ dp WVv,,
d pa
or:
ld_(ul_ﬂzd_p = —ain, i
pd pd p
wherefrom:
i(ﬁj ~%y,. (7.85)
a\p) p
The Eq. (7.85) is the Helmholtz equation as projected onto the Ox, axis and its
vector format is:
1[9] = [9 * V]C : (7.86)
dt\ p P

Helmholtz equation Eq. (7.85) or (7.86) provides an opportunity to find a
change in the vortex field with time.
Eqgs. (7.83) and (7.86) are purely kinematic and it is apparent from Eq. (7.83).
Eq. (7.86) is a direct consequence of Eq. (7.84), which, considering divw = 0, takes
the following vector format:
29, wtive =(@*V).
dt
Consider a vortex line in a fluid. Now it is important to review its element

- W .. . == .
ds =&— (by definition of a vortex line, d s"a)) where € is a small constant. Lets
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denote both ends of the ds vector A and B (Fig. 7.5). Fluid’s particles (material

points) which formed ds at the time 7 form the ds' element at the time ¢ + df.
Then:
ds'=ds+vsdt —vadt. (7.87)
It is important to note the fact that Eq. (7.87) in its meaning is in agreement with
Eq. (7.71).
In accordance with Eq. (3.3) and with the definition of vector ds:

;B-;A=(d;*w;=(e§*vj;,

and Eq. (7.87) takes the format of :

ds'= Q+(£*V]§dz . (7.88)
P \P
Now take the vector of vortex ds = EQ . At the time ¢ + At it is equal to:
P
dE":eﬂ=dE+iiidz=eQ+ei[9sz. (7.89)
P dt P dt\ p

It is critical to remember that a total derivative is taken in Eq. (7.89). For this
reason, the second term of this equation (with the accuracy to the terms of higher

. .. . - w .
order of smallness) is an addition of a fluid vortex element ds=&£— for the time

period dt.
Using Helmholtz equation Eq. (7.86), Eq. (7.89) can be written as follows:

ds"'= e{-“-’ + (9 * VJGdz] . (1.90)
p \p

Vector ds' is the element of the liquid line into which the ds element will
transform over time period dr. Vector ds" is the element of the fluid line at the

time period dt + t. It can be seen from Eqgs. (7.88) and (7.90), that ds'=ds" . There-
fore, the vortex line elements always coincide with the fluid line elements from
which this vortex line is composed. Thus, if the mass force stress has potential, the
fluid is ideal and the process is barotropic (the conditions under which Helmholtz
equation is valid), the vortices move together with the fluid’s particles (the second
Helmholtz theorem).

Now consider an elementary vortex tube with the cross-section do. Its stress
is equal to wdo. During the time interval df it converts into a vortex tube with the
cross-section do'. It is proved earlier that the vortex tube consists of the same par-
ticles at all times. Therefore, from the mass conservation law:

pdods = p'do'ds'.
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Replacing ds with SQ and ds’ with 82', results:
P

wado =wdo',
meaning that the stress of the vortex tube remains unchanged in time.
Following from Helmholtz equation Eq. (7.86) that if at some moment in time

— dw o , ,
@=0, then d_(—J =0, i. e,, if there were no vortices, they cannot emerge in the
np

future.
This statement is not true for a viscous fluid.
The viscous incompressible fluid’s motion equation at u# = const is Eq. (4.42).
When the mass force potential is present, this equation can be written as:
dv_av
dt o
Applying to this equation the same procedure as to Eq. (7.82), and consider-
ing rot(A@) = A rota, the result is:
40 _ vy +£rs. (1.92)
dt P

vioo- = U=
+A?—2v*w=AH—Ap+;Av. (7.91)

Due to the presence of the additional term ﬁAZ), the vortex lines will not be
the fluid lines, and the vortices can spread from one particle to the next.

When the interruptions are small, the terms vig—w and (@*V)v in Eq. (7.92)
xi

are negligible second-order numerical values, and the equation can be written as
follows:

do_u Aw,

d p
this equation is the same as heat-conductivity equation. Therefore, under small in-
terruptions vorticity in a viscous fluid behave the same way as temperature of a
non-uniformly-heated body. Its tendency is to spread all over the heated body. The
vortex diffusion occurs.

8. Potential flow of a incompressible fluid

The Cauchy-Lagrange’s integral Eq. (7.66) for the potential flow of a uniform
incompressible fluid can be written as follows:

dp p 1 3
— I+ +—= =0. .
gy + P + 5 Vo)’ =0 (7.93)
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From the continuity equation and a condition of the flow potentiality:
divv=div(Vp) = Ap=0, (7.94)

where A is the Laplace operator.

Considering Eq. (7.94) that ¢ is a harmonic function, and Eq. (7.93), when ¢
is known, allows to find the pressure distribution. Eq. (7.93) does not impose limi-
tations on the solution of the Laplace equation. So, each potential flow of a incom-
pressible fluid has its corresponding harmonic function ¢, and any harmonic func-
tion has its corresponding potential flow of a incompressible fluid. Thus, study of
the potential motion of a uniform incompressible fluid is reduced to the study of
the Laplace equation solutions, i. €., to a search of its solutions with the assigned
boundary conditions.

Let’s review a space volume where any harmonic function is assigned. From
Gauss—Ostrogradsky theorem and Eq. (7.94):

jdiv;dv = jdiv(w:)dv = jﬁvws = Ig—fds =0. (7.95)
v 1’ 5 5

Suppose the harmonic function ¢ comes up to a maximum at the internal
point M of the volume D. Surrounding the point M with an infinitely small sur-

face S, as ¢ comes to a maximum at the point M, there must be 3—¢ <0 at the
n

points of the surface S, and Eq. (7.95) is not valid. Therefore, the function ¢ cannot
have a maximum at the internal point of the volume D. Using the same approach, it
is easy to prove that the function ¢ cannot have a minimum at the internal point of
the volume D. Thus, the harmonic function may come to a maximum or minimum
only at the volume D boundary.

Suppose the flow velocity reaches to a maximum at the internal point of the
volume and is equal to vy. The coordinate axes at this point is selected so that

o d¢

vy =—==. As ¢ is a harmonic function, —— is also a harmonic function, so it can-
ox, ox,

not reach a maximum at point M. Then within a small neighborhood of the point

M, it is possible to find such a point N where:

9| (9]
ox, ), \9% ),
2 2 2
) )
A I A 4 >(a—“’J >(a—“’J =v,.  (1.96)
N M

ox, ox
ax] N oxy N ax3 N 1 i

Eq. (7.96) shows that the flow velocity cannot reach maximum at the internal
point of a volume. Using the same approach, it is easy to prove that it cannot have a
minimum at the internal point of the volume. Thus, the potential flow velocity of a

and from here:
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incompressible fluid can come to a maximum or minimum only at the volume D
boundary.

Now it is beneficial to review some examples of the potential flow of incom-
pressible fluids.

Suppose:

¢=--‘f(—,;), =5 = 250) + (6 = X)) + (5~ X)) (7.97)
In this case:

39 _00),x-x, ¥ _00,r-3x-x)

ox, 4m o awh A i

and it follows from here that:

’

0’ 0’ o9’
e s
ox’t  dx*; Ox3
Therefore, ¢ is a harmonic function describing the flow of a incompressible
fluid.

Equipotential surfaces ¢ =const are spheres with the center at point (x 19, X20,

Ap= =0.

x30,). The flow velocity; =V is directed along the normals to these spheres, i. e.,

along the radii, which are also the flow lines. Then:
, =92 _00

Tor 4m?’

(7.98)

with r = const and v, = const.
At r 50, v, >, i. e, the center of the sphere is a singularity where infi-

nite number of flow lines intersect.
The throughflow through the surface of a sphere of an arbitrary radius is equal to:

j v,do =v, j do =am™v, = Q).
S 5

If Q(r) > 0, the flow velocities are directed away from the sphere, there is a flu-
id’s source with the intensity Q(#) in the center. If Q(f) < 0, there is a drain.

Eq. (7.98) indicates that if the source (drain) intensity changes in time, the ve-
locities in the entire fluid’s occupied volume simultaneously change. i. e., the dis-
turbances in a incompressible fluid are translated at infinitely large velocity (instan-
taneously).

Thus, Eq. (7.97) determines the velocity potential from the source (drain) in
the space.

Laplace equation is linear; thus, the function:

1 t
¢=—EZQ%)-’ e =\/(x1 _xlk)z +(x, ‘xu)z +(x3_x3k)2

is also its solution and describes the flow emerging in the presence of n sources
(drains).
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Consider some volume V) positioned outside of the moving fluid-occupied vo-
lume D. In this case the function:

XL
J.ﬁr'QdV0 J = \/(Jcl —X0) + (X, = Xy0)" + (X, = Xy)”

Vo

ool
4r
is harmonic an describes the flow in volume D from the sources with density g,
continuously distributed in volume V. Similarly, it is possible to determine poten-
tials for the surface Sy and line ), which do not belong to D:

¢=_4L m(x,,1) s, ¢=_L -‘-n(xio,t) L)
s, T 471',0 r

where m and n are distribution densities of the surficial and linear sources.

2. Suppose there is a sink at the point N(xp) and the source at the point
Ni(xp.dx;). Assume that the source’s and drain’s intensities are equal and consider
point M(x;) (Fig. 7.6) immobile. Potential at this point from the combination of the
source and drain is:

As (1 1
p= _2%+1% be(_—?} r =05 = X0) + (X, = X0)2 (3, — X30)*.(7.99)

Suppose the point N; approaches point N with no limit, and the product QAs
remains constant. Then, from Eq. (7.99):

om (11 __L”_i(lJ__ﬂ;"v(lJ
O g A A ror 47 ds\ r 4z r)

-0 . .
where s 1is a singular vector of the straight s
line connecting the points N and N;. The

value V(lj is computed at the point N(x.o),
r

and as the point M is immobile, the differen-
tiation is performed with respect to coordi-
nates x;, and:

v(lj=;k 9 (lj=zk AL
r ax, \r r r

In this case:

0
p=— == . (7.100)

Such combination of the source and drain is called dipole, the value m is called
the dipole momentum, and the axis passing through the points N and N; is called
the dipole axis.

Superposing the dipole axis with one of the coordinate axes, it is easy to show
that the function ¢ defined by Eq. (7.100) is harmonic.
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9. Flow around the sphere

Let’s review the motion of a sphere within the infinite incompressible ideal
fluid. Assume that the fluid at infinity is at rest. There is some disturbed volume
near the sphere. If the motions of both the sphere and the fluid emerged conti-
nuously from the state of rest then, under Thomson theorem, the fluid’s motion is
potential.

Now it is important to put together the conditions for the determination of
the potential of this motion. Under Eq. (7.94), A@¢=0 within the fluid. As the

fluid is at rest at infinity, V@ =0 there. From the fluid’s non-leakage condition
[Eq. (4.20)], v, =u,where u,,is the normal component of the sphere velocity u at the
points of its surface. As v=Vg, this condition acquires the following format:

P,
ou

Thus, the problem of finding the velocity potential at flowing around the
sphere is reduced to the solution of Laplace equation when a normal derivative is
established at the boundary. This is a classical Neumann’s problem.

Suppose a sphere with the radius a is in the translational motion at the veloci-
ty U. It is important to introduce a coordinate system
Ox1y1z1 rigidly attached to the sphere, and will direct
axis Ox; parallel to the velocity U (Fig. 7.7). Now, take
a dipole with the axis parallel to Ox; and place it into
the origin. Eq. (7.101) is valid in a stationary coord-
inate system at the time when the center of the sphere
r is at the origin. At any other time ¢, in the stationary

. m cosf
coordinate system @ =—

Fig. 7.7 ar (r-r)’
sphere’s center coordinate at f = fo.

» where ry is the

m cos@
=—— . 7.101
¢ ar r? ( )

At any point M of the space:
dg _ m cosé
or 2 r
and at 8 =0 (Fig. 7.7) at the point A of the sphere:
ap _ =1

ar 2m’’

and from this:

_ _Ud’cos6 _ Ud’x,
o2t T2
It is easy to see that the potential ¢ as defined by Eq. (7.102) responds to all
set conditions.

(7.102)
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Now assign a velocity to the entire system opposite to the sphere’s velocity,
i. e., —U. This motion has the potential —Ux,. The relative motion’s potential (the
sphere is quiescent, and the liquid overruns it at a velocity of —U) is obtained by
adding the potentials of the absolute and translational motion together:

3 3 3
0= —U;rj‘l —Ux, = —(1 + %)le = —U(r + 5“r—2)coso. (7.103)

Following from Eq. (7.103), the normal component of the fluid’s velocity v,
on the sphere’s surface is equal to:

a¢71j
= = =0

i. e., the immobile sphere is the surface of the flow. That is why the fluid’s veloci-
ty v, tangential to this surface is the total value of the velocity, and:

9@, 99, 3
=y =——T =—If ==Usin@. 7.104
VIV T Ty e ae e (7.104)

As this equation shows, at points A and B (Fig. 7.7) v=0, and at 8 =% (at the

r=a

equator) v=%U . Therefore, the velocity of flowing-around the sphere is 50 %

greater at the equator than the velocity of the overrunning flow.
At a transient-free motion, disregarding the mass forces, and from Bernoulli’s
integral Eq. (7.28):
U? -2
pP=Dytp T (7.105)
where py and U are pressure and velocity at infinity. Substituting the velocity value

at the equator in Eq. (7.105), results:

5
p= po—ngz

The velocities are symmetrically distributed rela-
tive the equator. Therefore, pressures are also symme-
trically distributed, and the resistance to the sphere
motion and the lift are equal to zero. This result is a
specific case of Dalamber’s paradox (see below).

The theory of a potential continuous motion of
the ideal fluid results in Dalamber’s paradox. Still, it
can be used to compute the close-to-actual velocity
distribution for flow-around bodies. This enables also
a computation of the friction forces using the theory )
of boundary layer where the viscous friction forces Fig. 7.8
appear (see Chapter XIV).

Now it is important to review the non-stationary motion of the sphere. Sup-
pose a sphere with the radius a is in the translational motion at a speed U = U(¢)
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parallel to axis Ox. For a movable coordinate system tied-in with the sphere, the
flow potential has the format of Eq. (7.102). Assuming the fluid is incompressible
and that the mass forces may be disregarded, Cauchy-Lagrange’s integral in this case is:

2
%—%U+£+L=&=const, (7.106)
or ox p 2 p
as the fluid is quiescent at infinity, the pressure is equal to po (¢; is potential in a

moving coordinate system).
From Eq. (7.102):

O _ Ud r’-3x’ 3¢ _3Ud 3¢ _3Ud
ox, 2 oy 27 e dz, 2 7r
Therefore, at points M and M, symmetric relative to the y;0z, plane (Fig. 7.8):

ool (5 ()G
991 _[92] [99) _[de) [o0) _[92] (707
[ax, wo 9% ), Aoy ), \ov), \9z), \zn),

xz,.

$0:

Vi =vi, 022] =[22] (7.108)
ox, ), \9x ",
The following hydrodynamic force will be acting on the moving sphere:
R=-[pndo, (7.109)
where o is the surface of the sphere. The area of an elementary spherical belt is:

d o =27a’sinde, (7.110)
IpocoséldO‘:Zlmzpo Icos6§inélr19=0. (7.111)

3 0

Projecting Eq. (7.109) onto Ox axis and considering Eqs. (7.109) and (7.111)
gives:

R, =27’ [(p— p,)costhinéd6 . (7.112)
0

Substituting into Eq. (7.108) the difference (p — po) from Cauchy-Lagrange’s
integral [Eq. (7.106)], and considering Eqs. (7.107) and (7.108), one obtains:

n
R, =-2m’p I[—
0
where, in integrating it is necessary to assume r = a as p is pressure at points of the
sphere.
From equation for the potential in a moving coordinate system Eq. (7.98) at
r = a and x) = rcosé:

aa—f')cosésin&i& (7.113)

op, __adU

99 6.
o 2.dr >
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Substituting this equation into Eq. (7.109), results:
dau
R, =-2m’p—— |cos’6sinBdO = - = m’p— .
' P ~ap

au . . P . .
If d_ >0, theresistance force R, is negative, i.e., it impedes the increase in ve-
t

locity U. If (il_ltj<0’ R; obstructs the drag. The ideal fluid is as if increasing the

body’s inertia.
Indeed, the sphere motion equation in the ideal fluid can be written in the fol-
lowing format:
du 2 5dU 2z du
m—=FY~"=pa’— or | m+—pa® |—=F"“
dt 3 pa dt [ 3 P dt

’

and in vacuum:
au
m—=F“,
dt

The value 27” pa’ is called the attached mass. For a sphere it is equal to a half

of the fluid mass within its volume.

For a body moving in a viscous fluid the problem in a general case cannot be
reduced to the computation of the attached masses. However, for a body with good
flow-around and moving at a high velocity, viscosity may be disregarded, and the
effect from the action of a variable velocity will be the same as in the ideal fluid.

10. Applications of the of momentum law

1. Flat immobile wall at which a jet-stream is directed (Fig. 7.9). The tran-
sient-free motion is disregarded by the mass forces. Under these conditions, the
momentum law [Eq. (2.51)] is:

[pw.d 2=~ [p,dz, (7.114)
z z

where I is a closed surface limited by cross-
sections S, Sy, S3, by the jet surface S4 and the
surface of the wall o. It is also necessary to
assume that the pressure at the jet surface is
constant (p = pg = const) and that the velocity
is uniformly distributed in the cross-sections
S1, S2, S3. Based on this and using Bernoulli’s
integral, a conclusion is that the velocity at the
jet surface is constant, and using Euler’s equa-
tions, the pressure in cross-sections Sj, Sz, S3is
also constant and is equal to p = po.
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For an incompressible ideal fluid p = const, and ;n =—pn, where n is a nor-
mal to the surface Z; thus Eq. (7.114) can be written as follows:

p [w,dZ==[(p~ pondz (7.115)
z z

because for a closed surface X, under Gauss—Ostrogradsky theorem:
[pondz =0
z

As p# p, only at the points of the surface o, considering Eq. (7.115) gives:

pj”wndz=—j(p—p0)2da=—?= Fn, (7.116)
z o

where F is the force at which the jet is acting on the wall. Because the fluid is
ideal, this force is perpendicular to the wall.

Project Eq. (7.116) onto the axis Ox, which is perpendicular to the wall. Re-
member that v» = 0 S4 and &, v« =0 on Sz and S3, and on Siv» = —vy = constant, =
= v, =vgsina, where a is the angle between the wall and the jet direction. In this case:

F=p jvozsinadS =pv,’Ssinc.
St

As the force F emerges due to change in momentum of the jet, i. e., due to a
rotation of the velocity vector, the cross-sections S,, S3 should be selected where
the jet surface and, therefore, its velocity, become parallel to the wall.

2. Horizontal segment of the tube bent at 90° (the “knee”) where a liquid (or
gas) is flowing (Fig. 7.10); Assume the motion is tran-
sient-free and using the law of variation in momentum
[Eq. (2.58)] in the following format:

0, =" —v“®)=G+P+R  (7.117)

where R=N+T is the force with which the knee is
acting upon the liquid.

Assuming ;n = —pr_z and projecting Eq. (7.117)
Fig.7.10 onto axes Ox and Qy, and considering Eq. (2.54) gives:
0, = (vh(""‘g) - le(""‘g))= P.+R.=-p,S,+R,,
(7.118)
0 = (vzy(am _vly(uvg))=§y +Ry=-p,5, + R,.

(avg) _ _
ly -

v, =9, v, (¥ =0. Then, the Eq. (7.118) takes the following format:
Fx = —Ex = —vaz(avg) - pzSz f

In the cross-section Sy, v,,“’* =0, v In the cross-section Sz,
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-F—,. = —Ey = —val(avg) - plSl )
where F,, F, are components of the force with which the liquid acts upon the knee.

Note that due to the presence of a term T, this conclusion is valid also for a
viscous medium.

3. Infinitely-long tube filled-up with an ideal liquid. Suppose a body is moving

within the tube at a constant velocity v (Fig. 7.11). Assuming the hypothesis that

far behind the body and far ahead of it the liquid

S, is not disturbed, i. e., its velocity is equal to zero.

. Reversing the problem by attributing the veloci-

v, -
S, C)‘—O' S, ty —voto the entire system, in such a case, the
body is immobile, the velocity at infinity behind

Fig. 7.11 and ahead of the body is —vo, and the flow is
transient-free.
Due to the law of variation in momentum [Eq. (2.44)], disregarding the mass
forces, results:

Ip;v,,dS =(p.ds. (1.119)
S S

The body under consideration is within the flow-tube limited by cross-sections
S) and S, (with §; = §5) and the side surface S3. Thus, the closed surface bounding
the liquid is:

S =35+ 82 + §3 + o where o is the surface of the body.

Now it is important to review the distribution of the velocity’s normal compo-
nent v, on the S surface. On §3, v, = 0 by definition of the flow-tube. On o, v, = 0
from the condition of impermeability of the body’s surface. In the section S; far
ahead of the body, v, = vo. In the section S; far beyond the body, v, = —v,. Besides,

in the sections S; and S;, v= —vo. Then:

[pw,ds =~ [pvovds + [pwds . (7.120)
s, S,

S
The liquid by definition is ideal, so ;n =— p; , and:

p,dS =- ijds—ijds—ijds—E, (7.121)
N N S 83

where R = ‘[ pndc is the force with which the flow acts upon the body.

Suppose either the liquid is incompressible or the process is adiabatic. As the ve-
locities in the cross-sections S; and S, are of equal numerical value, then following
Bernoulli’s integral Eq. (7.28) or from Eqs. (7.46) and (7.47), p1 = p2= po, 1 = p2= po,
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where pi, p2, p1, p2 are pressures and densities in cross-sections S; and S;. Under these
conditions and from Eq. (7.120):

[pw,ds =0,

S
and from Egs. (7.119) and (7.121):
R= J'pEds, (7.122)
SJ

because S| = S, and the normals on these surfaces are oppositely directed.

The normal on the surface S3 is perpendicular to the direction of velocity Vo.

So, by projecting Eq. (7.122) onto the direction of the velocity, results:
R=0

Thus, if: a body of arbitrary shape is moving within a liquid at a constant ve-
locity, the liquid is ideal and does not have a free surface, it is incompressible, and
the process is adiabatic; the motion of the liquid is continuous, the liquid at infinity
behind and in front of the body is not disturbed — then the resistance to the body
motion is equal to zero. This statement is the Dalamber’s paradox.

The paradox appears to suggest that far in front of and far behind the body the
liquid is quiescent, that the liquid is ideal and its flow os continuous. In real life, these
conditions are not maintained, so the Dalamber’s paradox is not observed.
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CHAPTER VIII

PARALLEL-PLANE FLOWS OF IDEAL
INCOMPRESSIBLE FLUID

1. Complex-valued potential of flow

The flow whose parameters are the same in parallel planes, i. e., depends only
on the two spatial coordinates and time, is called parallel-plane flow. Such a flow is
usually considered in the xOy plane. Each line drawn in this plane is actually a di-
rectrix of a cylindrical surface with the generatrix perpendicular to the xOy plane.
All numerical values of the fluid’s throughflow, of forces attached to the bodies,
are related to the unit height of the corresponding cylindrical surfaces.

Taking a parallel-plane flow of a incompressible fluid, based on the continuity
equation Eq. (2.25):

ov

div;=%+a—;=0. 8.1

Suppose:

b=, oW (8.2)

v
Y o

Function ¥ = ¥(x,y,?) is in accordance with the continuity equation Eq. (8.1),
and:'

oy =Y 0 +% ay =y dy—v.dx. (8.3)
ox dy Y
Function ¥= y(x,y,f) is called the flow function. At dy=0 and from
Eq. (8.3):

===, (8.4)

! Time 1 is considered as a parameter here.
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As can be seen from Eq. (7.122), Eq. (8.4) is the equation of the flow-lines at
which ¥ = const.

Taking the flow-lines ¥(x,y) = @ and (x,y) = ¥ (Fig. 8.1) the throughflow Q
over the line S is equal to:

0= F * nds = J.[vx cos(n, x)dx + v, cos(n, y)]dS .
N N

V=
S V=¥,
Fig. 8.1

As cos(n,x) = %, cos(n,y) = %, then, under Eq. (8.3):
Q= J.vydx_vxdy=J.dW=y/l _WO’ (85)
N N

i.e., the difference y,—y, is the fluid throughflow between the flow-lines
W, =const and ¥, = const.

At a potential flow:

v =8_(o v =%. (8.6)

Following Egs. (8.2) and (8.6), at a potential flow:

99 _dy dp_ oy
ox ox 9y ox ®7)

The Eq. (8.7) ratios are Cauchy-Riemann conditions. If they are valid, the
function of a complex variable z:

W) =@x,y)+iy(x,y), z=x+iy (8.8)

is an analytical function. The function W(z) is called a complex potential.
From the continuity equation Egs. (8.1), (8.6) ratios and the Cauchy-Riemann
conditions Eq. (8.7), A¢=0, Ay =0, i.e., both the velocity potential and the flow

function are harmonic functions.
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The relations:
@(x,y)=const, ¥(x,y)=const
are, respectively, equations of equipotential lines and flow-lines. From Egs. (8.2)
and (8.6):
203y, 03w _
Ox ox OJy dy
i. e., the vectors V¢ and V i are mutually perpendicular. Therefore, the equipoten-

tial lines and flow-lines form a family of mutually orthogonal lines.
By differentiating a complex potential Eq. (8.7) and considering Egs. (8.2) and
(8.7)2, results:

VoVy = -vyv, +v, =0,

oW d¢ .dy , i
B e T ¢
and from this:
dw dw
— 1=y, =~ =9, 8.10
X v, arg X (8.10)

where @ is the angle between the velocity direction and Ox axis.
Thus, the modulus of the complex potential’s de-

rivative is equal to the numerical value of the velocity, Y

and the argument is equal to the velocity argument 7
with the opposite sign. In other words, the derivative —16 :
of a complex potential is the value of the complex- '

conjugate with the flow velocity (Fig. 8.2). 0 :

So, it is possible to construct a complex potential
for a parallel-plane potential flow that represent an
analytical function. Conversely, any analytical func-
tion has corresponding parallel-plane potential flow of
an ideal incompressible fluid. So, the entire apparatus
of the analytical function theory may be used to study such flows.

~

/

dw
dz
Fig. 8.2

2. Examples of parallel-plane potential flows

First it is critical to examine the simplest analytical function of complex vari-
ables and the corresponding flows.

1. W()=(a+ib)z=(a+ib)(x+iy)=¢+iy, a>0, b>0.

From Egs. (8.8), (8.9) and (8.10):

]

; b
@=ax-by, y=bx+ay, ﬂ=a+ib=ve_', argﬂ=arctg—=—0,
dz dz a

v=va®+b*.

2 Sic in the original
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Flow-lines i =const and equipotentials ¢ = const form a family of mutually
orthogonal curves. The complex potential W describes the motion at a veloctiy di-

rected at angle 8= arctgé to the axis Ox (Fig. 8.3).
a

2.W(@)=2"=(x+iy)’ =p+iy.
In this case:

p=x"-y', y=2x, %=22=2(x+iy)ve'ig,

ng&[:mctgl:— , v=va’ +b*.
2 x

The flow-lines ¥ = const are equilateral hyperboles with the asymptotes x = 0,

y = 0; the equipotentials are equilateral hyperboles with the asymptotes x = y, y = —x.
At the point of origin, flow-lines x = 0, y = 0 intersect, i. e., the origin is a singularity
where v = 0.

As in the ideal fluid flow the flow-lines may be replaced with hard walls, the
complex potential may be interpreted as the flow-around of a direct angle (Fig. 8.4).

y = const
~
~ .
AV L0,
y \ v Tl g .,
NN ~Loiid- Ry S
SO\ - +" L Q=const
A ~ A
(Y ~ - 4
I ~44-%7 S
NN ;S
/
N
v o !
H
x
I TN
g N
r, <N
’ At \
/ - ~ \
5, \
S, - ~ .
‘ . -~ AN
. - - NG
v e Sl v Y
ra [ ~ 0 A
0 ’ e AN
. ~
Fig. 8.3 Fig. 8.4

3. W(z)=2z", where n is any real number. From the De Moivre’s relationship:

n ina

" =r"e"* =r"(cosna +isinna) ,
where from:

@=r"cosnna, Y =tsinna,
dW _ n-l
dz '
. kx . .
Suppose i =r"sinna=0.As r#0, thena=—, where ks an integer, and
n

the flow-lines are straight lines passing through the origin, which is a singularity.
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At y =const #0 results the flow-lines within the angle . This flow (Fig. 8.5)
may be interpreted as the flow-around of an angle o = z. Fig. 8.3 reflects a case
n

with n = 3. y
The flow corresponding to the function

Y =const

W (z) = z" can be considered for any n 2 % If

it is a flow in the entire plane, the condition

kx = 2x should be realized. Otherwise points

n
exist within the fluid where the velocity is
multivalued, which is a physical impossibility.
Such points may exist only at the volume’s boundary.

Considering a case with n = % Then:

E—zﬂ' ﬂ].—_l — 1 e—i%
n T dr 2z 2y

At point P, of the Ox axis (Fig. 8.6), =0, =0, v= #, i. e., the veloci-
r

ty is directed along the Ox axis. At r =0, v —oojat r 500, v —0. At the point
Py aa=2rm, 6=r, and the velocity is directed along the Ox axis but in the oppo-

site direction. The velocity undergoes a disruption along the Ox axis: its modulus is
maintained but its direction changes to the opposite. The flow represents a flow
around an infinitely-thin plate (Fig. 8.6).

6=2.

Fig. 8.6 Fig. 8.7

4. W(z)= Llnz =Lln(rei”) =L(lnr+ia) =p+iy.
2r 2r 2r

Therefore:

r r daw T I . r
¢o=—TInr, y=—a, —=—=—€"% v=—m1! f=a.
27 2 dz 2m 2mr 2nr
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The flow-lines = const (Fig. 8.7) are straight lines passing through the ori-
gin, the equipotentials ¢ = const are circles with the center at the origin. The origin
is a singularity. At r 50, v—woo; at r >0, v— 0. The throughflow through

a circle with radius 7 = const (as well as through any closed curve passing through
the origin) is Q =2mv=T". At I' >0, there is a source at the origin, atI <0, there
is a drain.
5. W)= L_lnz =Llnre"’ =L(a—ilnr) =@+iy.
27 27 2
Then:

I'x I dW _ T _ T i) r 3
=—, Y=——Inr, —=—-= e , V=——, 9=a+5.

27: o d 2z 2m 2

The flow-lines i = const are circles with the center at the origin, the equipo-
tentials @ = const are straight lines passing through the origin. Compared with

Fig. 8.7, the flow-lines and equipotentials switched places. As 1_W(z) = W(z)e_T,
i
and the flow-lines and equipotentials are mutually orthogonal, the flow-lines for
the flow W(z) always turn into equipotentials for the flow l_W(z) , and the equipo-
i

tentials, into the flow-lines.
The circulation along the flow-line r = const is:

J.vdr = 2jvrdgo = 2717‘2—1;; =T,

i. e., there is a vortex at the origin with vorticity I'.

2 27 2 .
-m- —-m'z m(x-—i .
6w T )
Z 2z xX+y
In this case:
2 2 2 2 2
m°x m aw m m m
Q= 3 T W= > yz’ =__=+—Te(2a+;7)’ v=—r, 9=2a+r.
X' +y X +y dz z r r

Assuming @ = % V= L , results:

1

X +y +2Cm*y=0, x*+y*-2Cm’x=0.

Thus, the flow-lines are circles with the centers at the Oy axis and radii
R =]Clm2; the equipotentials are circles with the centers at the Qx axis and radii
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R=|C,[m2 (Fig. 8.8). The Ox axis is also a flow-line ¢=0. In this example, the

function W = m*z "' is a complex potential of a flat dipole with the axis Ox.
Combining the described simple cases, it is possible to y
derive more complex flows.
Let’s review a combination of the translational motion
parallel to the axis Ox, the dipole and vortex, i. e., the fol-
lowing equation:

2 X
w =—V[z+R—]+Llnz=

27
¢ ' 8.11)

« R r
=—V(re"’ +—e"“]+—-j(ln r+iq)
r 27

Fig. 8.8
Obviously, the translational motion velocity is equal to —V, the dipole momen-

tum is equal to m’>=-VR?, and the circulation is equal to I'. According to

Eq. (8.11):

2 2
= r+R— V cosox +H, v=- r—R— Vsino —Llnr, 8.12)
2z r 2z

r

2 2 —i a+£
T e [ D
r

dz 2 ) 2mz 27

Following Eq. (8.12) thatat r = R, y = ——zr—lnr = const, i. e., the circle of the
n
radius R with the center at the origin is a flow-line. From Eq.(8.13),

[(Z—W) =-V . Thus, the complex potential Eq. (8.11) describes a flow-around of
7 )i

the circle (a cylinder with the axis perpendicular to the xOy plane) by a flow whose
velocity at infinity is —V (Fig. 8.9).
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According to Eq. (8.13), the squared velocity v at the circle points r = R is
equal to:
e 2
vi= 4w daw =(2vsina+L) .
dz dz ) _, 2nr

As the velocity induced by the circulation (9= a+—72£) is directed counter

clockwise, then in the upper half-plane:
r
=-ysing—-— (< 7), 8.14
Y 2mr ( ) )
and in the lower half-plane:
v = 2vsine + 0 (a>nr). (8.15)
2mr

At a no-circulation flow-around, the velocity at the points A (¢ =0) and B
(a = m) is equal to zero, and these points are singularities. At I'#0 the velocity at
these points is different from zero. As can be seen from Eqgs. (8.14) and (8.15), the
maximum value of the velocity modulus is reached at the point D and is:

b=2V + .
2mr

The position of the critical points M and N as follows from Eq. (8.14) is de-
termined from the condition:

2Vsin a* =—r— or sina*=— , sing*>-1. (8.16)
2R
At T'=42VR, the points M and N coincide with the point C. As I' further in-
creases, the critical point leaves the circle.
At the potential flow of a incompressible fluid, the Cauchy-Lagrange’s
integral Eq. (7.65) looks as follows:

2
-a-f—l'l+1+v—=f(t). (8.17)
ot p 2

If T =T4(), then, as follows from Eq. (8.12), a term zi%rt— enters Eq. (8.17).
V4

Therefore, at I' = I'(¢) pressure is no longer a univalent function of the coordinates

(r,a), which is physically impossible. Therefore, the potential flow-around is only
possible at T" = const.

At V = const, %—?=0, and the pressure in the flow is calculated using the
flow velocity and conditions at infinity (or any other conditions allowing for the
determination of the constant in Bernoulli’s integral). As it can be seen from Egs.
(8.14) and (8.15), the velocity above the cylinder is higher than below it. As a
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result, pressure above the cylinder is lower than below it. Due to this, lift is generated
during a circulation flow-around of a cylinder. The resistance is absent as the flow
is symmetrical relative the Oy axis.

Thus, for a circulation flow-around of a cylinder the ideal fluid’s model allows
for the computation of lift operating on the cylinder (and not necessarily only the
cylinder). Experiments show that it may be done with a high accuracy.

3. Conformous reflection of flows

Let’s take complex variable function ¢ = F(z). Using this function, each point
in a complex plane z is associated with a point in a complex plane {. Thus, function
¢ = F(z) can be viewed as a reflection of some area D in the plane z onto some area
D in the plane { (Fig. 8.10).

A reflection where the angles between curves at the points of their intersection
are preserved and infinitely small elements are transformed in a conformous way is
called conformal. In order for the
function F(z) to realize a conformal
reflection of the plane D, it is neces-
sary and sufficient for it to be biuni-
que, analytical, and for the derivative
F'(z) to be different from zero and
from infinity in the plane D. The im-
portance of conformal reflections for
the hydromechanics is in that if
complex potentials of simple flows
are known, then it is possible using these reflections to construct the complex po-
tentials of more complex flows.

Suppose a flow with the complex potential W = W(z) is given in the plane z.
As at the conformal reflection the function { = & + iy = F(z) must be biunique, it is
always possible to find a function z = fi{). Then:

W) =9x,y)+iy(x,y) =W N =W*()=p&m+iwp(.n).(8.18)

Following from Eq. (8.18) that at ¢(x,y) = const and ¢ = @(£,77) = const and
at y(x,y) =const, y(£,1) = const. Thus, the equipotentials and flow-lines in the

plane z turn, correspondingly, into equipotentials and flow-lines in the plane(.
(Fig. 8.10).
Now it is important to review the following equation:

W(z)= I‘fj—v:dz =_[(vx —iv,)(dx +idy) = J-vdx+vdy+i.[vxdy—vydx. (8.19)
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According to Egs. (3.39), (8.3), (8.5) and (8.6):
[v.dx+v,dy=[dp=T, [v,dy-vdx=0,

1. e., the real part of the Eq. (8.19) integral is the velocity circulation along the
curve, and the imaginary part is the liquid throughflow through this curve and:

W(z)= j‘;—v:dz T+iQ. (8.20)
Replacing the variables z = f({) in Eq. (8.19), results:
W =W )= [T 5 de= [Gpdcrio.  san

Eqgs. (8.20) and (8.21) show that the velocity circulation along any line on the z
plane and along the velocity circulation along the corresponding line in the £ plane
coincide.

Establish association between the flow velocities at corresponding points of
the planes z and £’. From (8.9):

AW, eio AW G _dW b, (8.22)

e
dz ¢ d¢ dz ~ d¢

where v,, 8, are velocity’s modulus and argument in the plane z. As:

aw _ v,e %
¢ ¢
v, = v;|F'(z), 0, =6, —argF'(z). (8.23)

Eq. (8.23) provides a connection between the flow velocities in planes z
and £. From the condition F'(z) # 0 and F'(z) # oo, the critical points at conformal
formal transformation convert to the critical points, and no new critical points may
emerge.

The W = W(z) correlation can be considered as a reflection of the area D in the
plane z into the area D* in the W plane (Fig. 8.11). The function W(z) is analytical

so wherever d—W;tO and aw #oo,
dz dz

this reflection is conformal. The flow-
lines { = const in the plane W are
straight lines parallel to the Oy axis.

(7] Therefore, W = W(z) is a reflection of
the flow in the plane z onto the
straight-linear translational motion in
the plane W.
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Suppose there is a flow-line y = const with the corner points A and B in the
y @ v @ plane z (Fig. 8.12). Suppose W(z) is the
complex potential of this flow. All
straight lines in the plane W will turn into
y Y, 5 flow-lines, i. e., the conformity will be
broken at points A and B.
It is demonstrated in Example 3 that
Fig. 8.12 the complex potential:

W-Wo=(z-2)" (8.24)

. o T . .
is describing a flow-around of the angle o =— with the apex at the point z = z,.
n

Atpoint A, a<nx, n>1, and at point B, @ >z, n<1. Then, from Eq. (8.24),
aw

aw . .
e =0 atz=2z4, and o =oo at 7= zp, 1. €., at flow-around of the incurrent angle
z z

v =0, and at flow-around of the pointed end, v =<
It follows from the Cauchy-Lagrange’s integral that at v=c0 p =—co. There-

fore, potential flow-around the pointed end is physically impossible.

4. Zhukovsky’s transform

Take a complex potential:
RZ
W=k[z+—J=¢+iy/, (8.25)
r

describing a symmetric flow-around the cylinder with the radius R (Fig. 8.13).
The flow area is the entire plane z external with respect to the cylinder. Now it is
important to find the corresponding area in the plane W.

The flow-lines y = const in the plane W are straight lines. From Eq. (8.25):

2 2
Q= k[z +R—]COSB, V= k(z —R—Jsinﬁ.
r

r

A circle with the radius R and the center at the origin, and the half-segments
[R<x<) and (- oo < x<—R] correspond to the flow-line i =0 in the plane z.
The points A;, B; on the axis § =0 with the coordinates @, = -2kR, @5 = 2kR in
the plane W correspond to the points A and B with the coordinates z4 = -R, z3 = R
(Fig. 8.13). '

For the point C with the coordinates zc = Re'®, we have: y =0, ¢ = 2kRcos#,
i. e., the point C in reflected on the W plane into the inside of segment [-2kR, 2kR].
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Fig. 8.13

Thus, Eq. (8.25) is the reflection of the plane z onto the plane W at which the
cylinder’s external appearance is reflected onto the external appearance of the one-
dimensional simplex AB), and the flow-around the cylinder is transformed into the
flow-around the one-dimensional simplex A, B;.

At z = =R, the derivative:

turns into zero, i. €., the reflection’s conformance is disrupted at points A and B.
An infinitely remote point in the plane z turns into an infinitely remote point in the

plane W. The direction of the velocity at infinity is maintained as (dd—w) =k, and
2 Jew
k> 01is a real number.
The transformation such as (8.25) is called the Zhukovsky’s transform.
Suppose there is in the plane z a circle with the center at the origin and the ra-
dius 7 > R. Then z = re'®, and under Eq. (8.25):

2 2
¢)=k(r+R—Jcos¢9, l//=k(r—R—Jsim9, (8.26)

r r
i. e., the Zhukovsky’s transform reflects the external appearance of the circle in the
plane z onto the external appearance of an ellipse in the plane W, with the points A,
and B; being the ellipse’s foci. Eq. (8.26) are parametric equations of the ellipse

2 2
with the half-axes a=k(r+£j, b=k(r—£] and the foci at the points
r r

@=12kR.

It may be shown that the circle with the center at the point (x,0) has a corres-
ponding symmetric winged profile Cin the plane W (Zhukovsky’s rudder); the cir-
cle with the center at the point (0,y) has a corresponding arc of the circle; the circle
with the center at the point (x,y) has a corresponding asymmetric winged profile G
(Zhukovsky’s profile) (Fig. 8.14). The angle at the back-edge of the Zhukovsky’s
profiles is 27, which is their distinctive feature.
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5. Flow-around of an arbitrary profile

Suppose a contour C is given in a complex plane £ It is required to construct
its potential flow-around so that at infinity the motion would be translational at
a velocity V, directed at the angle a to axis 0. The angle a is called the incidence
angle (Fig. 8.15).

v @ n @
.-—\C
v 727N
< 7
G
_%dx\} 7 ’
Fig. 8.14 Fig. 8.15

To solve this problem, it is necessary to find a complex potential W({) =
=p(&n)+iyé ). Consider, together with the plane ¢ the plane z of a complex
varible and a circle with the radius R in
the plane z (Fig.8.16). Function { =F (z) y . @
gives a reflection of the external ap-
pearance of the circle S onto the exter-
nal appearance of the profile C so that
a point z= oo has a corresponding
point { =c, and the derivative

K
(fz.‘gj =kis real and positive. Under z ] X
). \v\\_/ "'\K
these conditions, the function { = F(z) S v,
exists for any contour C and is unique- Fig. 8.16

ly determined.

Suppose the function = F(z) is given. As the contour C is a flow-line, the
circle § is also a flow-line. According to Egs. (8.20) and (8.21), the circulation I'in
the planes z and ¢ has the same value.

From Eqgs. (8.22) and (8.23):

LA
dg

aw
dz

¢

_|9W] d¢]
dz

= , V. =kV,.
L |d¢ o

oo

oo oo
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Because, by proviso, k is a real number and & > 0, then:

7 o 7
& dz w—arg ac|)

Therefore, at infinity the velocity V, has the same angle a with the axis Ox.

Now select a coordinate system x’0y’ so that its origin coincides with the cen-
ter of the circle S, and the axis Ox’ is parallel to the velocity V.. The, Eq. (8.11) for
a circulation flow-around the circle S:

2
W)= —Vz[z'+R—J + Lln z.
) 2m
The function W(z’) describes the flow-around in the coordinate system x’0y’.
Stepping from z’ to z by turning the coordinate system at the angle a, results
in a complex potential W(z).
As the function {'= F(z) is biunique, the function z = f{{) can be found:

W(z) = W(f(z)) = W’(&),

i. e., if the complex potential W(z) and the function {'= F(z) are known, complex
potential of the flow-around of the contour C can be constructed.

Suppose the flow-around contour C has the angle point K (Fig. 8.15). The
point K, on the circle S corresponds to this point (Fig. 8.16). As the angle at the
point K equals 7z, and at the point K is greater than 7z, the reflection conformity at
point X is disrupted, and at that point {* = F’(z) = 0.

Under Eq. (8.22), velocity modulus at any point of the profile C is:

‘dW law], 1

E_d—z F'(2)’

*

which shows that at (Z—W # 0, the velocity at point K turns into infinity. It is demon-
z

strated above that it is typical of a pointed end and is physically impossible. If so,

.. dw . . . . .
the condition 7— =0 must be realized at point K|, i.e., the point K; must be a crit-
Z

ical point.
By selecting the circulation T, it is possible to make any point of the circle S

. " . . oo dW ) .
into a critical point, and to make it so that the condition 7—=0 is realized at
Z

this point. This requirement was formulated in the Chaplygin—Zhukovsky post-
ulate: a circulation must be defined so that the velocity at an angle point K has a
finite value.
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As can be seen from Eq. (8.16), critical points at the circulating flow-around
of a circle are located in such a way that their contracting bisectant is parallel to V,
(Fig. 8.17) and:

I =47RV,[sina¥ = 4R Vk(sin(a + 7)) . (8.27)

The values k, R, ¥ are constants determined by the selected circle and by the
conform reﬂectlon The incidence angle o and the velocity at infinity V,can be as-
signed arbitrarily®, and the circulation I' is determined from Eq. (8.27).

6. Forces acting on a profile under the stationary flow-around

Suppose there is a contour C in the plane z (Fig. 8.18). The contour is being
flowed-around by the fluid’s flow. The complex potential of the flow
W{(z)=¢+iw 1s known. The pressure acting on the contour C, under Bernoulli’s

integral Eq. (7.28), disregarding the mass forces, is:
2

o
P 2
where py is pressure at v = 0.
As:
) dw dw
= + =
vi=(, —iv,)(v, +iv,) .
then:
p dW dW
=p,~=——. 8.28
Po™y e (628

The elementary force with the following projections acts on the element of the
contour dz:

dX = —pdy, dY = pdx

(the contour C pass-around occurs counterclockwise, and the pressure is directed in
the inside of the contour). Then, taking Eq. (8.28) into account, results:

- aw
dX —idY = —ip(dx — idy) = —ipd 2 =] p, -2V 7 8.29)
2 dz dz
Integrating Eq. (8.29) with respect to the closed contour C, gives:
X —iY =— ip IdW dW (8.30)
dz dz

3 There is certain value of the incidence angle beyond which the flow-around breaks-down. So, the incidence
angle must be assigned so that this critical value is not exceeded.
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For a transformation of Eq. (8.30):
aw -

-zi?dz =vdx+ vydy + i(vydx -vdy),and
dw .
Zdz =vdx+vdy +i(v,dx—v.dy).

The flow-around contour C is a flow-line. As is known, along the flow-line
v dy—v.dx = 0. So, along the contour C:

dW - aw
—dz=——dz. 8.31
dz ¢ dz ‘ ®3D
So, Eq. (8.30) can be presented in the following format:
2
X -iy =i® j'(—dl) dz. (8.32)
2.\ dz

This equation is the first Chaplygin’s equation.
The elementary momentum of a force relative to the origin (Fig. 8.18) is given
by the following equation:
dM = xdY — ydX = Reiz(dX - idY),

wherefrom, in consideration of Eqs.(8.29) and (8.31), and upon integrating along
the closed contour C, gives:

p aw'y’
M ==—R — | dz. 8.33
2 eCJ.z( dz) ¢ ( )

In order to be able to compute the integrals in Eqs. (8.32) and (8.33), it is ne-

N . dw NP L
cessary to keep in mind that the function e near an infinitely remote point is a
Z

univalent analytical function, so it may be expanded into a Laurent’s series, and as
at z =ooit has a finite value, the expansion looks as follows:
aw ¢ C

——=C,+=+ 22+ 8.34)
dz 0 (

() .
dz J,_.

On the other hand, under Eq. (8.9):

(d_w) = Vze_m s
dz J,_.

Assuming z =oo:
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where V, is modulus of the flow velocity at infinity; therefore:

Co=V,e™. (8.35)
Under theorem of residues, integrals along the closed contour are:
E =2, E =0, n>1.
c z c Z

Therefore, from Egs. (8.34) and (8.20):

f—dz =24C, =T'+iQ.

The throughflow of a incompressible fluid through a closed contour in the ab-
sence of sources is equal to zero. Therefore:

r
C =—. 8.36
Yo (8.0

By squaring Eq. (8.34):
(dwj =C, +2 l+(C +2CC)
dz

or, including Eqs. (8.35) and (8.36):

2
(dW] Vze_2'9+LV e’i9+[— T =+V, 2e_"g]—lz—ﬁ... 8.37)
4r z

dz : mz ¢

Substituting Eq. (8.37) into Eq. (8.32) and integrating along the closed con-
tour C, gives:

X-iY=ipl'Ve™ |
or:
) ) ” i(9+%)
X-iY=-ipl'Ve ™ =pI'Ve . (8.38)

This equation is an expression of Zhukovsky theorem: the resultant of pressure
forces is equal to the product of density p, circulation I" and velocity of the over-
running flow V;, and is aimed at direct angle to this velocity. Thus:

=[X+iY|=pr'V, (8.39)

is called lift.
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At the continuous flow-around, the circulation in Egs. (8.38) and (8.39) is de-
termined from Eq. (8.27).

After the substitution of the Eq. (8.37) series into Eq. (8.33) and transforma-
tions, results:

M = 27p Re(iC,V.e™), (8.40)

and this is the equation of the lift momentum relative the origin.

Eqgs. (8.38) and (8.40) show that in order to compute the lift and its momentum
it is sufficient to know V,, I'and C,, i. e., it is sufficient to know three first terms
of the expansion Eq. (8.34).

It is important to note that at the circulation flow-around the contour, i. e., at
I'# 0, the model of an ideal fluid allows for the lift computation, and the results are
well supported by experiments. AtT" = 0 and P = 0, the Dalamber’s paradox occurs.
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CHAPTER IX

FLOW OF VISCOUS INCOMPRESSIBLE
FLUID IN PRISMATIC TUBES

It is well known that there are two fluid flow regimes. First fundamental stu-
dies of the issue have been published by a German scientist G. Gagen in 1839 and
1854. He showed that as water flows within the tubes, there is a regime when lig-
uid’s particles move parallel to the tube’s wall, i. e., the liquid is moving in im-
miscible layers. Under the other regime, the liquid’s particles mix in a direction
across the tube’s axis. Later on, these regimes have been named, respectively, lami-
nar and turbulent.

The laminar flow is such that the trajectories of fluid’s particles are smooth
curves. The shape of these curves is defined by the geometry of the flow area. In
particular flow in prismatic tubes, the trajectories are straight lines parallel to the
tube’s generatrix. Thus, at laminar fluid flow in prismatic tubes the vector of the
velocity must be parallel to the tube’s axis.

The condition for a laminar flow has been defined by O. Reynolds in 1883.
The laminar regime takes place if the Reynolds number “Re” satisfies the following
condition:

Re= il < Regrit

where w is the characteristic velocity of a flow, [ is the characteristic size, # is dy-

namic viscosity of fluid, and Re.s is the critical Reynolds number. The numeric
value of Re.; is greatly dependent on the geometry of the flow area.

1. Equations descring straight-line motion of a viscous
incompressible fluid in prismatic tubes

General equation of isothermal motion of a viscous noncompressible fluid is:
p%:pf—Vp+/1A;,div;=0. ©.1)

Introducing a coordinate system Oxyz and directing the 0z axis along the axis of
prismatic tube (Fig. 9.1) and assuming that the flow velocity vector is parallel to
the tube’s axis, 1. e.,

ve=v,=0,v,=u, v=ku, 9.2)
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where k is the singular vector of the 0z axis. Following the continuity equation
Eq. (9.1) and from Eq. (9.2):
ou

—=0, u=u(x,y,t).
% (x,¥,1)

So, for a viscous noncompressible fluid in prismatic tubes:
dv _ov av ov ov_ov_—du
— =ty —+V,—tV, —=—=k—,
d ot ox dy 0z ot ot
and the motion equation can be presented in the follow-
X ing format:

A
Epa—“ =pF —Vp+kuAv. 9.3)
7y ot
Please note that there are no convective terms in
Eq. (9.3) resulting in linear simplified equation. Projec-
ting Eq. (9.3) onto the coordinate axes results:
op _op ou

op
F = F =—, =—=pF - =X . 94
PE =30 PF, 3 p=a =P az“’A“ 9.4)

Assuming f=§=const, the two first equations in Eq. (9.4) coincide with

Fig. 9.1

Eq. (6.2). Therefore, the hydrostatic pressure distribution lies on the plane x0Oy per-
pendicular to the tube’s axis.
As u = u(x,y,t), and following from the last equation of Eq. (9.4) :

% e

It can be seen from the first two equations of Eq. (9.4) and the above equation
that pressure at any given time is linearly associated with the coordinates, i. e.:

p=pFx+pF,y+C(t)z+ D(1), g_p =C(t). 9.5)
’ Z

The boundary condition for Eq. (9.4) is:
ulxpyi =V, 9.6)

where xi, y; are coordinates of the points within the

tube S (Fig. 9.2), and V is the velocity of its motion

along the 0z axis. If the tube is motionless, V = 0.
Consider the following equation:

&=u—j( Z—la—p]dz. ©.7)
0 p oz

Fig. 9.2
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)
F,= const and E)—p = C(5). Therefore, substituting Eq. (9.7) into Eq. (9.4) and
Z

using the boundary condition Eq. (9.6), results in:

du_u|du u
o p w 08
L}(xl,y.,t)=v—[( la”Jdr P _ e, 9.9)
F po 0z

Thus, the problem of a non-stationary motion of viscous incompressible fluid
in a prismatic tube may be reduced to the solution of Eq. (9.8), which has the
format of the heat-conductivity equation with the boundary conditions [Eq. (9.9)].

op

In the case of a transient-free motion 3 = const, Eq. (9.4) has the following
Z
format:
Au= (a—”— pF) const (9.10)
#\ 9 ’ '

i. e., the motion equation is reduced to the Poisson's equation.
The new function ¥ is introduced through the following equation:

u =l//+L(a—p—pFZJ(x2 +y%).
4u\ 0z

Substituting this equation into Eq. (9.10) and the boundary condition [Eq. (9.6)],
gives:

0’ l// o’y E)p
— ——0 X V——— - pF, |(x* + 9.11

As it can be seen, the problem of a transient-free motion of viscous incom-
pressible fluid in a prismatic tube can be reduced to the solution of the Laplace eq-
uation on the boundary, i. e., the Dirichlet problem.

Consider parallel-plane, vortex-free motion of an ideal incompressible fluid
within a contour S (Fig. 9.2), restricting the transversal cross-section of a prismatic
tube. Suppose this contour is revolving at the angular velocity @ about the 0z axis.
The projections of contour S velocities points are:

Vx = —@yy, Vy = —aK|. 9.12)
On the other hand, considering Eqs. (8.2) and (8.7):
2 2
oV, OV . (9.13)

ox’ E)y



156 CHAPTER IX

1% 1%
==Fr === 9.14
. dy CF G149
where  is the flow function. Following Egs. (9.12) and (9.14) that at the points of
the contour S:

dy =-v dx+v,dy = -a(xdx + ydy),

and from here:

v, =—§(x|2+y12)+C. (9.15)

At C=Vand o= (ap
2u\ 9
Eq. (9.11). Therefore, the study of the transient-free motion of an ideal incompress-
ible fluid within prismatic tubes may be replaced by a review of the parallel-plane
potential flow of an ideal incompressible fluid within a revolving contour, and vice
versa. It is also important to remark here that equations such as Eq. (9.13), with the
boundary conditions-Eq. (9.15), desaibe twisting of prismatic rods.

z), Eqgs. (9.13) and (9.15) are the same as

2. Straight-line flow between two parallel walls

A flow within a narrow slit (notch) can be modeled as a motion between two
parallel walls.

Consider a transient-free flow between two motionless parallel planes located at
a distance of 2h from one another (Fig. 9.3). As previously discussed, the flow ve-

x locity is u = ku . The boundary conditions are:
Y atx=h,u=0;atx=-h,u=0. (9.16)
Due to the symmetry, the motion in the planes
parallel to the x0z plane is similar, so u = u(x). Thus,
o the motion equation Eq. (9.10) becomes:
0
Y du _1(dp
~ pF, |=const,
Fiz 93 P JANG 4
&2 and from this:
(a” pF. )x +Cx+C,. 9.17)
2,u d

After substituting the Eq.(9.17) into the boundary conditions Eq. (9.16):

dp ) 2
C =0 C, = F |k
Zﬂ(az ok
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and:

1 ap - n? [ap ) x
P _oF | =ny=-2| L _pF | 1-%|. .

Considering the above equation, the maximum flow velocity umay 1s:

h (dp )
=[P _ 9.19

and:

2
u= um(l ——2‘7} : (9.20)

1. e., a parabolic velocity distribution occurs in the slit between the planes under

. . . . U X . . . .
review. In dimensionless coordinates ——, —, this distribution is universal

umax
u (Fig. 9.4) and does not depend on either pressure
Uy gradient or on the fluid’s properties. The fluid’s
i throughflow Q per unit of the slit width is
Q0= ud,x———[a—p sz)=ﬂum. 9.21)
05 3u\oz 3
' The average flow velocity uay, is:
0 h* (dp 2
===——J|—-pF |==u_, . (9.22
0 05 1 x Y 3u\ oz Pl )= 3 622
] h The friction stresses for a incompressible
Fig. 9.4 fluid, considering Egs. (4.8) and (3.5), are:
dv, v
T, =2UE,, E. — % 9.23
ik lu ik lk [axk a ‘-] ( )

In this case, the velocity vector has a single nonzero component v = v, = u,
and from Eq. (9.18):

lou (op )x
£, 924
b= (az P 6249

and other components of the deformations velocity tensor are equal to zero. By de-
noting the friction’s tension at the wall as 7,:

7, = (g” pF) (9.25)
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Substituting Eq. (9.25) into Egs. (9.18), (9.19), (9.21) and (9.22), gives:
2 2
LI 0 . -, Uy —— P (926
2u h 2u 3u 3u

The positive direction of the Oz axis is selected so that ¥ > 0 and from
Eq. (9.26), 7,<0.

3. Straight-line flow within axisymmetric tubes

Let’s review the transient-free, untwisted axisymmetric flow of an incompressi-
ble viscous fluid. Consider a cylindrical coordinate system Orz6 such that the Oz
axis coincides with the flow axis of symmetry. Suppose the positive direction on

the Oz axis coincides with the direction of the flow velocity. Then ;:Eu(r) , and
the Lagrange’s operator becomes:
1d( du
Au=——|r—|. 9.27
ror ( arj 6-27)
Substituting this equation into Eq. (9.10):
J7;) au) op
~—| r— |=——pF, =const.
r ar( or) oz P

Upon integrating this equation:
2
u=(a—p—szjr—+C,ln+C2. (9.28)
oz 4u

The solution of Eq. (9.28) is valid for any untwisted axisymmetric flow within
cylindrical tubes. To determine the integration constants C, and C» it is necessary
to assign the boundary conditions.

Taking a flow within a circular cylindrical tube of radius R, at r = 0 the veloci-
ty is finite; therefore, C; =0. According to the adhesion hypothesis, at r= R, u = 0:

dp r?
¢, = 2 pF, |,
: (az p chw

1 (op s Rz(ap ) r
=—— | X poF (R*-rH)=—"1| - a— .
u 4#(82 pzj( ) a2 PF. |1 e 9.29)

The above equation demonstrates that maximum velocity value umax is reached
along the tube’s axis:

and:

R*(op )
=——0J| =-pF, |. 9.30
Unax 4#(82 p z ( )
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Accordingly, Eq. (9.29) can be written as follows:

2
r
u= (I_RZJ

i. e., same as in the case of a flow between parallel planes — see Eq. (9.20) — the
velocities are parabolically distributed, and this pattern is universal for dimension-

. u r
less coordinates ——, —.

umax R
Let’s now turn to the fluid’s throughflow. For this purpose, it is important to
consider a ring in the transversal cross-section of the tube with the area of dS =
= 2zrdr. Then, according to Egs. (9 29) and (9.30), the throughflow Q is:

2
0= [uds = 2;: wrdr = (a” ppz]zﬂum. 9.31)
0z 2
Average flow velocﬁy Uyyg 1S equal to:
0 R? (8p ] u
= = | _ pF |= Zma 9.32
Have R? 8u\ 0z P 2 ¢ )

Eq. (9.31) is the well-known Poiseuille’s equation for laminar flow regime in
round tubes.
At u = u(r), the deformation velocity tensor has a single nonzero component:
Lo
"o20r’
and, from Eq.(9.23), the friction stress is:
T,= ,ua—u. (9.33)
or
By substituting Eq. (9.29) into Eq. (9.33):

r{dp
I[P _pr . 9.34
TI'Z 2(az p Z] ( )

Eq. (9.34) shows that the friction stress is linearly associated with the radius.
Assuming r = R in Eq. (9.34), the friction stress on the tube’s wall is:

R{dp ]
T, =—| =—-pF, | (9.35)
) (az p
After substituting Eq. (9.35) into Egs. (9.29)—(9.32):
2 3
u=—RTR 1__L2_ umax=—RTRvQ=_£TR’uavg=_ﬂ'
2u R 2u 4u 4u

In a horizontal tube F, = 0, and from Eq. (9.32):

R? op

=—— = (9.36)
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dp

Taking an [-length segment of the tube, as 8_ = const, then:
74
P_P=p_pPP_ M 9.37)
0z | / !

where p,, p, are pressures in the beginning and at the end of the tube segment under
consideration. After substituting Eqs. (9.36) and (9.37) into the Darcy-Weisbach
equation Eq. (5.30), the hydraulic resistivity A is obtained:

ao G 64 o
Wavgd Re

It is important to note that from the dimensionality and conformance theory:

A =£, C = const,
Re

i. e., the exact solution produces C = 64.
Now consider the flow in a canal formed by two round coaxial cylinders with
radii R| (external) and. R; (internal). See Fig. 9.5.
The boundary conditions in this case are:
R atr=Ryu=0,andatr=R,u=0. (9.38)
Substituting the boundary conditions into the solu-

‘ tion Eq. (9.28), gives:
2 p?
=
4u

9z " */InR IR,
ap R:InR —R’InR
Fig. 9.5 ,=- ( Fz]————z 2
du\ oz InR, /R,

and:

=L(9_P_ Fj o R-R RIINR —RPInR, ) _
4u\ dz : InR, /R, InR, /R,

(9.39)

dp a2 ) Int/R,
— — pF, -R; - (R R
4u(az pZ][r R WY

The throughflow @ through the ring-tube cross-section is equal to:

¥ dp 2 Rz R 2 2
= = R?-R})| ———2— .
0 Rzurdr 3 (a - pF, j( )[l ; (R'+R;)|. (9.40)

Now consider a narrow ring opening when, R, — R,. Suppose:

r=R2+y,R]=R2+h,i<<l.
RZ
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Truncating terms not higher than second order, results in:

inL=in 1+ 2 |~ 2112 R B A LA
R, R,) R\ 2R, R, R,) R, 2R,
Further,
Inr/R 2y(y—h) 1 h
r’-R—(R'-R} L= =2y(y—h)| 1+=— |=2y(y—h).
) — (R z)lnR‘/R2 Tk y(y-h) 2R, yy—h)
2
By substituting this expression into Eq. (9.39):
op 2
—| == —hy). 9.41
2;1( % PF, j(y y) (9.41)
Note that if the boundary conditions are assigned as:
atx=0u=0,andatx=2h=h,u=0,
Eq. (9.18) takes the following format:
op 2
=—| - —hy). 9.42
u 2;4(8 PE, )x hy) (9-42)
This equation with accuracy to subscripts is the same as Eq. (9.41). Therefore,

the solution of Eq. (9.41) is also a solution of viscous fluid motion between two
motionless parallel planes positioned at a distancg # = 2h from one another.

4. Equation of transient-free circular motion of a viscous fluid

Equation of transient-free motion of a viscous fluid in cylindrical coordinates
0Orgpz has the following format:
v, V,dv, dv, v
ryle @y, W Ve

'ar ra(p ‘oz r

_1op ,u(az 19, d, 1dv, 20, v,]
e e e ,
p or ?

r

09 r’d¢’ 02 ror r*dep r

Wy YWy OV VYV, (9.43)

G or r dp oz r
2 2 2
cp— L0 [0V 10 O 13 20 Y,
¢ prdg plor rdp’ 0 ror rPoe r
2 2
v, VY, v, avZ_F 18p+,u(8v+l d'v 8vz+laﬁ]’

" 8r+r 8(0+v oz Z_zg or’  r’ ¢’ +822 r or

ov 10dv, dv. v
il 4 Y. 44
or r8(0+az+r 0 (0.44)
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Assuming that Oz axis is directed vertically upward and only one mass force
(the gravitational force) is acting on the system, then:

F,=F,=0, F,=-g =const. (9.45)
It is also assumed that:
v,=0,v,=0, (9.46)

i. e., studying a flow where the trajectories of all particles are concentric circles
with the center on the axis 0z.
Based on the continuity equations Eq. (9.44) and conditions of Eq. (9.46) that:

Do o, (9.47)

i. e., the velocity modulus along the circular trajectory maintains its numerical value.
Considering Egs. (9.45), (9.46) and (9.47), the motion equations [Eq. (9.43)]
take the following format:

Ve _10p
r por’
v, v 1dv, v 1? 19
[ [ e __¢ —lp:_—p
ﬂ( or? " 9z’ +r or rzj r o pog’ (948)

dp

O=pg+—.

24 3%

From the first and third equations of Eq. (9.48):

2ﬁ%=l82p =l8_g
r 0z powr poz’

from which:
Py _
0z
Thus, the circular motion under review is parallel-plane, and from Eqgs. (9.47)
and (9.49):

0. (9.49)

v, = vw(r) . (9.50)

Following from Eqgs. (9.45) and (9.47) that the flow is axisymmetric:

a—”:0. (9.51)
o9
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Based on Eqgs. (9.50) and (9.51), the second equation of Eq. (9.48) can be pre-
sented in the following format:

Ovy 10V, ¥, _ d("” +“—g] i[——( )J 0. (952

ar rar rr drldr r drlrd
By integrating Eq. (9.52):
c,

vy =C, 2+ , C, C, =const. (9.53)
r
From the first term in Eq. (9.48):
2
p=p[~Ldr+C, C,=const. (9.54)
r

5. Flow between two revolving cylinders

Let’s review transient-free flow of a viscous incompressible fluid between two
round cylinders. The cylinders are coaxial and have the vertical axis 0z of unlimited
length.

Suppose the internal cylinder has radius R, and is
revolving at an angular velocity w,, and the external cy-
linder has radius R, and is revolving at an angular veloci-
ty w; (Fig. 9.6). Clearly, the boundary conditions are:

atr=Ryv,=Riw;;atr=Ryv,=Rywa. (9.55)

Substituting Eq. (9.55) into Eq. (9.53) results:

¢ oRU-R0 o KR(-a)
R -R, R R
Fig. 9.6 Therefore, Eq. (9.53) for velocity v, acquires the

following format:

R @ - Rz w2 szz(wz_@)=

°” R*—R} (R*-RMr
(9.56)
=(le; R’®)r’+R'R} (@, w;)
(R2=RH)r

Substituting Eq. (9.56) into Eq. (9.54) and performing simple transformations,
results:

p=-zl x| (R&~R 2a)2)2’—2+
(RIZ_RZZ)Z 1 2 2

R,
+2R12R22(R12@ - Rzzwz)(wz -a)nr- R—;(l)i-@—):| 3
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At v, = v, = 0, and v, = v{r), the tensor of velocities deformation has a single
nonzero component:
1{av, v
9=~ —<--£ ’
200r 1

and, according to Eq. (9.23), the friction stress ,, is equal to:

d
= p[ Ve v—“’j. 9.57)
or r
Substituting Eq. (9.56) into Eq. (9.57), gives:
2 2
7, =—ou Rl (&) 9.58)
(R"—-R,))r
The above equations show that friction stress decreases inversely to the radius

constant -
squared | ———— | as the radius increases.
r

The friction force at the cylinder’s surface (the cylinder’s radius is r, and its height
is H) is defined by 2rH 7, ,, and its momentum relative to the 0z axis is equal to:

2 2

M =2m’Hr,, —4zr,uH RRz(a)2 ). (9.59)

Therefore, friction force momentum does not depend on the cylinder’s radius.

In computing the stress tensor components, the normal is considered to be ex-
ternal toward the volume under consideration. Thus, Egs. (9.58) and (9.59) provide
the values of friction force stress and momentum on the surface of radius » when it
experiences friction at the surface of radius » + dr. When the surface of radius r
exposes to friction at the surface of radius r — dr, the external normal has the direc-
tion of —r and the sign in Eqgs. (9.58) and (9.59) must be reversed.

Following from this argument, the momentum of friction forces on the cylind-
ers of the radii Ry and R; have the same numerical value with the opposite sign.

A special case exists when the internal cylinder is motionless, i.e., w; = 0.
From Eq. (9.59):

R R

M =dmuH 2L Y . (9.60)

This Eq. (9.60) is utilized for the determmatlon of viscosity using rotation vis-
cosimeters with coaxial cylinders. Indeed, by measuring angular velocity e of the

external cylinder and the momentum M on the internal cylinder, Eq. (9.60) enables
the computation of viscosity p.
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CHAPTER X
TURBULENT FLOW OF FLUIDS IN PIPES

The theory of turbulent flow is an independent and vast hydrodynamic discip-
line. This chapter deals with the simplest and very important issues.

1. Reynolds’ experiments

The classical studies of the fluid flow within circular tubes have been con-
ducted in 1876-1883 by a British physicist Osborn Reynolds. See Fig. 10.1 for the
schematics of his experimental equipment. A
thin stream of paint was supplied through a
nozzle of a long glass tube B into the fluid’s
flow exiting a large tank A.

It turned out that at a low flow velocity
the colored stream is extended along the tube
B’s axis: the flow occurs without any trans-
verse mixing. Fluid’s layers move parallel to
one another. As previously mentioned, such
flow is called laminar.

At a high flow velocity the colored stream Fig. 10.1
was fuzzy and washed over the entire cross-
section of the tube. The flow experienced intense intermixing of clearly unstable
nature. Such a flow is called turbulent. A typical feature of turbulent flow is the
presence of incoherent crosswise components of the velocity vector. Thus, turbu-
lent flow is in its essence non-stationary.

Experimental studies showed that the transition from a laminar to a turbulent
flow is defined neither by the tube’s diameter d, average flow velocity w, viscosi-

ty u or density p individually but rather by a dimensionless value Re = pvd , called

“the Reynolds number”.

The Re value at which the transition from the laminar to turbulent flow occurs
is called critical (Req;). When Re < Regy, the flow is laminar, and when Re > Regyy, the
flow is turbulent.
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Reynolds believed, and it was later proved, that the Re. value is growing
with the decrease in disturbance of the flow. For tubes with well rounded intake, he
obtained Re;; values on the order of 12,000 to 13,000. Later studies by other phy-
sicists, with the application of special measures to decrease the initial disturbances,
reached the Re.j values of about 50,000. However, even a slightest disturbance
resulted in the flow immediately becoming turbulent.

At the same time, experiments showed that at Reynolds numbers on the order
of 2,200 the disturbances present or artificially caused in the flow tended to decay,
and the flow became laminar.

There are always some disturbances in technical equipment. That is why for
calculating flows within the round cylindrical tubes it is customary to assume
Reit = 2,320.

2. Averaging the parameters of turbulent flow

When measuring at some point of a turbulent flow using an inertia-free sensor,

a resulting velocity vs. time graph looks like in Fig. 10.2 where v,, v, and v, are
component vectors of the velocity. L. e., the

v velocity fluctuates around the average value.

Reynolds proposed to take the instantaneous

v .

WWWW s velocity and all other turbulent flow parame-
WU\NVV\MTV‘WV\M’V v, ters value as the sum of time-averaged val-
WWM . ues and pulsation components.

! Suppose ¢(x,y,z,t) is any parameter of
the turbulent flow (velocity, pressure, etc.).
Its instantaneous value is:

p=p+¢, (10.1)
where ¢ is the time-averaged value and ¢' is the pulsation. The averaged a value
is found as:

Fig. 10.2

T
[

_ 1 ¢
pxy.en== fotny.zodr, (10.2)
where the T averaging period is much longer than the characteristic fluctuation pe-
@ riod but much shorter than the characteristic
7 process time.

If EJ estimated for different r values has the
same numerical value, the turbulent flow is
called quasi-stationary (or stationary). If ¢ value
depends on time (Fig. 10.3), the turbulent flow is
Fig. 10.3 non-stationary.
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For a stationary flow, the repeated averaging of the ¢ parameter results, based on
Eq. (10.2), in:

T
+=
2

1 —_
= J?)(x, v,2,0dr=9. (10.3)
-3

Q=

For non-stationary processes the Eq. (10.3) is postulated.
It directly follows from Eq. (10.2) that:

Py =p+Y. (10.4)
According to Egs. (10.1), (10.3) and (10.4):

p=g+@=g+¢=¢+¢, ¢=0, (10.5)
i. e., average value of the pulsation is equal to zero.
In the case of a quasi-stationary flow, as follows from the averaging definition
Eg. (10.2),

T
=+

= l —_
w=; f&(x,y,z,r)w:(py/. (10.6)

e

For non-stationary processes the Eq. (10.6) is postulated.
Following from Egs. (10.5) and (10.6) that:

v =op'=0. (10.7)

Under the rule of differentiating an integral with variable limits:

T
— 1+ 2 1 T
a—(tp—%a— _[‘PUC ¥, 2, ‘r)d‘r=F[w{x,y,z,t+%)—¢0{x,y,z,t—5ﬂ (10.8)
T

92 4z -
707

:u|:u|
RS

19"
T ot

Nl"l'_lwl'ﬂ

i. e., the time derivative of the averaged value is equal to the averaged value of the
derivative:

dp _ ¢ (10.9)
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3. Reynolds’ equations

Reynolds’ equations are motion equations of a viscous incompressible fluid
for the averaged flow parameters.
Let’s review the motion equation of a viscous incompressible fluid (4.42) or:
d oV,

v, op
Zi-y, F — . 10.10
o, Py PR A (10.10)

Suppose, according to Reynolds’ hypothesis, that:
p=p+p, v,=vi+v,'. (10.11)
To make the further transformation easier, for a incompressible fluid:

o, _ oy, av, dv, _dy, v, v, v, do(vy,)
- =Lt ==—+—""_ (101
T T P P T

By substituting Eq. (10.11) for velocity into Eq. (10.12), based on the averag-
ing rules [Egs. (10.3)-(10.9)] and considering the continuity equation:

o, _ 3y, 00) v _ 3y, v,

10.13
o o ox; ox; o ox ( )
Further, it is clear that under the averaging rules:
v, _v, —_,.- op_ap
="l Ay =Ay;, ——=—FL, 10.14
a a O w e (10.19)
Finally, from Egs. (10.13), (10.14) and (10.10):
v, v, ap, - 0vy)
'=0’ —t = F——’+ Vi — #, 1015
o, O Py TR, TP (1015
or, in the vector format:
dv d
divy =0, p——pF Vp+ Ay~ p (avv). (10.16)
x

Thus, as a result of the averaging, the continuity equation maintains its format,
and the motion equations acquired additional terms for the pv,'v;' format.
In order to understand the obtained result, consider the continuous medium
motion equations [Eq. (2.49)]:
v op,
p=L=pF+ 0

.1
ot ox, (10.17)
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or.

avj op;
Lo pr + P
P Pr; 3

= ; (10.18)

Averaging Egs. (10.17) and (10.18) over time, and considering Eq. (10.13):

i = 9= o5

P =pF+8x,- (p,.—pvv,.), (o1
v, 3, -
pd—t’=ij+a—)Ci(pU—pvjvi). (10.20)

Egs. (10.15), (10.16), (10.19), (10.20) are different ways to write the Reynolds
equations. Following from the Reynolds equations that at averaging a turbulent
flow over time, in addition to the tensor of the averaged viscous stresses:

p;= _ﬁé‘ﬁ +2UE,
a symmetric tensor of the turbulent stresses arises:
nowd o o
TPV TPV, =PV
—pviv, —pviv, —pvivi |. (10.21)
o o o
PV TPV, PV,

Thus, the Reynolds equations include 6 additional variables — components of
the turbulent tensor stresses Eq. (10.21)-and, therefore, they are unclosed. The issue
of their closing, i. e., the issue of finding an association between the tensor of tur-
bulent stresses and the averaged flow parameters is until this day one of the major
problems of the turbulency theory.

4. Semi-empiric turbulency theory by L. Prandtl

Semi-empiric theories of turbulency are based on hypotheses, which associate
the turbulent stresses with the averaged velocity field. Such hypotheses are formu-
lated based on generalization of the experimental data and the introduction of the
empirical constants in the obtained expressions.

In generating the semi-empirical theories, the Reynolds’ concept is used for
the representation of the turbulent flow velocity field as a sum of the averaged ve-
locity ¥ field and the fluctuating components i’ . The averaged motion’s flow lines
are introduced such that they are impermeable to the averaged velocities and per-
meable to the fluctuating components enabling the crosswise mixing in the turbu-
lent flow.
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The fluctuating velocity components transfer through the averaged flow lines.
Thus, under the Newton's 2™ law turbulent flow results in the emergence of addi-
tional (turbulent) stresses.

Now consider quasi-stationary turbulent flow between the stationary planes
y=0 and y=#h (Fig. 10.4). It is clear that here ¥, =0 due to the wall impermea-
bility, and ¥, =v, =0 by definition of the plane flow. The averaged flow flow-lines
are the straight lines parallel to the Ox axis. Clearly, the different from zero compo-
nents of the turbulent stress tensor are —pv,v,,—pv,v,, —pv,v, =—pv.v,. Expe-

riments showed that the pv,v; and pviv; values can be disregarded.

y
h L
v i“(y)
A 2 dy
B, Ida /
2 dy
0 7777 77 7. X
Fig. 104

Introducing the following parameters:

v =u, v; =y —pv;v; =T.
assume that the friction is acting on the upper layer and the lower one, (Fig. 10.4).
Clearly, the downward momentum transfer must be taken with the «+» sign, and
upward, with the «—» sign. Due to the presence of the fluctuating component v’, the
4

the fluid particle located at point 4 with the coordinate y+% will be transferred

through the elementary area do (normal to the Ox, axis) to the point B with the

coordinate y——.
2
The particle under consideration has averaged velocity u= ;(y + E] at
point A. According to Prandtl’s hypothesis, the particle’s velocity does not change

along the way [/’, and becomes equal to ;=;( y—%) at point B. The mass flow

through the do area equals pvdo; the change of the time averaged momentum for

the lower layer is equal to:
v E( L y-Llke
Y B G
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Therefore, the time-averaged force of turbulent friction zdo is equal to:

wo = pv'[ﬁ(y+%)—;(y—%ﬂda. (10.22)

The I’ value is called the agitation length.
The numerical value of [’ is assumed to be small, thus:

- I - I'du
== +-2= 10.23
u(y 2) u(y) 2 dy ( )
After Substituting Eq. (10.23) into Eq. (10.22):
LY (10.24)
dy dy

where A = pv'_l' is dynamic turbulent viscosity.

. du . - .
The expression 7 = A—d— is the additional turbulent stress obtained from anal-
y

ogy with Newton’s friction law for laminar flow introduced in 1887 by J. Boussi-
nesq. It is important to emphasize that turbulent viscosity A, as opposed to dynamic
viscosity y, is not a constant value for the fluids, but depends on y coordinate and
flow parameters.

In the thin near-wall fluid layer, A << y. This case is called “viscous sublayer”;
its thickness is about 1 % of the canal’s crosswise dimension. Outside of this sub-
layer, within the so-called “turbulent core”, A >> u.

The total time-averaged tangential stress P  has the following format:

P= (u+ 2 (10.25)

In order to determined the agitation length, Prandtl proposed a hypothesis, un-
der which:

LY (10.26)
dy
Substituting Eq. (10.26) into Eq. (10.24), results:
du duldu
A=pl—, r=——7, 10.27
A T ala (10.27)

where the modulus sign is used to underline that A >0, and 7 is and alternating-sign
value. The proportionality factor, which should be presented in Eq. (10.26), is in-
cluded into / value, which is also called the agitation length.



172 CHAPTER X

A theory built based on the concept of the agitation length is called the semi-
empirical Prandlt theory.

5. Application of the dimensionality theory to the construction
of semi-empirical turbulence theories

In constructing his theory, Prandtl assumed that the turbulent viscosity de-

pends on fluid’s density and the average velocity u distribution law in the canal’s
cross-section. This distribution, as the first approximation, is determined by the de-

rivative d_u . Therefore:
dy

A= f[p,‘;—;‘J. (10.28)

The dimensionality of the values in Eq. (10.28) are:

AR PRUS [gﬂ;

. . du
so the parameter system that determines the class of phenomena, i. e., p and e
y

does not have the property of completeness. Thus, the equation such as Eq. (10.28)
is physically impossible and requires to consider [’ as independent variable:

A= f[p,j—:,lj. (10.29)

It is easy to see that the parameters p, c;_u’ and [' have independent dimen-
y

sionalities. So, under the Il-theorem of the dimensionality theory from Eq. (10.29):

duY
A= Cp"[—J I, C=const.
dy
Following the calculations described in detail in Chapter V:
A=Cl'2pd—u=plzd—u, r=Ad—“=p12d—“d—“, (10.30)
dy dy dy dy|dy

which is exactly the same as Eq. (10.27).
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The shape of the curve u=u(y) is defined not only by the first derivative but
also by higher order derivatives. Thus:
du d*u
o o{p 2.23)
dy dy
du d’u
Parameters p, —, >
dy dy

have independent dimensionalities. Therefore, based

=\ -\
of du) [ d*u
at (W] |

Performing the necessary transformations, results in:

on the I1-theorem:

3 3

g a
d d
A=ktp L2 g2 11 AU (1031)

P
(d—yZJ

where k = const is an empirical constant.

A German hydro-mechanicist T. von Carman derived Eq. (10.31) in 1930 us-
ing a more complex thinking.

As shown above, Prandtl’s equations [Eq. (10.30)]have been derived by analyz-
ing two points in a turbulent flow. However, Carman’s equations [Eq. (10.31)] do
not include the linear dimension.

Egs. (10.30) and (10.31) demonstrate the different rheological models for the
turbulent flow of a viscous fluid.

These equations have been derived based on the assumption that the averaged
velocity field depends only on one coordinate crosswise to the direction of the
flow. Because of this assumption, they are valid for a flat as well as for a round
tube (assuming the axisymmetric flow).

6. Logarithmic law of velocity distribution

Let’s analyze, using Prandtl’s concept, a quazi-stationary turbulent flow within
a circular cylindrical tube of radius ¢ In this case:

du _ du
dy  dr
(y is measured from the tube’s wall to its axis). From Egs. (10.25) and (10.27), the
total tangential stress ;xy is equal to:
|
dy|)dy’

— du
=—(U+A)—=— u+pl’
P, =—(u )dy [# P
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Within the flow’s core A >> 4, so that the following assumption in valid:

du

dy

du

. 10.32
p ( )

;xv =T= _plz

Assuming, for the sake of the simplicity, that the tube is horizontal, and consi-
dering its element of radius r and length L (Fig. 10.5). The flow is transient-free, so

I 1 the sum of forces acting on the identified
L

element is equal to zero, i. e.,
S w(p1 - p2) — 2mrLe = 0,
a
L L. 1. _ _ where:
e P, r=PP 8P (033
T 2L 2L
- Then the friction stress at the tube’s
Fig. 10.5 wall is:
T, = ga (10.34)
2L
or, from Darcy-Weisbach equation Eq. (5.30):
A
7, =$w. (10.35)
From Eqgs. (10.33) and (10.34):
r
T=7,—,
a
and Eq. (10.32) can be presented in the following format:
T _plduldu (10.36)
pa dy|dy

Eq. (10.36) is the differential equation required to determine of the averaged

velocity u .

It is apparent that the displacement length [ near the tube’s wall and at the
flow’s axis (out of axial symmetry considerations) must be zero. A. Satkevich pro-
posed the following equation for the displacement length:

l=k\/z(a—r), (10.37)
a
where k is an empirical constant.

Substituting Eq. (10.37) into Eq. (10.36), results:
dalda

T—“=—k2(a—r)2 .
dy|dy

(10.38)
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The value v, = \/i has the dimensionality of velocity and is called dynamic
P

velocity. As v, >0 and Z—u <0, from Eq. (10.38):
r

\/f:a —v. = k(a-n2¥. (1039)
p &

Integrating Eq. (10.39) and considering that the velocity u has maxima at the
tube’s axis (i. €., at r = 0), results:

(10.40)

u
—=——+—In
v, v, k a

The Eq. (10.40) demonstrates that under the above assumptions the velocity
distribution within the tube is logarithmic. Next to the wall, at r — a, u — oo,

which does not make physical sense. The reason is that in deriving Eq. (10.40), the
molecular viscosity u relation relative to A is disregarded, and it is not valid for the
near-wall layer.

Calling a — r = y, now it is possible to present Eq. (10.40) as follows:

LA L RLE P4 CHRILLL SN S NLICIES MRACISY T RACRRN AT T )
v, v, k avy, v, k v k v 14
where v =# is kinematic viscosity, and B = const for the flow under consideration

Ap

(i. e., for the tube of given radius r and given pressure gradient —Z—).

Considering a small thickness of the near-wall layer and the fact that at
x — 0, the value xlnx — 0, from Eq. (10.41):

v, 2 _ 1 [2mau(rydr =
V. Zmav, 7ma'v,;

=%jr(3+lln&]dr=3+lln“v*—Zk,
a g k v kK v 3

(10.42)

where w is average flow velocity and Q is throughflow.
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From the definition of the dynamic velocity v,, Eq. (10.34) and the Darcy-
Weisbach equation Eq. (5.30) — or directly from Eq. (10.35):

e - w049
p 8

Substituting Eq. (10.43) into Eq. (10.42), results in:

\/§=B—i+llane 4 (10.44)
A 2% k 2 V8

where Reynolds number is determined as:
Re= 2aw = —"11 ,
v v
where d is the tube’s diameter.

In conclusion, the velocity distribution 1law [Eq. (10.41)] enables the derivation
of equation for the determination of hydraulic resistivity A. Some experimental data
determined the numerical values of B~ 5.5 and k =0.4.

Substituting these values into Eq. (10.44) and switching to decimal logarithms:

L 2.0351gRevA ~0.913.

Ji

A more precise description of the results can be derived using the following
1

equation:
L log(Re7)—08=2log REVA |

Ji 2.51

Note that when deriving Eq. (10.44), the tube walls’ roughness is not consi-
dered. Thus, the equation is valid only for smooth tubes.

It is also important that currently empirical rather than analytical equations are
preferred for the A calculation.

7. Experimental studies of hydraulic resistivity

Experimental studies of pressure vs. fluid’s throughflow were conducted be-
ginning at least 200 years ago. Individual results significantly varied because the
scientists did not observe Reynolds conformity law and different roughness of the
walls.

First systematic experimental studies of hydraulic resistivity A vs. Re and
roughness were conducted in the Gottingen University in 1920°s-1039’s by Niku-
radze. The tubes involved were smooth brass tubes and the tubes with uniform ar-
tificial roughness. The results in log Re - log A coordinates are shown in Fig. 10.6
where £ = A/d. He concluded that there were five hydraulic resistivity zones.



TURBULENT FLOW OF FLUIDS IN TUBES 177

Zone one (curve I): Re < 2,300; the flow regime is laminar, A depends on Re
but does not depend on e.

Zone two is under transition from the laminar to turbulent regime. A is increas-
ing and depends only on Re.

12(100)

\ N Iy o
08 LA 0

~
06 LT 60
' \N/TTRC <] ™~ 120
04 “’\ N 252
: ] 504
\ N T 1014
S

02 n

30 34 38 42 46 50 54 58 IgRe

Fig. 10.6
Zone three (curve III) is so-called zone of hydraulically-smooth tubes. Tubes of dif-
ferent roughness behave as if they were smooth, i. e., 4 depends only on Re.
Zone four is the area of a mixed friction. 4 depends on Re and on ¢.
Zone five is the quadratic friction area. 4 depends only on &.

The experiments conducted in 1940’s in Moscow by Murin with naturally
rough steel tubes (Fig. 10.7) also identified

five hydraulic resistivity zones. Contrary to A \
Nikuradze’s experiments, the results showed o4 . d/A
. . o e A 100
monotonous decline of hydraulic resistivity A X 2
with the increasing Re number. 0058 N o
There are many empirical and semi- g, — 200
empirical equations for the determination of \\ 0
hydraulic resistivity4 in round tubes. In this °%% N e
chapter the most common equations are re- . — f&
viewed. N 1500
. . - 2500
The laminar flow regime: 0015 = préo]
64 —
A =—,Re <2,300. 000 == o " Re
Re *
The .equation was analytically derived Fig. 10.7
and experimentally confirmed.
The turbulent flow regime, hydraulically smooth tubes:
| . .
A=———Re < 10° (Blasius equation).
{/100Re

1

A= m (Konakov’s equation).
.8logRe-1.
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Both equations have been derived based on processing the experimental results.
Konakov’s equation does not have limitations in terms of the Reynolds number.
The mixed flow zone:

025
A=0.1 l(é + ﬁ} , 101 <Re <500£ (Altschul equation). The equation
d Re A A

was derived by modifying the empirical Colebrooke’s equation.
Quadratic friction zone:

A 0.25 d
A=0.1 I[EJ ,Re> SOOZ (Shifrinson’s equation).

A . . . .
At small values of 7 Altschul’s equation turns into the Blasius equation, and

at high Re numbers, into the Shifrinson’s equation.
A more complex equation valid for any Re value, including the laminar flow
regime, is: 1
12

12
[y
Re

(A+ B)?

A=:2457In ! ) B=[37’530J16
' (7/Re)* +0.27(A/d) || ° Re '

where
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CHAPTER XI
HYDRAULIC CALCULATION FOR PIPELINES

1. Bernoulli’s equation for a viscous fluid flow

Bernoulli’s Eq. for a viscous fluid flow is one of the main equations used at
hydraulic design of pipelines. In order to derive it, the following assumptions are
required:

(a) the flow is transient-free;

(b) the fluid is incompressible, density p = const;
(c) only one mass force, the gravitational force, is active, F = E

Under these assumptions, the law of variations in the kinetic energy
[Eq. (2.82)] has the following format:

JpL;vndS =VjpE§dV =+ sﬁjds +Vij“>dv, (11.1)
where for incompressible fluids, according to Eq. (4.50):
PN =2ue, . (11.2)
The flow is transient-free, so div p; =0, and:
pgv=—pgv, - gzdiv pv = —div pgzv.

Then, based on Gauss—-Ostrogradsky theorem:

[pgvav =- [div pgzvdy =- [pgzv, ds. (11.3)
v v N

Furthermore, under Egs. (1.31), (4.21) and (4.28) for a incompressible fluid:

p,, = ekpu o, =é; (“Pé‘u + 1:& )am' = _Pn + ekrika Tu = 2/1611

ni?
and:

[p.vds == [pnvds + [ecr.a,dS == [pv,dS + 26,45 . (11.4)
N N N

v N
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Following Eqgs. (11.2) and (11.4) that the sum of terms:

[2mm,6.00,dS + [pNVaV =-N, (11.5)
N v

is the capacity of the friction forces. As this capacity is always negative, N> 0.
Substituting Eqs. (11.3) and (11.4) into Eq. (11.1) and considering Eq. (11.5)
results in:

2
J(Z+p—pg+;—g)gpvdS=—Nﬁ. (11.6)
5

Consider the flow in a tube limited by cross-sections S; and S, and the tube’s
wall S3. It is clear that v, = —v on S|, v, = v on S, and v,, = 0 on Ss. In this case, for
the tube segment under consideration, Eq. (11.6) takes the following format:

2 2
J(z+p—[;+§g—)gpvds= J(z+-/f;+;—g)gpvdS+Nﬁ. (1.7)
N S

It is also required to assume that the pressure in the cross-sections S, and 5>
is distributed hydrostatically:

z+i = const. (11.8)

g

It was shown in Section 9.1 that such pressure distribution occurs at the lami-
nar flow in prismatic tubes. This pattern can be approximated by the averaged
straight-linear turbulent flow and the smoothly-changing flows, i. e., to the flows
where the area and shape of the cross-section changes little along the tube’s length.

According to Eq. (11.8):

J.(z+i)gpvdS=(z+i)gjpvdS=(z+L)ng- (11.9)
s pg pg N pg

The product of the gravity acceleration g and the mass through-flow Q,, is the
weight of the fluid flowing through the cross-section per unit time, called the weight
throughflow.

In order to calculate the integral:

J%gpvdS =g§|.pv72vdS
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it is important to review fluid flow with the same mass throughflow Q,, but with
the uniform velocity distribution in the tube’s cross-section. Clearly, the velocity
of such flow is equal to the average flow velocity w, 1. e.

2
oS

Kinetic energy K of such flow carried per unit time through the tube’s cross-
section (the kinetic energy flow) is equal to:

w=

2
w

W2 W2
K=[p2wis =" pws=""0g .
S.fpzw > > Cn

The kinetic energy flow of a real flow is equal to:

2

2
[pvds ok =a”-0,, (11.10)
2 2

where « is the correction factor for a non-uniform velocity distribution in the
cross-section (the so called Coriolis coefficient).

Substituting Eqs. (11.9) and (11.10) into Eq. (11.7) and considering that at a
transient-free flow Q,, = const:

2 2
14 W 1) W,
+—+o,—=z,+—+a,—~—+h_,, 11.11
“pg '2g 7 pg 2 o (n
where:
Ny
h,= !
82

is the work of the friction forces per unit weight, or the specific capacity of these
forces expended in the tube’s segment between the cross-sections S; and $;.

Eq. (11.11) is Bernoulli’s equation for a viscous incompressible fluid flow.

Following Eq. (11.8), p1, p» are pressures at the arbitrarily selected points of
the cross-sections §; and S, with the respective coordinates z; and z;. In other words,
p and z values must correspond with the same point in the S section.

For the laminar flow regime within a round tube of radius R, according to
Eqgs. (11.29), (11.30) and (11.32):

2
v=2u{1——;7j.

2 R 2 R 2

v v 3 r 2 3

—vdS =2n |p—vrdr=8apw’ || 1—— |rdr=mR"°pw’,
!pzv Jpzvr r J( szr

Then:
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and from Eq. (11.10):
~ 272 pw? ~ 272 pw?

= =2.
Wsz WZpWﬂRZ

(74

For the turbulent flow regime o= 1.1to 1.2.
2

The flow regime in pipelines is generally turbulent, and ZL << L; so usually
8 P8

in calculations the accepted value of o= 1.
The terms of Bernoulli’s equation (exactly as the terms of Bernoulli’s integral-
Eq. (7.29)) have the dimensionality of length and are called:

Z, geometric head or geometric height;
v , piezometric head, or piezometric height;
P8
W2
az— , velocity head, or velocity height;
g
hia, head loss in the 1-2 segment;
2
H=z + 24 aﬁ—, total head.
P 2g

There is a simple graphic interpretation of Bernoulli’s equation. Consider a
graph with distance along x-axis and the heads, on the y-axis. Curve A in Fig. 11.1
describes the position of the flow’s axis
relative to the plane of reference z = 0.
The distance between curve B and x-axis

is equal to z +L , and between curve C
Pg

and x-axis is equal to the total head H.

p .
p—g Depending on the flow geometry and
z A its spatial position, the sum z+—;; may
i decline or increase in the direction of the
Fig. 11.1 flow. Due to the friction, the total head is

always declining. Eq. (11.11) shows that
if the flow cross-section 1-1 is set, and the distance [ to 2-2 cross-section is varia-
ble, then:
Hy=H + h=const,
and from this:
j_dn__aH
dl dl -

Value i is called hydraulic grade.

(11.12)
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2. Types of head loss

Two kinds of friction are distinguished in a fluid flowing through a pipeline:
length loss A, and loss to local resistances Ajq.

Local resistances are small segments (compared to the tube’s length) in which
velocity drastically changes in size and/or direction. Such segments are various
locks, turns, valves, etc.

The length losses ( friction losses) occur due to friction within the flow. They
are linearly dependent on the tube’s length. Losses to the local resistances are caused
by strong fluid’s agitation which is accompanied by vortex formation and large velo-
city gradients.

Consider a horizontal segment of a cylindrical tube with diameter d and
length [ located between cross-sections 1-1 and 2-2. As the cross-sections are equal,
the velocity heads are also equal, and from Bernoulli’s equation, Eq. (11.11):

Ap =py—p2 = pgh.

then it is possible to write (in accordance with Eq. (5.30)):

1w

h,=2 .
d2g

(11.13)

This equation is a form of the Darcy-Weisbach equation. The length of the local
resistances is small, so the pressure loss does not depend on the length and rough-
ness, so:

Ap =fld.p.pw). (11.14)
After applying I1-theorem and simple transformations:
2 2
Ap=C R h =P (11.15)
2 pg 2

Eq. (11.15) is called Weisbach equation, and {'(Re) is called local resistivity
factor.

Total loss in a pipeline between the cross-sections 1-1 and 2-2 is usually de-
termined based on the loss superposition concept, i. €.:

h_, =ihu~ +fhoc,w (11.16)
i=1 i

where n is the number of straight-line segments of the tubes, and m is the number of
local resistances. When applying the superposition concept, it is important to note
that the size of loss due to the local resistances depends on the velocity distribution
in front of them.
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Vortex formation behind a local resistance deforms the velocity profile. Then
velocity profile recovery to the original format, typical of a straight-line segment
of a long tube, occurs in the stabilization segment. The length of this segment [,
based on experiments, is 30 to 40 diameters of the supply pipeline (under the turbu-
lent flow regime). If the distance between the adjacent local resistances is smaller
than I, interference occurs between them. As a result the local resistance factors ¢
and hydraulic resistance factors A of the connecting tubes will be different from the
values obtained for the local resistivities at a significant distance from one another.

In conclusion if the distance between local resistivities is smaller than [/, the
use of the superposition concept is not valid.

3. Designing simple pipelines

A pipeline is called simple if it has constant diameter with no branching lines.
All other pipelines are called complex. In this section three main procedures of de-
signing simple pipelines reviewed are:

Determination of pressure p; when the fluid’s throughflow Q and pressure p,
(Fig. 11.2) are given.

1. Determination of throughflow Q when
pressures p; and p, are given.

2. Determination of the pipeline diame-
ter d when the throughflow Q and
pressures p; and p; are given.

It is assumed in all these cases that the
elevations z; and z», length /, tube roughness A,
fluid’s density p and viscosity u are given.

The first step is deploying the Bernoul-
li’s equation for the segment between cross-
Fig. 11.2 sections 1-1 and 2-2. As d = const, w; = wy,

and Eq. (11.11), considering the Eq. (11.13),

with no local resistances, is:

w2

1
Py=p,+p8(z,—2)+ pgh. = p, + pe(z, —z,)+pg/1;2g - (IL17)
Average velocity, w is equal to:
_40
Tt

Reynolds’ number Re and relative roughness ¢ are:

Re=’0Wd A

— e==.

d
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After calculating the Re and relative roughness values, the flow regime, flow
area and proper equation for the calculation of hydraulic resistance 4 an be de-
termined. Then, by using the Darcy-Weisbach Eq. (11.13) the losses 4, can be found
and, subsequently, from Eq. (11.17), pressure p;. Thus, the calculation procedure is
a chain, which may be schematically represented as follows:

Q—-ow-oReoflowarca>A—>h, — p,. (11.18)

The second procedure is based on the solution of Eq. (11.17) relative to the ve-
locity w. A form of the A = A(¢,Re) function is not known in advance, so it may be
selected either by step-by-step approximation or analytical graphs.

To utilize the latter technique, let’s assign a series of the throughflow values
Q1, @5, ... Qn. Using the flow-chart (11.18), the
head losses h,, Ay, ... by can be calculated; then,
a throughflow profile of the pipeline is estimated
(Fig. 11.3). The values pi, pa, 2;, 2; are known, so
it is possible to determine the losses k. from Eq.
(11.17). Placing this value on the y-axis (Fig.
11.3), it is possible to find the corresponding val-
ue of the sought-for fluid’s throughflow.

The variable to be determined in the third pro- Fig. 11.3
cedure is the pipeline diameter d. Without knowing
pipeline diameter, calculating the average velocity w, Reynolds number Re and A factor
are not possible. The solution of Eq. (11.17) can be derived either by step-by-step ap-
proximation or analytical graphs.

Let’s assign a series of pipeline diameters
di, dy, ... d, and for each of them, knowing the
throughflow Q, calculate velocities wi, wa, ... w,.
Then by using the flow-chart (11.18), for each d;
the head loss A;; and the correlation plot A, = h(d)
can be estimated (Fig. 11.4). Because the values
of pi1, p2, 71, 22 are known, the losses h, can be Fig. 11.4
calculated from Eq. (11.17). Placing this value
on Fig. 11.4, the corresponding value of the pipeline diameter d is found.

4. Designing complex pipelines

The pipelines with local resistances or composed of tubes with different diame-
ters or having branches are called complex pipelines.

Let’s review the calculating procedure of most typical complex pipelines. First,
starting with the serial connection, this is a complex pipeline including serially
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connected tubes with local resistances between them. The tubes can have the same
diameter or of different diameters (Fig. 11.5).

The pipeline is designed as a system composed of simple pipelines with local
resistances. The fluid’s throughflow is the same at any segment. The loss within
the segment is calculated the same way as for a simple pipeline. The total losses of
the segment between the cross-sections 1-1 and 2-2 are calculated from Eq. (11.16).
It is assumed that all geometrical elements of the pipeline and properties of the fluid
are known.

Fig. 11.5 Fig. 11.6

The throughflow profile for a serial connection can be constructed using the
calculation procedure for a simple pipeline. The throughflow profile enables, same
as a simple pipeline design, finding the fluid’s throughflow if the pressures in the
beginning and at the end of the pipeline are given.

For a number of purposes (such as increase in throughput capacity, reliability
increase of a river crossing, etc.) parallel connections are used. A parallel connec-
tion is a pipeline comprising several tubes with the common beginning and com-
mon end (Fig. 11.6).

Consider a paralle]l connection of two tubes, and deploy the Bernoulli’s equation
Eq. (11.11) for each of them between the cross-sections 1-2 and 1a-2a, respectively.
As previously mentioned, = 1 is usually assumed for technical calculations.

|
z.“) +&(]_)+ (W1“))2 =2+ Pz( : + (w,")? +hr“)’
P8 2g 08 2g
(11.19)
2 2 2
Z](z) +_&(__)_+ (Wl(Z))2 _ Zz(2) + 172( ) + (Wz( ) +hr(2)»
g 28 pg 28

where superscripts are tube numbers.
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The cross-section 1 and la, and 2 and 2a are located close to one another.
Therefore, it is possible to assume:

W_ @ _W__ @ _m_ @ _(_ @
L4 T4 2% T4 P =P s Py TP o (11.20)

Besides, because the tubes’ diameters are constant:
wl(” = wz(”, wlm = wzm. (11.21)
Following Egs. (11.19), (11.20) and (11.21):
a 2)
" =h"=h,. (11.22)
Let’s now determine the head loss in the A-B segment (Fig. 11.6). Using the
Bernoulli’s equation is not possible because the segment has branches. It is possi-
ble to maintain, however, that the energy loss AE within the A-B segment is:
AE*® = AE“D + AEV + AE® + AE?™Y (11.23)

where the superscripts denote the respective pipeline segments.
As h, is losses per unit weight, then:

AE =h pgQdr,
and Eq. (11.23) may be rewritten in the following format:

B4 pgQydt =h " pgQ,dt + b, pgQ dt + h, pgQ, dt + " pgQ, dt . (11.24)

The fluid’s throughflow Qp before the branching is equal to the sum of the
throughflows in the branches, i. e.:

h,
: ) Qo=01+ (.
1+2 After substituting this equation into
AT Eq. (11.24), and considering Eq. (11.22),
' ; " gives:
: i H pAB) _ A B
0 o0 2 O Q ! ’ T
Fig. 11.7 Similar conclusions may be derived

for the branching pipelines with any
number of parallel branches.
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Therefore, a design of parallel connections with n branches can be reduced to
the solution of the following system of Eq.s:

0=)0.h=h"=hP=.=n". (11.25)
i=1

The system Eq. (11.25) can be easily solved by analytical graphs. For exam-
ple, Let’s review a case of n = 2. Given a series of the throughflow values

Q,(”, QZ(”,..., Q,,(” for the branch 1 and using the calculation procedure (11.18), it

is possible to compute the losses 4", hr(”,...hr("’for each of these values. Based

on the computation results, the throughflow profile can be built (curve 1 in
Fig. 11.7). Similarly, the throughflow profile for the branch 2 is constructed
(curve 2 in Fig. 11.7). By summing-up the x-axis readings for curves 1 and 2, the
summary profile is constructed (curve 1+2). Putting the total throughflow Qo on the
x-axis, the head loss at the intersection with curve 1+2 is estimated. It is clear that

Y =h'>, 0 +0Q,=0Q,,i.e., the system Eq. (11.25) is solved.

It is important to stress again that when determining the head in the A-B seg-
ment the losses within only one of the tubes forming the parallel connection is con-
sidered.

5. Pipelines performing under vacuum

Pipelines performing under vacuum (i. e., with pressure below the atmospheric
pressure) are quite common. They include pump intake lines, siphon pipelines, etc.

If pressure in any cross-section of such pipeline becomes equal to pressure of
the saturated vapor of the pumped fluid, the fluid begins to boil , resulting the for-
mation of vapor-saturated voids (caverns). As mentioned, this phenomenon is
called cavitation.

Following Bernoulli’s equation that if the velocity increases in any cross-
section of a flow, pressure in this cross-section declines. Therefore, cavitation may
occur in any narrow flow segments; for instance, within local resistances or within
flow channels of hydraulic machinery.

The formation of cavitation results in increased head loss, decreases the
throughflow and subsequently the head loss, i. e., in pressure increase in the loca-
tion where cavitations occurred. This phenomenon is accompanied by shocks
(pressure in the cavern’s center at its collapse can reach 50 MPa), which cause the
pipeline to vibrate.

Thus, pressure decline in any pipeline cross-section to the saturated vapor
pressure p, results in an unstable flow regime and may cause the pipeline destruc-
tion. Similar phenomena can occur within the hydraulic equipment. Therefore, the
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main concept in designing pipelines performing under vacuum is the following re-
quirement:

Pmin > py’ (1 126)

where p,i, is the minimum absolute pressure within the pipeline.
Let’s review designing of a siphon with a constant diameter (Fig. 11.8). It is
clear that the lowest pressure occurs in the
1 cross-section k — k. Assuming that the plane of
the 0 — 0 cross-section (free water surface in
the left tank) is the reference plane z = 0. In
this case, Bernoulli’s equation for the segment

Jk

2y

O = between the cross-sections 0 — 0 and & — k is:
H 2 2
1 1 LI P
—=1 == PE 8 Pg 8 i (11.27)
l w,
+hy,, h =|A=+ |,
Fig. 118 forr o ( d ;j 2g

where p,m is atmospheric pressure, and ¢ 5 the sum of all local resistances within
the O — k segment. Because the free surface area in the tank is much larger than the
tube’s cross-section, then:

28—5—8—

and Eq. (11.27) can be reformatted assuming the tank diameter D = 10d. As

) ) 2 4
ﬂw():ﬂwk’ W_02=d_4=10_4:
4 4 w, D
w,’ l
palm:zk+—pi+¢(l+ﬂ_+§)' (1128)
P8 g 28 d

The pipeline length from its beginning to the cross-section & — k is:
I+ L+ 2z,

where L does not change when z; changes. Then, from Eq. (11.28) and considering
Eq. (11.26):

Pi _ Pam ka2 ka2 sz Py
P cPam |14 22k |7 |14 A5 4 2> 22
P8 P8 d2g d2g 28 pg
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and:

7, <—8 )28 (11.29)

Thus, the acceptable fluid’s raise height in the siphon is a priori less

than 222 The acceptable suction lift of a pump is calculated in the same way.

P8

Let’s write Bernoulli’s equation for the segment between the fluid’s free sur-
2 2

faces in the tanks 0 — 0 and 1 — 1. Disregarding the velocity heads %—, ;v—‘ and
& -8

considering that on free surfaces po = p; = paun results:
-H+ h,=0. (11.30)

Therefore, the head loss in siphon is equal to the difference of geometrical
elevations H of the free surfaces in the tanks.

Eq. (11.30) provides an opportunity to compute the throughflow under the
second procedure of the simple pipeline design.
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CHAPTER XII

FLUID’S OUTFLOW FROM ORIFICES

AND NOZZLES

The issue of fluid’s outflow through orifices and nozzles of various shapes is a
common occurrence when dealing with numerous technical issues.

1. Outflow from a small orifice

Consider a tank with a round orifice of radius d at the bottom (Fig. 12.1). The

theoretical mechanics states that in the absence of
shock forces material particles cannot move along
the trajectories with angular points. It is assumed that
particles’ velocities at those points are different from
zero. Thus, the surface of a stream flowing out of the
orifice adjoin the orifice’s edge; then, the stream is
constricted and at some distance / acquires the cross-
sectional area @., which is smaller than that of the ori-
fice (e, Fig. 12.2).
The value:
e=% <)
w

is called the stream contraction factor.

Unless the tank’s walls affect the stream for-
mation, the compression is called perfect. Other-
wise it is called imperfect. Experiments show that in
order for contraction to be perfect the distance C
from the tank’s wall must be greater than 3d. L. e., a
condition C>3d must be observed (Fig. 12.1).
If there are flow deflectors along part of the ori-
fice’s perimeter (Fig. 12.2), the contraction is
called incomplete. When there are no deflectors, it
is called complete.

0 Ai%;j_ 0
H . 7‘ 7__
=
ai .
Fig. 12.1
(12.1)
\ i/
)
& o A
a,
Fig. 12.2
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In order to determine the outflow velocity from the orifice cross-section, O - O
is drawn through the fluid’s free surface in the tank and C — C at the level where
stream’s contraction is ended (Fig. 12.1). Let’s now write Bernoulli’s equation for
the segment between these cross-sections, taking the C — C cross-section for a refer-
ence plane. Then:

2 2
I+H+Lepg e o P e (12.2)

Pg 2 pg 2g
Besides, following the continuity equation that:
wwW, =W.w, =Eww,, (12.3)

where @, is the tank’s area in the O — O cross-section.

Experiments showed that the distance / at which the stream contraction ends
is approximately equal to the orifice’s diameter d, i. ., [ = d . Thus in most cases it
may be assumed that / << H, and the effect of / in Eq. (12.2) may be disregarded.

The flow velocity in the orifice is much higher than that in the tank. Thus, it
can be assumed that all head losses are concentrated within the orifice which is the
local resistance. Therefore, according to Eq. (11.5):

2
WC
2g '

ho—C = hlnc = ; (124)

By eliminating w, from Bernoulli’s equation using Eq. (12.3), disregarding [
and considering Eq. (12.4), gives:

2 2 2
a |\w w w
H+&+ao(£—)—‘— Pe ta, <+,
0]
a

pg 2 pg 28 T 2
or:
_ 2
HPe"Pe ac+§+ao(££j L (12.5)
pg @, )|2¢
Following Eq. (12.15) that the outflow velocity w, is equal to:
w = ! 2g(H +M] . (12.6)
2
\/afc +§‘+ao[£—]
a)O
The value Houflow:
oo = H + 22— Pe (12.7)
P8

is called the outflow head.
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The value ¢:

1

Q= >
Jac +¢+ ao{sﬁj
a)l)
is called the velocity factor.

Using notations in Eq. (12.7) and (12.8), Eq. (12.6) may be written as:

w, =@28H 0., - (12.9)

The values ¢, and «, are different from one, and the ¢ value is greater than

(12.8)

zero due to fluid’s viscosity. £ <1 due to inertia. Thus, it is possible to state that the
velocity factor @ takes into account the viscosity and inertia properties of the fluid.

As shownon p. 182, a, >1 and a, >1. Besides, it is clear that {'>0. If the

ratio of the orifice area @ and the free surface area in the reservoir @, is low, i. €.,

2
if (EJ << 1, the orifice is called small.
w

Eq. (12.9) preserves its format for the small orifice but, as opposed to
Eq. (12.8), the velocity factor is:

1
?= a+¢

(4

And,as @, >1and { >0, ¢<l1.
There is no friction in the ideal fluid flow, so @, =1 and ' =0. Then @ =1,
and Eq. (12.9) becomes:

Wi = Vngoulﬂow ° (1210)

The velocity defined by Eq. (12.10) is called the theoretical outflow velocity.
Thus, as Eq.s (12.9) and (12.10) demonstrate, the velocity factor is the ratio of the
actual and theoretical outflow velocities.

Fluid’s throughflow through the orifice is the product of the stream velocity and
its cross-sectional area, i. e.:

O=wwo, =eww,
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or, by considering Eq. (12.9):

Q0 = wep \J28H n0n (12.11)

or:

Q=a);z,/2(gva"ﬂow . (12.12)

The value u =g is called the throughflow factor.

Thus, the compression factor €, velocity factor ¢ and the throughflow fac-
tor £ are not independent, but are linked through Eq. (12.12). So, it is sufficient
only to know one of them to calculate the outflow from an orifice.

Let’s recall the value:
Onowp, =@\J28H ., (12.13)

the theoretical throughflow.

Following Eqgs. (12.11) and (12.13), the throughflow factor is the ratio of the
actual to theoretical throughflow.

The factors €, ¢ and u are determined experimentally and are functions of

the Reynolds’ number (Fig. 12.3).

EH,Q
1
£ (4
0'6 //ﬂ
10° Re
Fig. 12.3

It is easy to show with Bernoulli’s equation that for a small orifice Eqs. (12.9)
and (12.12) are valid for the orifice located on the side wall of a tank. H in such a
case is the distance between the orifice’s axis and the free surface.

2. Outflow through nozzles

A short tube connected to the orifice is called a nozzle. The length of the noz-
zle is 3 to 5 orifice’s diameters. The nature of fluid’s outflow through the nozzle
strongly depends on the nozzle’s shape. It is clear from the derivation of
Eqgs. (12.9) and (12.12) that these equations are valid also for a nozzle. However, ¢

and 4 factors are different for different nozzles.
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Fig. 12.4 illustrates various nozzles: l.external cylindrical; 2.internal cylin-
drical; 3.conical converging; 4. conic-
al diverging; 5.conoidal.

The values of the velocity fac-
tor ¢ and throughflow factor u for the

quadratic outflow law are listed in the 1 2
following Table. The flow regime at
outflow through onfices and nozzles,
same as at flow through the tubes, is
quadratic, i. e., ¢ and # do not depend on the Reynolds’ number.

Type of nozzle u 1]

Round orifice 0.62 0.97
External cylindrical 0.82 0.82
Internal cylindrical 0.71 0.71
Conical convergent (13°24’) 0.95 0.96
Conical divergent (5°) 0.48 048
Conoidal 0.98 0.98

The Table indicates that for some nozzles u = ¢, i. e., ¢ = 1. The reason is that
the constriction occurs inside the nozzles, and the x and ¢ values are listed for the
output cross-sections. It also shows that, the throughflow through the external
cylindrical nozzle is 30 % greater that through a round orifice of the same diameter.

In this section the fluid’s outflow through the external cylindrical nozzle are
reviewed in more detail.

In order for the stream to be able to fill-up the nozzle cross-section completely
its length, as experiments showed, must be equal
to at least three diameters (see Fig. 12.5) for the
the stream schematics. Fig. 12.5 shows that stream
stream is compressed on entry of the nozzle, and
then expands. A stagnation zone forms in the cons-
triction area filled-up with vortices.

Let’s draw the cross-sections 1-1 and 2-2
within the nozzle (Fig. 12.5) and write Bernoul- Fig. 12.5
1i’s equation for the segment between the cross-
sections. (To simplify the problem, the nozzle is considered horizontal). Then:

2 2
ﬂ.{_ﬁ_:&.g.zz_.g.hl_z' (1214)
pgs 28 pg 2
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The distance between the cross-sections is small so it is possible to disregard
the loss along the nozzle length. Therefore, the loss along the 1-2 segment is de-
termined by the loss due to a sudden stream expansion. In order to determine the
head loss due to such expansion of the stream, consider the variation of momentum
law Eq. (2.51),1i. e.:

0, (™ "™y =G +P+N+T. (12.15)

The gravitational force G, pressure force P, the force of normal reactions N

applied to stream’s side surface, and the friction force T are determined, respec-
tively, from Egs. (2.53), (2.54) and (2.55).
Projecting Eq. (12.15) onto the nozzle’s horizontal axis Ox and disregarding,

due to its small length, the friction force T , gives:
0, (w,—-w)=P +N_. (12.16)

Assuming the pressure distribution in the cross-sections 1-1 and 2-2 is hy-
drostatic:

P.=pw-pw, N,=p(o-a), (12.17)

where @,®, are stream cross-section areas 1-1 and 2-2, respectively. The mass
throughput Q can be formatted as Q, = pw,®, ; then, substituting Eq. (12.17) into
Eq. (12.16):

pwy(w,-w)=p,—p,. (12.18)

Canceling the pressure differences P — P, from Eqgs. (12.14) and (12.18), and

after simple transformations:
p, =) (12.19)

This expression is called Bord equation.
Following the stream continuity equation that:

w=Ley =Ly (12.20)
a)l ginpu(

-9

=— is the stream contraction factor at the input to the nozzle.
w2

where &

input
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Substituting Eqgs. (12.19) and (12.20) into the Bernoulli equation Eq. (12.14), re-
sults in:

l1-¢ 2
PPy " Cipu Wy (12.21)
PE P8 Enpu 28

As g

input
drawdown occurs in the cross-section 1-1, and that results in the throughput in-
crease compared with the round orifice. Using Eq. (12.9) it is possible to reformat
Eq. (12.21) as follows:

<1, it can be observed from Eq. (12.21) that p, < p,, i. €., a pressure

_PL_&_zwzl_Einpm H

= (12.22)
pg pg Einpul

outflow *

At the outflow to the atmosphere, pz = pum, and vacuum forms in the cross-
section 1-1. The value of this vacuum (Pyac = Pam — p1) 1s equal to:

- Einpul
H
p g p g Einpul

' - 1
; £m=patm p|=2¢2

G T T e T T2

outflow

and it increases with the increase in the outflow

head Hounow. There is, however, a critical value

Houwstow=Hcrir, above which the nozzle performance

Fig. 12.6 is disrupted, the stream detaches from its walls,

and the throughput drastically declines (Fig. 12.6).

The outflow now is occurring the same way as through the orifice. The phenome-
non is called the outflow detachment. For the water, H. = 14.5 m.

As the nozzle length increases, the losses along its length raise. From Darcy-

Weisbach equation, the friction loss A is equal to:

and following Bernoulli’s equation Eq. (12.5), for a nozzle:

¢=Jq+{+lé. (12.23)

Eq. (12.23) enables to determine the é value at which the throughflow

through the nozzle is equal to the throughflow through the orifice.
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3. Outflow of fluid at variable level

Let’s analyze the fluid’s outflow through a small orifice or nozzle with chang-
ing fluid’s level in the tank. The flow is
non-stationary as the outflow head, (hence
velocity) changes with time. Suppose the
area of the tank’s cross-wise section Q de-
pends on the height, i.e., Q = Q(2)

Zi (Fig. 12.7). The fluid’s level in the tank

will decline by dz over the time interval dt.

Therefore, the outflowing volume will be

V = —Qdz. On the other hand, during time

interval dt the volume V = Qdt outflows

through the orifice (nozzle). Clearly:

dz

Qdt = -Q(2)dz. (12.24)

Assuming that Eq. (12.12) is valid for non-stationary flow, Eq. (12.24) can be
written as:

Q(2)dz
dt=——"207¢ (12.25)
wﬂ \/ 2gH0utﬂow
or, as in this case:
Houtﬂow = Z+p_0_—&’
P8
as:
dt =— X2)dz . (12.26)

e £57)

Following Eq. (12.26), the time ¢ of the level’s drop in the tank from elevation
21 to z2 is equal to:

= _I Q(z)dz T Q(z)dz

(12.27)
AWJ%@+A—AJQWJ@+A—A
pg pg
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Suppose the throughflow factor u at the outflow with the constant level is the
same as at the outflow with variable level. Also suppose that y = const. Experience
shows that all these assumptions cause only very small errors. Thus, it is possible
to rewrite Eq. (12.27) as follows:

Q(z)dz

(uﬂ I
T

Let’s now review some examples assuming for the simplicity’s sake that p, = p.
1. Outflow from a vertical cylinder

(12.28)

_ (Fig. 12.8). In this case £ = const, and
_——__—__— ——f from Eq. (12.28):
- — _Z 2 = ZQ(,/ )
— —— |l Tl
Iw
Fig. 12.8 2. Outflow from a horizontal round cy-

linder (Fig. 12.9).
It may be seen from Fig. 12.9 that:

b=2JR*=(z- R} =22R: - 2*, (12.29)
and the area of free surface is equal to:

Q=bL=2I2Rz-7".

Fig. 12.9 Fig. 12.10
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Then, from Eq. (12.28) at p, = p:

\/v
= w,uzj- I 213; z I\/ZRZ 2dz =

2Rz—z, —y/2Rz -z
-\ TR
3. Outflow from a spherical tank (Fig. 12.10). In this case:

=2,
4

where b value is determined from Eq. (12.29). Then:
Q=r(2Rz-7),

and from Eq. (12.28):

wlu‘/_ IZRZ -7 dz = WZ‘;ZE [%R(le/z _ 223/2)__;_(le/2 _ Zz5/2):| .
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CHAPTER XIII

NON-STATIONARY FLOW OF VISCOUS
FLUID IN PIPES

A wide class of engineering problems such as designing pipelines of various
designations causes the need to study the non-stationary fluids’ flow in the tubes.
However, the techniques using models of incompressible fluids and non-
deformable pipelines result in substantial discrepancies with the experimental data
especially in case of long pipelines and fast-going processes.

Indeed, as Eq. (2.41) shows the above models cannot as a matter of principle
describe wave processes occurring in the tubes. For such description, the fluid’s
elasticity and tube walls’ ductility must be accounted for.

This resulted in the separation of the theory of non-stationary fluid’s flow in
pipes, as more or less independent section of hydromechanics.

A complete theory of non-stationary flow of ideal incompressible fluid in pipes
was constructed by Zhukovsky. Subsequently, other scientists developed various
approximate techniques for the inclusion of friction forces as corrections introduced
into the solutions for ideal fluid. Based on the quasi-stationary hypothesis by Chris-
tiansen. I. Charny implemented the inclusion of friction forces directly into the fluids’
motion equations.

Currently, the theory based on the quasi-stationary hypothesis is commonly ac-
cepted. It was shown in experimental studies, however, that the quasi-stationary
hypothesis is just a first approximation and has limited application.

1. Equations of the non-stationary fluid’s flow in pipes

In order to derive equations of non-stationary fluid’s flow in pipes, the continu-
ity equations [Eq. (2.34)] and variation in momentum law [Eq. (2.51)] are used:

Ia—pdV+Ipv,,dS=0, (13.1)
Vav N

J@@dv + [pw,dS = [pFav +[p,ds. (13.2)
v at N v N
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Assuming:
P, =—pn+ta,
where 7, is the friction stress, and using Gauss—Ostrogradsky theorem, Eq. (13.2)
can be presented as follows:

ja(gw) v + jpw ds = j (pF —~Vp)aV + j%nds (13.3)

Let’s take a volume V of the tube segment with a straight-line axis Ox hy-
draulic axis). The volume is limited by cross-sections f and f; positioned at a dis-

~ tance dx from one another (Fig. 13.1). Thus, f =
‘_'A_"/:/ = flx,1), i. e., the area of the tube’s cross-wise sec-
Eof tion depends on the coordinate and time. As in the

cross-section f, v, = —v,, and in the cross-section f),
Vn = Vx, Eq. (13.1) for the identified volume V can
be written as:

j dv - jpvxdf + [pv.df +[pr,dw=0, (13.4)
v fi o

where w is the side surface of volume V.
Eq. (13.3) projected onto axis Ox becomes:

ja("’ Mgy j v, df + [pv’df +jpvxv dw=

dt ;i
(13.5)
op
F ——|dV - |74 7) d
‘J.(px aj _[z‘ f+f_!z‘ f+_[m,ua)
Clearly, for the object under consideration:
d
V= dx, - =— |pdfdx. 13.6
Je fj(odf x f!(odf fj(odf ax;[fo (13.6)

Let’s also assume that the shape and cross-section of the tube are changing rela-
tively smoothly, i. e. (Fig. 13.1):

cosz(n,x) << 1

In this case:

tm 1 fotr= [y e
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where y is the flow cross-section’s perimeter. Using Egs. (13.6) and (13.7) and using
the same transformation in Eqs. (13.4) and (13.5) to the limit at dx — 0 results:

ap d
fj;df + ;fpvxdf + Jpv"dz, (13.8)

Ia(g’”x)df+ifpv2xdf+fpv,vndl=f(l’ )df+——f‘r df+jr dy.(13.9)
;oo ox ¢ 3 ;

To be able to further transform Eqgs. (13.8) and (13.9), it is necessary to compute
the value:

d
E;JWf ,

where ¢(x,y,7,f) is some differentiable function of the coordinates and time.
As f = fix,1), df = v'ndyAt, where v’y is the velocity v projection onto the ex-
ternal normal n' to the flat contour x (Fig. 13.2). Then:

jwf_hm def fmy“)df

fxt+an At flxt) At
_ ot + Ar)— (1) plt+A)
=lim I—A—df+}tl_rg j S = (13.10)
f(xn fx,t+A1)
a 1
[ + o, dz.
7o f

Fig. 13.2
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In viscous fluid flow, the tangential component of velocity v, at its side surface

o is equal to zero (v, = 0), and the normal component v, = i‘;} The normal n' lies

in the surface perpendicular to Ox, and cos®(n,x) << 1 by proviso, then:

v,'= v, cos (v,n') = v,y1—cos’(n,x) =v,,

and Eq. (13.10) can be rewritten as:
d d¢
— ==+ dy. 13.11
athWf fjaz ljmz (13.11)
Substituting Eq. (13.11) into Egs. (13.8) and (13.9), gives:

Ipdf+ijpvxdf=0, (13.12)
; ox ;

Ipvdf+—jpvx df = j( de+—J'r df+J'r dy. (13.13)

Assume further that the only operating mass force is the gravitational force,

: d : . o .
i.e, pF, = —pga—i‘, where z; is the coordinate of a point in the fluid measured from

an arbitrary horizontal plane vertically up. Then:

azl 909 op
(S -2

Both for gases and for slightly compressible fluids, the gz g—p value is small
X

compared with o , SO:
ox

I(p )df~— —(p+pgzl)df f—(p+ng.) (13.14)
f

because for a smoothly-changing flow (cosz(n,x) << 1), as Navier-Stokes equations
indicate, p + pgz| = const in the cross-wise section f.
Further, it is clear that:

J' dy=1,7 (13.15)
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where 7, is average over the cross-section perimeter of flow value of 7,,. It is custo-

mary to disregard the:
)
— |7.d
&;uf

value in hydraulic computations. This statement is based on the following. Accord-
ing to Eqgs.(421) and (4.28) for a slightly compressible fluid, p, =
dv
o
assumed that the fluid’s density changes negligibly in the flow cross-section.

Considering and substituting Eqs. (13.14) and (13.15) into Eq. (13.13), and
from Eqgs. (13.12) and (13.13):

. v . .
=—-p+7,=—-p+pM—, and under regular circumstances ,ua— << p. Besides, it is
x

) oM _
o T O
(13.16)
oM dJ d
E"*gx‘——fé;(.l"*l’gzl)'*lf ,

where M = Ipvxdf =pwfis the fluid’s mass throughflow; J= Ipvxldf=
s s

= fpw’ f = SoMw is projection onto the Ox axis of momentum of the mass M; w is

average (in the cross-section) fluid’s velocity; and £ is Coriolis’s correction for
a non-uniform density and velocity distribution in the flow’s momentum equations.
For turbulent flow, # = 1.03 to 1.1, for laminar flow £ = 1.33. When deriving
Eq. (13.16), no assumptions are made about the format of the friction law. Thus,
these equations are valid for any liquid or gas flow (either Newtonian or non-
Newtonian) provided cosz(n,x) << 1. Eq.(13.16) includes five unknown va-
riables: p, p, w, f, 7, B (B is considered to be a known function of w, fluids proper-
ties, type of nonstationarity and geometry of pipe). In order for the system to be
closed, it is necessary to add to Eq. (13.16) 7, as a function of w, liquid’s (gas)
equation of state and the connection between the tube cross-section area and pressure.

It is assumed that the pipe’s walls are elastic and the area of cross-section
depends on pressure under Hooke’s law, i. e.:

f =f0(1+e——p ;_p"), (13.17)
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where fo = fo(x) is the area of the pipe’s cross-section at pressure p, Eg is Young’s
modulus of the pipe’s material, e is a dimensionless factor depending on the pipe’s
cross-section shape and wall material. Also, the effect of the lengthwise elasticity
forces and inertia forces of the pipe’s walls are ignored. For a case of a slightly
compressible fluid, it is also assumed that Hooke’s law is valid, i. e.:

p=p{1+e”—;ﬂ], (13.18)
liq

where po is density at pressure po, Kiiq is fluid’s bulk modulus of compression.
Eqgs. (13.17) and (13.18) are only valid when:

eP"Po g P Po g, (13.19)
FE an
SO.
1 e _
Pf=pofo{1+[l+a+g](p—po)}=pofo(1+iK—p°j. (13.20)
where:
K.
K= lig
K.
l+e—2
FE

is normalized bulk modulus of compression, which considers elasticity of both the
fluid and the pipe. For a thin-walled round pipe:

d
e=—,

h

where d is the internal diameter, % is the thickness of pipe’s wall. By definition,
sound velocity' in a system “elastic fluid flowing in the elastic pipe” is equal to:

C=\/E=v\[z. (13.21)
P Po

According to Egs. (13.20) and (13.21):
) _ pofodp _ foOp (13.22)

ot K ot c*or’

! Under the sound velocity, the propagation velocity of small disturbances is understood, i. €., for which the
conditions of Eq. (13.19) are fulfilled.
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On the other hand, under Hooke’s law Eq. (13.18),

ap ap ap gzlp0 ap ap
=% p+p , 13.2
ot ( ng) T ot at K ot a (13.23)

where ; = p+ pgz, is normalized pressure.
By substituting Eqs. (13.22) and (13.23) into Eq. (13.16):

f0 ap oM ~0
o ax
(13.24)
oM dJ ap
———=—f=4T
o ax Lo AT
For a gas flowing in a pipe, 3—{=0, i. e., disregard changes in the pipe’s

of

. . . 2 .
cross-section area. In such a case, using a known equation a—=co , where c;is
0

sound velocity of gas, results in:

9 _ lap o) _ fop
ot Por’ ¢l

(13.25)

ap 9 _p 8y _0p
== 4) =~ 8% o oy
ot (p peu)= g ‘o o or or
Consequently, Eqgs. (13.24) are valid also for the gas. Thus, different notations for
¢ and cg are not used.

In order to establish the correlation between 7, and fluid’s properties and flow
parameters, the quasi-stationary hypothesis is used, i. e., the assumption that the

flow parameters established for a stationary flow are also valid for a non-stationary
flow. Then, under Eq. (10.35):

T, = —l% pw
and Eq. (13.24) becomes:
fo aP oM =0
c? at x

(13.26)

_aﬂ+_ai— ﬁ_ AM

o T T A
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2. Equation of non-stationary flow for slightly-compressible
fluid in pipes

Integrating the second equation Eq. (13.26) with respect to x, results in:
X aM - - X
I—ade+ J(x) =IO = £, [p(x) - pO) ]+ J‘,Z/l%pwdxl ,
0 0

where f,v; is average value of area f over the segment [0,x]. Following the defini-
tion of J that:

J .o
f-ﬂpw

is dynamic pressure corresponding to the doubled velocity head. Clearly, when
dealing with the flow of a slightly compressible fluid it is possible to disregard the
changes of this pressure compared with the changes of the normalized pressure

p(x)— p(0). The latter is equivalent to disregarding the term %‘L in Eq. (13.26).
X
Further, according to Eqs. (13.20) and (13.21):

oM _oafw) _ ow  dgf) _ . ow fow 9 _ oW
ox ox Zl ox T dx Ziew Bx 2o Pax’
13.27)
M _ (o) AT 3w fonp e
o pf pf T ot aAPv
By substituting Eq. (13.27) into Eq. (13.26), disregarding the term %’— and as-
X

suming f = f,, p=p, the equations for flow of a viscous slightly-compressible
fluid are obtained:

W _ v

ot ox

B f, )

ox ot 86

(13.28)

f

where & =I is hydraulic radius of the flow. To evaluate the results, let’s review

the Navier-Stokes equation [Eq. (9.3)] describing the flow of an incompressible flu-
id in a prismatic tube. Assummg the tube has a circular cross section (the flow is

axisymmetric) and F = g, and from Eq. (9.3) as projected onto the axis Ox:

u__d £
P 5 o (pgz, + p)+ . Br[r arj' (13.29)
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Average flow velocity in this case is equal to:
17 2 f
w=—— [2nrudr == [rudr, (13.30)
R R*;

where R is the tube’s radius. By multiplying Eq. (13.29) by 2zr dr and integrating
with respect to the radius from O to R, and considering Eq. (13.30):

dp_ 0w 2udu
ox ot R or|_ ’
or, as for a round tube & = 5, 7, = ﬂ§£ ,
27 % T 0r| .
op _ ow T,
B PNy AT 3 13.31
ax P s (1331
Continuity equation for an incompressible fluid has the following format:
ow =0. (13.32)
ox

Comparing Egs. (13.31) and (13.32) with the Eq. (13.28), shows that the fluid’s
compressibility and tube walls’ elasticity are considered in Eq. (13.28), as opposed
to an incompressible fluid, w = w(x,f), and the sound velocity has a finite value.
These distinctions, however, have conceptual importance. Indeed, the system
Eq. (13.28) is hyperbolic, i. e., enabling wave solutions (as opposed to equations
for incompressible fluid). Therefore, Eq. (13.28) provides description of the wave
processes arising in the pipes at a non-stationary flow. In a general case,

. \ . . . .
Eq. (13.28) includes a nonlinear term ﬂ%w, which complicates integration opera-
tions. Various linearization techniques, which can be reduced to the representation
of the nonlinear term, such as:

AMW=2aw, 2a = M we=const >0, (13.33)
86 86 )™

are analyzed in various publications (see References), which also analyze error as a

L . . A
result of linearization. At a laminar flow regime, 4 = Re’ and from that:
e

A A A

85 pwias*8s 32p6°
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For round pipes, A = 64, & =% and 2a= Z’: where d is tube’s diameter.

By substituting Eq. (13.33) into Eq. (13.28):

_0p_ 0w
ot ox
(13.34)
ap ow
P p( ” + 2awj

Once again, it is assumed in these equations that 0 = const.

3. Equations of non-stationary gas flow in pipes at
low subsonic velocities

When dealing with gas flow it is necessary to supply Eq. (13.26) with equation
of state, for instance:

P _zrr, (13.35)

P

where Z is super-compressibility, R is the gas constant, and T is temperature, K.
Substituting Eq. (13.35) into p = p + pgz, results in:
- gz
=p+pgz, =p|ll+=—|,

P=p+ P8y P( ZRTJ
which shows that even at relatively large z; (z; < 200 m) it is possible to assume
p = p. As the evaluations show, for the gas flow in long gas lines at low subsonic
velocities it is possible to disregard dynamic pressure, which corresponds to
doubled velocity head, and even more so it is possible to disregard its changes, 1. e.,
the term %i in Eq. (13.24).

X

Considering and assuming f = f;, and from Eq. (13.26):
_ a_P =2 d(pw)
ot ot '
(13.36)
o _Aew) A dw) Al pw
ox o 86 ot 86 p

Hydraulic resistance depends on Re number, so:
A= A(Re) = ,1(45_/”],
U

viscosity depends ontemperature, & = f(T), sothe system of Egs. (13.35) and (13.36)
includes four unknown variables, p, p, w, T. For the gas flow in long gas lines it is
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usually assumed that the flow regime is isothermal, i.e., T = Ty = const. In this,
case, the system Eqgs. (13.35) and (13.36) becomes closed.
To linearize the second equation of Eq. (13.36), Eq. (13.33) is used. Then:
_ a_[’ —c? d(pw)
ot ot
(13.37)

where at low subsonic velocities it can be assumed that ¢ = const. Then the lineari-
zation of Eq. (13.37) coincides with Eq. (3.34) for fluids when p = const. Such li-
nearization is cruder than that for the fluids, as in long pipelines velocity can signif-
icantly change along the length of the pipe, in contrast with the fluids.
Now, other linearization techniques of Eq. (13.36) are indicated. Considering
Eq. (13.25), let’s rewrite Eq. (13.36) as follows:
_op _ aw ap aw w dp

o P Vo P o
(13.38)
ox ot o 85
Cancelling aa_p from the second equation Eq. of (13.38):
dp _ ow w? l‘pwl
- l—— —| — [+—T—=—pw. 13.39
( Jax 5 ”aiz} 85 ©" (13:39)

It is discussed earlier to review low subsonic velocities and disregard the ve-
locity head and its derivatives. So it is possible to rewrite the first equation of
Eq. (13.37) and Eq. (13.39) as follows, considering Eq. (13.25) and the equation
of state [Eq. (13.39)]:

ldp  ow_ p ow

o ox ZRT ox’

ie_,,(a_wﬁlpwl J p [8_w+l|pw|w),

ox ot 86 ZRT | ot 80
or
_dlp _ ¢* ow
ot ZRT ax
(13.40)
_olnp _ 1 (ow Aowl
ot ZRT{ dt 85

Eq. (13.40) coincide with Eq. (13.28) for the fluid if p is replaced by Inp,
and p, by 1/(ZRT). Linearization of Eq. (13.40) can be done using Eq. (13.33).
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4. Integrating equations of non-stationary fluids and gas flow
using the characteristics technique

The following systems of equations:
(a) Nonlinear —

_9p_ 20w
o P
(13.41)
_op_ fow, Ap
ox or 80
and (b) Linearized —
_9p _ 20w
o X o
(13.42)
dp ow
P _ O,
ox p(8t+ aw)

belong to hyperbolic type. Subsequently, discussing the fluid flow, as follows from
Eqgs. (13.28) and (13.34), p is normalized pressure p = p + pgz,. When discus-
sing the gas flow, according to Eq.(13.40), p is considered as Inp, and p as

p— =const.

ZRT

The method of characteristics is highly convenient for the numerical integra-
tion of the nonlinear system Eq. (13.41). Using standard methodology, it is shown

that the equations of characteristics and the correlations in them have the following

format:
X —ct =const, dp +pcdw+p%wdx =0,
(13.43)
X + ct=const, dp—pcdw+pi|8%wl—wdx =0.

In this case, equations of characteristics do
not depend on the solution. It means that their
grid can be constructed before beginning to
solve them, which significantly simplify the
numerical integration procedure. The character-
istic described by equation x—ct = const is
4 5 5 Ni7 is called direct, and by equation x + cf = const
is called inverse. Replacing the dirrerentials in
23 4 57 "6 x in the differential functions Eq. (13.43) by finite

Fig. 13.3 differences, the system of equations for the
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approximation of p and w values at point 7 are obtained (Fig. 13.3) denoted by p,
w17. The System has the following format:
Al

p7—pl+pCd(W7 Wl)+p_wl(x7—'x|)=0’

(13.44)

85
where py, p2, w1, wa, 41, A2 are p, w, 4 values, at the points 1 and 2, respectively. In
order to find these values, it is necessary to assign the initial conditions:

w(x,0) = fi(x), p(x,0) = (x), 0 < x <1,

where [ is tube’s length. The p and w values at the points 8, 9, 10 and 11 are calcu-
lated similarly. The p;, wy values derived using Eq. (13.44) are the first approxima-
tion of the p and w functions at the point 7. To increase accuracy, conventional ite-
ration techniques can be employed. Another way of increasing accuracy is decreas-
ing the size of the characteristic grid cell. Thus, it is only one relationship to
consider from Eq. (13.44):

e

86
which includes two unknown variables, pi2 and wi,. To produce the second equa-
tion, it is necessary to assign the boundary conditions at x = 0, i. e., one of the func-
tions of the kind:

Py — Dyt ped(wy —wy) + (x, —x,)=0,

(x,—x)=0,

P =Pyt pe(wy —w,

w=w(f), p=p(t), Afpw)=0atx=0,r>0. (13.45)

The solution at the boundary point 17 is derived similarly. For this, it is neces-
sary to write the finite-difference relationship for the characteristic and assign the
boundary condition of Eq. (13.45) type but at x = [. Clearly, the characteristics
technique can be used also for the numerical integration of the linearized system of
Eq. (13.42).

5. Integrating linearized equations of non-stationary
flow using Laplace transform

The Laplace representations of a function of two variables u(x,f) and its partial
derivatives are, respectively:

Ulx,s)= Ju(x,t)e“’dt. %j—a”g’;”)

0

e—:tdt’
(13.46)
sU(x,8) —u(x,0) = jai(a’;’_’) edr,

0
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where u(x,0) is the initial condition for function u(x,t), s 1s a complex parameter, and
Re(s) > 0. It is assumed that the integrals in Eq. (13.46) do exist, the integration and
differentiation operations with respect to the coordinate are commutative and:

lim u(x,)e “dt=0, lim oulxt) o _ 0, lim ou(x1) -

100 10 t 100 X

=0.

The transition from the representation to the original format is performed us-
ing the conversion equation:
1 Yioo
ux === [e"U(x5)ds, (13.47)
2m ..
and the straight line y —ico, ¥ +ioo is drawn in such a way that all singularities of
the representation U(x,s) are to the left of it.
Let’s now review the application of Laplace integral conversion to the solution
of a system of linearized Eq. (13.42).

One preliminary note.
Suppose at ¢ <0 the flow is stationary. Then following Eq. (13.42):

wo = w(x,0) = const, pg = p(x,0) = p(0,0) — 2apwox,

where wy, po are velocity and pressure at stationary flow.
Let’s assume that:

w(x,1) = wotw*(x,1), p(x,t) = po + p*(x,1),

where w*, p* are disturbances of velocity and pressure (their deviations off the sta-
tionary values). It is easy to see that w*, p* satisfy Eq. (13.42). Any non-stationary
motion can be considered as if it emerged from the stationary motion so the initial
conditions for the disturbances are:

<0, w¥x,00=0, p*(x,00=0, (0<x<). (13.48)

So in the future, Eq. (13.42) is considered at initial conditions Eq. (13.48) and,
dropping the superscript *, w(x,t), p(x.t) represent the velocity and pressure distur-
bances. It is obvious that the boundary conditions also must be formulated for the
disturbances.

Applying the Laplace conversion with respect to variable ¢ to Eq. (13.42), and
using Eq. (13.46) and the initial conditions [Eq. (13.48)], results in:

Wixs) + %P(x, s) =0,
pec

(13.49)

B3 4 (s +2a)V (x,5) =0,
dx
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where:
P(x,s) = J-P(x,t)e_s’dt» V(x,s) = _[W(x»t)e_"dt,
0 0

are the Laplace representations of pressure p(x,?) and velocity w(x,f). A general so-
lution of the system of conventional differential Eq. (13.49) has the following
format:

P(x,s) = Ae™ + Be™, V(x,5) = —%(Ae“ —Be™), (13.50)
S

A=i1/1+2—“, Z(s)= peif1+ 22 (13.51)
C S S

Assuming in Eq. (13.50) sequentially x =0 and x = [
1
Z(s)

where:

PO,s)=A+8B, V(0,5)=— (A-B),

(13.52)

P(l,s)=Ae” +Be™®, V(l,5)= —L(Ae“ —Be™).
Z(s)

Canceling the integration constants A and B from Eq. (13.52):
P(0,s)chAl—P(l,s) -V (0,5)Z(s)shAl =0
(13.53)

shAl

PO, s) Z)

+V(0,5)Z(s)chAl ~V(l,5)=0.

Two equations in Eq. (13.53) are equations of hydraulic quadruple, connecting
the pressure and velocity representations at the ends of the pipeline. To emphasize,
the format of Eq. (13.53) does not depend on the boundary conditions of the prob-
lem under consideration.

In order to obtain the solutions of Eq. (13.42) as representations, it is neces-
sary to determine the constants A and B at arbitrary boundary conditions.
Eq. (13.52) shows that it is necessary to know any pair of the values P(0,s), V(0,s),
P(l,s), V(l,s). Following Eq. (13.53) it is sufficient to have two more independent
interrelations for these values. They can be obtained from additional conditions
linking the numeric values of pressure, velocity and their derivatives at the end of
the pipeline.

Subsequently, only the linear additional conditions are considered. According
to Eq. (13.42), derivatives with respect to a coordinate can be expressed through



216 CHAPTER XIII

velocity and derivatives with respect to time. Thus, any linear additional conditions
for these equations can be reduced to the following format:

op(0, ow(0,¢
pg t)+a,3w(0,t)+a,4 wgt )+

aw(l 1)

o, p(0.,)+a,

op(l,
+B,p(,) + 3, p( 2

+ w0+ B,

=),
(13.54)

op(0,¢ ow(0,¢
pg )+a23w(0,t)+a24 wgt )+

aw(l 1)

o, p(0,)+a,,
Bp(l )]

+Bup(lt) + By, + Bw(l, N+ P,

where a;, ﬂ,.j, @, y are known functlons of time.

Assuming in Eq. (13.54):

o, =p,=0, j=1234,
a general rerepresentation of the linear edge problem is obtained. Assuming:
B;=p;=00r,0,=a,,=0, j=1234,

a general representation of the linear Cauchy problem at x = 0 or x = [, respective-
ly, is obtained.

Now, the only stationary additional conditions are considered, i.e., factors
;, B; are assumed to be constants. Applying the Laplace transform with respect
to time and imposing the initial conditions [Eq. (13.48)] to the Eq. (13.54):

a,P0,s)+ BP(,s)+a,V(0,9)+ BV, 5)=D(s),

W(t)’

(13.55)
a,P0,5)+ AP, )+, V(0,5)+ BV (,s)=Y(s),
where:
o =0, +a,s, B=p,+8s
a=0,+a,s, B,=p8; + B8,
=0, +ay,s, B=p, + By, (13.56)

Q=0 +ays, f,=py+ Bss,

®)= f¢’(’)ﬂ""du ¥(s)= f'/’(t)e"’dt.
0 0

Eqgs. (13.53) and (13.56) form a closed system of four linear algebraic equa-
tions, from which:

P©0,5)=219) y0.5)=2:(S) (13.57)

A(s) ' A(s)
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where :

chAl -1 Z(s)shAl 0

shAl 0 ch Al -1
A(s) =|Z(s) ,

o B o, B
o B a, B,

0 -1 Z(s)shAl 0
A Gs) 0 0 chAl -1 (13.58)
5) = , .
: D(s) B Q, B,
W (s) :33 a, B,
chAl -1 0 0
shd o o
A, (s)=|Z(s) .
a p D) B
a, 133 ¥(s) 134
From the first equation of Eq. (13.52) and considering Eq. (13.57):
A=A =ZOAL) g AG) = Z()As(s) (13.59)
2A(s) 2A(s)
Substituting Eq. (13.59) into Eq. (13.50), results in:
P(x,s) = é&chﬂs —éi(le(s)sh Ax,
A(s) A(S)
(13.60)
Vins)= A,(s) shAx + A,(s) chx.

A(s) Z(s) A(s)

Back transform Eq. (13.60) from Laplace domain to time domain, P(x,s),
V(x,s) to p(x,1), w(x,r), the solution of Eq. (13.42) with initial condition [Eq. (13.48)]
and additional conditions [Eq. (13.54)] is obtained. This change can be performed
either with correspondence table or with the conversion Eq. (13.47).

The presentation, after Laplace, of function f{(1), i. e., L[f(#)] and its representa-
tion after Laplace-Carson are connected through the following equation:

K[f(n)] = sL[f(1)].

This equation enables the determination of [f(#)], if its representation L[f(r)] is
known, using the conversion tables for the Laplace conversion.
Let’s review some examples using to Eq. (13.47).
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6. Examples of computing non-stationary flow in pipelines

Computing non-stationary flow in pipelines, in particular, computing the hy-
draulic shocks is often reduced to solving the problems where pressure and velocity
as a function of time are assigned at the end of the tube. The following cases are
considered:

A, 120, p(0,0) = pi(1), w(lt) = ya(D),
B t> Oa P(OJ) = ¢l(t)» P(l’t) =@ 2(8),
C. tzO, W(Ovt) =y l(t)$ W(Lt) = Wz(t)a (1361)
D. >0, w(0,0) =y (1), pLt) = @ 2(1).

The initial conditions in all cases are assumed to be zero, i. e., determined
from Eq. (13.48).

Clearly, case D is reduced to case A by replacing y = [ — x, g2(t) = ¢1(t), w 1(f) =
= —y(¢). It is assumed that the boundary functions ¢,(¢), y (f) can have disruptions
at t = +0. From Eqgs. (13.54), (13.56) and (13.51):

incase A, o =1,f4=1,
incase B,y =1,03=1,
incase C, ;= 1, fa=1.

The remaining @y, §; in all three cases are equal to zero.

Upon having these relationships calculated, the determinant Eq. (13.58) is ob-
tained from Eq. (13.60):

Case A

P(x, ) =[5, (s) = ¢, (+0) + ¢, (+O)]F{ (| - x,5) -
, (13.62)
—-pc [sl}‘z(s)_Wz('*'o)+W2(+'0)]F1(x$s)

1
Vix,s)= ;T[s‘bl(s) -, (+0)+ ¢ (HO)] /(I ~ x,5) +

Hs¥, (5) -y, (+0) + y, (H0)] F (x, 5)
Case B
P(x,s) =[s®,(5)— ¢, (+0) + ¢, (HO)] F, (| - x, 5) -

(13.63)
—[5®, (s)— @, (+0) + @, (+O)]F, (x,5)
1
V(X,S)=—p—CT[S(Dl(S)—¢l(+0)+¢l(+0)]F5(l—X,S)—
I 5
—-p7[5¢2(s)—¢2(+0)+¢2(+0)]F5(X,S)
Case C
P(x,5) = pc’(s'P, (s) =y, (+0) + ¥, ()] Fy (I — x, 5) =
T e , (13.64)
~pc”[sW¥,(s) =y, (+0) + p, (+0)] Fy (x, 5)
V(x,5) = [s¥,(s) - ¥, (+0) + ¥, (F0)IF, (I = x, 5) + [s¥ ,(5) — W, (+0) + @, (0N F,, (x, 5) ,
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where:
@,(s) = [p,(Nedr, ¥,(5)= [w,(Dedr, i=12,
0 0
ch Ay Ash Ay shdy
F s = F ) = F ) = )
)= RO =G BO9=a 1365
shAdy ch Ay Ach Ay '
F,(y,8)=—-=, F(y,5)=—>F, F(y,5)= .
=T BOS= g =

While deriving Eq. (13.65), the following expression {from Eq. (13.51)] is used:

2

zs)=2,
S

As the expression s®(s)— @(+0)) is a representation of function 22)_(0 , then ac-
1

cording to the convolution theorem and Egs. (13.62), (13.63) and (13.64):
Case A

1
p(x,1) = [[@' (OIN, (I~x,0-0)~pcy ', (O) N, (x,t-6)1d6 +
0 ’

+@(+O)N, (I —x,1) —pc2w2(+0)N2(x,t)

(13.66)
wx,t) = j[%(p',(0)N,(1—x,;—e)—y/'2(e)1v,(x,:—e)]de+
0 pc
1
+—5 @ FON;( — x,1) =y, (HO)N, (x,1);
pc
Case B
t
p(x,0) = [[@ (9N, (I-x,1~6)+¢', ()N, (x,1-6)1d6 +
0 ’
+ ¢| (+0)N4(l - X, t) + ¢)2(+0)N4().’,I),
(13.67)

w(x,t) =

1 1
o (@' (8)N5 (I-x,t-6)-9", () N5 (x,1—-6)1d6 +
0

1
+——p >Lo (FON (L — x,1) — @, (+O)N 5 (x,1)];
C
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Case C
!
p(x1) = P’ [y (B)Ng (I-x,1-0)+y 'y (B)Ng (x,1-6)1d6 +
0

)

+ 0 [, GOYN (I — x,1) + W, (FO)N, (x,1),

(13.68)
w(x, 1) = [[Y' [ (OIN (I-x,1-0)+y', (BN, (x,1-6)1dB +
0
+W, (+ON, (I = x,1) =W, (+O)N, (x,1)],
where, according to Eq. (13.47):

Y+ico
Ni(y,t)=—17 [E(y,s) ds, i=12,..6. (13.69)

27u y—ioo

Functions Fy, F,, F3 have simple poles s, corresponding to roots of equation:
chyl =cosiyl=0, (13.70)
and functions Fy, Fs, F have simple poles s,, corresponding to roots of equation:
shyl =—isiniyl=0. (13.71)

Besides, functions Fy, F,, F4 have simple pole so = 0, function Fs — simple
poles so =0 and so(” = —2a, and function Fs — pole so = 0 of the second order.

From Egs. (13.70), (13.71) and (13.51) follows that simple poles s, and s,, are
determined from:

Sh=—aA*iVp, Sm=—azxiy,m=1,23,...,

2 2
n—1m 2 mme 2
- —a’,y = | == | -4, 13.72
" ( 2 l) @ ( l ) ¢ (372

i. e., two poles correspond to each m and each n.

All roots s, and 5., correspond to the conditions Re s, < 0, Re s, < 0; therefore,
in Eq. (13.69) it is possible to assume y = 0.

To close the integrating contour in Eq. (13.69), let’s consider, when computing
functions N, N2, N3, the arc sequence of radius:

R =—n,

S
and when computing N4, Ns, Ns, of radius:

_m2m-—1

Y
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with the centers at the origin and located left of the imaginary axis of plane s.
Eq. (13.72) indicates that not a single pole s, lies on arcs of radius R,, and not
a single pole s, lies on arcs of radius R,, It is shown that on the arc of radius R, at
n — o the value:

_ chAx
ch Al

is limited. On the arc of radius R,

s=Re’, —<@<=—.
2 2

Then, according to Eq. (13.51), the value of 4, on this arc will be:
2a
e ’
R’l

2
al = R, 1+4—+4——cos¢9+2005 —1+22 cosh |,
2c? R? R R

A, a+ﬂ—

where from, after simple transformations:

n n n

(13.73)

2c2

n n n

2
B = R, {\F+4R_+4R_COSB 2cos” +1- 2R~cost9j

The first sub-equation in Eq. (13.73) shows that at n —co (and, therefore,
R, o) —co<@, <+oo.
As:

|ch/1 xl le“"”'"’ +e Mo [ Hlrn 4 phtl-0 sh’a,x+cos’B.x
lchat| [ 1+e™ || 1+e2“ |=\f i tcos Bl

thenatx <1, Re 4, = @, =5+~ A— 0. When ¢, is finite, A is a finite value. As

Eq. (13.73) shows, the condition ¢, = 0 is only realized when cos 8 = —f—. Thus,

n

!Bl=cos’m =1, i.e. in this case A has a finite value. Similar-

ly, it can be shown that on arcs of radius R, with n — e the value:

chAx
ch |’
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and on arcs of radius R,, with m — oo the values:

shAx| |chAx
shAl|’ IshAl

are limited. Following the proven (as Eq. (13.65) shows) that with R — co values
F,, F,, F, uniformly tend to zero, and with R, — o, values F,, F,, F, monoto-

nously tend to zero. Now, according to Jordan’s lemma, for ¢ > 0 the integral Eq.
(13.69), based on Cauchy’s integral theorem, can be written as follows:

l st - st
N.(n0) == qF,(y.5)e"ds = Y Res[F,(y.9)e"]
2721 ]-k 0 s=5,
where I, (k = n, m) is a closed contour formed by the arc of the radius R, and by

the imaginary axis of the complex plane s. Applying a standard procedure of find-
ing residue, and after corresponding transformations:

4 (1) . a . 2n-1r€y
N, (y,0)=1+—i"") ——| chivr+—shivt |cos -,
o=l ZZn—l( ", ] 2 1
2ay s (=1 a-v: . ). 2n-lmy
Ny(y.,t)=—F+ “ 2shiv t+2achivt [sin———,
S e Z(Zn D’ v 2 1
Lo (=D 2n-1
N3(y,t)=—2C—e*‘"zﬂshivnzsin n—lry (13.74)
I T 2
N.(nh=2+ 3 £ i B4
4 y,t)—l Z chz}'t+ P shzym smm;rl,
1 m

CZ C - (_l)m y
N.(y.0)= l—e?)y+ ¢y *——shiy rcosma=,
j(y)w(e)leZ. A l

1 m

al iy? A &(-D"(a*-7 .. . y
Ny(y.t —~——+ 2shiy, t+2achiy,t |cosmr=.
o) 1 37 A e m ( i7, % % l

Eqgs. (13.66)—(13.68) and (13.74) provide a solution of problems of Eq. (13. 61)
It is important that when the pipeline is long, for small » values:
2n—-1 e
2 1

In such a case, the value v, will be imaginary, and:

2
_(an—l 7—7—) , shiv,t=—shvt, chivt=chv.
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when:

2n—-1m
—>a,

2 1

V, is a real value, and:
shivt =isinvt, chivt=cosv,.
Similar observations are valid for the cases:

mjc mic
—l—<a and —l—>a.

7. Hydraulic shock

A drastic velocity change in a pipeline (such as shutting the valve) is followed
by the corresponding change in pressure. This is called hydraulic shock. This pheno-
menon in an ideal fluid was first studied in detail by Zhukovsky (1898).

In this section, the application of the equations derived in par. 6 to a classical
problem of the hydraulic shock is reviewed. At x = 0, there is a high-capacity re-
servoir where pressure is considered to be constant. At x = /, the velocity change
under a specified rule is occurring. At the instantaneous flow stoppage, the boun-
dary conditions for disturbances have the following format:

>0, p(0,r) = p1(2) = 0, w(l,t) = y2(1) = —wy,

where wy is the velocity of the stationary flow.
Using the boundary conditions with Eq. (13.65), results in:

p(x,1) = pc*woNa(x.1),
w(x,f) = —woN) (%,1). (13.75)

Following Egs. (13.74) and (13.75), the solution of the problem under consid-
eration has the appearance of slowly converging series. When a = 0 (ideal fluid):

2n—1m . . .
v, = —, shiv=isinv,st,
2
and at x = [, according to Eq. (13.74),
4 & 1 2n-17zc 1 21
N (y,)=— i —t=—, O<t<—, 13.76
(1) lrcz,:Zn—ISln 2 1 c c ( )

and from this:

plt) =pewy, O<t< ﬁ . (13.77)
c
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Eq. (13.77) is the classical Zhukovsky equation for hydraulic shock in the

ideal fluid. A correlation curve I1= M vs. T= o (i. e., in dimensionless coor-
Pew, l
. . . . . Wt t
dinates) is presented in Fig. 13.4. Correlation curves l'I=p—(l——) vs. T=CT at
Pewy

a= 0.125?, a= 0.25% ,and a= 0.5% are presented in Figs. 13.5, 13.6 and 13.7.

y| y|
! N a=0.125%
a=0 0.5 |
0
2 4 T 2 4 4
0.5¢
A
-1+
Fig. 13.4 Fig. 13.5
y| y|
1.51 2+ a= 0,55
W a=025% !
11 {
0.51 14
0 2 ~4 7
-0.51 0 5 T
Fig. 13.6 Fig. 13.7

Note that the z—ch% value is the ratio of the pressure loss along the length [
to the shock pressure (a(f)ter Zhukovsky). The graphs indicate that when friction is
present, pressure in cross-section x =/ continues to increase till the time ¢ = %, i e,
to the arrival of the wave reflected from the cross-section x = 0. That was established
by Charny. At a > ¢/, wave phenomena disappear for all practical purposes.
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Let’s now review hydraulic shock with the boundary conditions:

" 0<i<T,
t20,p0.)=(=0,wl)=< T (13.78)

—w,, t 2T,

where T is time of the flow slow-down.
From Egs. (13.66) and (13.78),at 0<¢<T:

pn=£

atr>T:

p,t)= A

2 t
6)d6 = /’CTWO [V, @.60d6.
T

For the simplicity, it is assumed a = 0. Then, by considering Eq. (13.76):

sl 1 2n-lm,
c 2z 13.79
T S 2 1 (13.79)

whereat t<T 1, =0, and at t>T7 ¢, =¢t-T.
The sum of the series Eq. (13.79) is known and is equal to:

= 2n-1 n#(nm
Z cos == =-
el —1) 2 4\ 2

Considering periodicity, Eq. (13.80) can be presented in a more convenient
format:

p(lvt) ==

ﬂ’], —x<®<r. (13.80)

21 21

o _ 2
Z 52" 1£t=”—F(l),
< 2n—1) 2 18

where:
ct ct
1-——l—+4k, 4k STS4k+2’
F()= k=1,23... (13.81)

1+fll—4k—4, 4k+2$CTts4k+4,

Then Eq. (13.79) becomes:

1) =—””T”°’ [F@)- F@,). (13.82)

To illustrate the application of Eqgs. (13.81) and (13.82), the case when T = l/c
is considered.
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When 1 <T, 0367’51, k=0, F(t)=1—CTt, F(t,)=F(0)=1 andp=pcw0%.
C

When t 2T, the range of the values < and o T(t -T)= Elt——l are subdi-

vided into the following segments:
1scl—’s2, k=0, F(t)=1—CTt; OSCTt‘sl, k=0, F(t1)=2—~CTt,pC=pcw0;

2567’53, k=0, F(z)=1+07’—4; 1567’152, k=0,

F(t1)=2—CTt, p=—pcw0(2~cl£—5j;
33%’34, k=0, F(t)=1+CTt—4; 2s£l’is3, k=0,

F(t,)=—4+—cl£, p=—pcw,;

4367’35, k=1, F(t)=5~CTt; 3367"54, k=0,

F(t,)=—4+CTt, p=—pcw0(9—267tj,

etc. The correlation I1=

vs. T = (ct)/l is shown in Fig. 13.8. Correlations

PcWy
21 3l . - .
Il vs.tat T =— and T = — are displayed in Figs. 13.9 and 13.10, respectively.
¢ ¢
n _1 n _ol
i1 T=¢ I+ T=2
ﬁi 57 1 2 3 4 57
14 14

Fig. 13.8 Fig. 13.9



NON-STATIONARY FLOW OF VISCOUS FLUID IN PIPES 227

Of a particular interest is the case of T = ﬂ When 0 SCTIS 2, FH=1 _cTt’
c

F(t|)=F(0)=1,p=pcw0%. When ZSCTIS4, F(t)=1+cTt_4, F(t)=F©0)=-1,

p=%(4—%’}_ When ¢t > T, tlcht—4, on segment 4SCTIS6, k=1,
F(tl)=5—c7t; on segment OS%&SZ, k =0and F(t)=5—c7t, from where it fol-

lows that p(l,£) = 0.

n n
T T=3¢ It
W T :4.L
[
1 2 3 \1_/—?7 I
It 0 1 2 3 4 s¢t
Fig. 13.10 Fig. 13.11
. ct . p
It is easy to see that when 6 < T <oo, p(l,t) =0. The correlation IT=
pcwy

vs. T = (¢H/1 when T = 4l/c is shown in Fig. 13.11. It is possible to show that if

T= 4n£, p(l,H) = 0. Note that the L value is the travel time of the hydraulic shock
¢ ¢

wave along the entire length of the pipe /.

8. Effect of flow instability on force of friction

The equations for non-stationary flow in pipes derived in par. 1, e.g., Eq. (13.24),
link the average in the cross-section velocity w, density p, pressure p and average
over the tube’s perimeter tangential stress z,. To close this system of equation, the
quasi-stationarity hypothesis is usually employed. The computation results are
usually in a good agreement with experimental data. In some cases, however, sig-
nificant discrepancies with theoretical results were observed, for example in cases
of steep pressure (velocity) fronts of non-Newtonian fluid flow.

This casts a shadow over the validity of the stationarity hypothesis. Indeed, 7,
is function of fluid’s rheological parameters and local velocity distribution in the
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flow cross-section. At the same time, the velocity distribution at non-stationary
flow is highly different from that at stationary flow. For a laminar non-stationary
flow of an incompressible fluid was theoretically substantiated by Gromeka,
Lambossi, etc., and experimentally established by Richardson and Tayler. It is evi-
dent that the equations for averaged values do not allow for the estimation of non-
stationarity effect on the size of friction force. In order to fine-tune the association
between 7, and averaged flow parameters, it is necessary to analyze differential equ-
ation for local values, i. e., Navier-Stokes equation.

Under the same assumption as for the derivation of Eq. (13.28), i. e., disre-
garding the fluid’s compressibility and the tube elasticity in the motion equation,
let’s write down Navier-Stokes equation in the following format:

p%—j=pf—Vp+/JA;. (13.83)

Let’s review axisymmetric flow in a round cylindrical tube under assumption
that the only operating mass force is force of gravity. In this case Eq. (13.83), pro-
jected on the tube’s axis Ox, has the Eq. (13.29) format:

du d i3 du
= =——(pez +5 | r— 1|, u=v,. 13.84
P, ax(pg, p) T ( 8r] ( )

Assuming p(x,f) = po(x) + p*(x.1), u(x,r,t) = uo(x,r) + u*(x,r,t), where u, po are
stationary values of the velocity and pressure, and u*,, p*, are their disturbances,
Eq. (13.84) can be reformatted in the following structure:

W
pat B ax+rar( 8r] (13.85)

The initial conditions for the disturbances are:
t <, u*x,r,0) =0, p*(x,0) =0. (13.86)

Subsequently, superscript * is omitted and as a result, p and u are pressure and
velocity disturbances.

Applying Laplace’s transform with respect to time to Eq. (13.85) and initia}
conditions [Eq. (13.86)], results in:

or? r or

2
QPUr,s) | 18U(x,r,s)_E[U(X’r’s)+_1_dP(x,s)
v ps  dx

} =0. (13.87)
where:

UGxr,s)= [uCx,r,0e"dr, P(x,s)=[p(x,nedr, v=%. (13.88)
0 0
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Let’s introduce a function:

1 dP(x.5) (13.89)
dx

O(x,r,s)=U(x,r,5)+—
ps

By multiplying Eq. (13.87) by * and substituting the variable:

2z =\/Er, (13.90)
1%

+z— -7’0 =0. (13.91)

results in:

Eq. (13.91) is a regular zero-order Bessel equation with solution limited at r =
=z=0;:
D(x,2,5) = C(x,5)Io(2), (13.92)

where I5(z) is Bessel function of the first order imaginary argument.
Substituting Eq. (13.92) into Eq. (13.89) and considering Eq. (13.90):

Ux,r,s)=C(x,5)I {\Er)—iim, (13.93)

Function U (x,r,s) must satisfy the condition of fluid’s adhesion to the pipe’s
wall,i.e.,at r=R:
U(x,R,s)=0,

and from here, according to Eq. (13.93):

1 dP(x.s)
=C R 13.94
e emlfp) s

Canceling C(x,s) in Egs. (13.93) and (13.94), results in:

S
IO[\/:r]
U(x,r,s):-l— v -1 dP‘(iiys)
g 10( ERJ
| 4

Multiply Eq. (13.95) by 2:;? and integrate the result from O to R, i. e., aver-

(13.95)

ages the solution with respect to the radius. When deriving Eq. (13.96), the known
relationships for Bessel functions are used:

Jeto@dz = L. L@ = 1)~ 2.
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The result is:

] )

dP(x,s)

=—psV(x,8)——%=—psV(x,5) ——=X, (13.96)
dx 1 \/ER 1 2\/E
Vv A Va
where I, is Bessel function of the second order imaginary argument:
R
V(x,s)=%er(x,r,s)dr, a =%. (13.97)
0

Following Eqgs. (13.30), (13.88) and (13.97):

R o oo R oo
V(x,s)= % Ir IU(x, r,Dedtdr = J‘_%Z_ Iru(x,r,t)e“’dr dt = Iw(x,t)e""dt ,
R g ¢ a R a a

1. e., V(x,5) is a representation after Laplace of average velocity w(x.f).
Applying Laplace transform to the first equation in Eq. (13.41) (i. e., to the
continuity equation) and considering the initial conditions of Eq. (13.86), results in:

avix,s) _ _ = _P(x,s). (13.98)
dx £c

Eqgs. (13.96) and (13.98) are written as representations after performing Lap-
lace transformation and they are equations of a laminar non-stationary flow of a
viscous slightly compressible fluid in a round cylindrical tube. They are valid for
the average in the cross-section values of velocity and pressure at initial conditions
[Eq. (13.86)].

The link between the average velocity w and tangential stress 7, is now to be
determined. By averaging Eq. (13.85) over the tube’s cross-section:
ov__op 2udu _ op 2%

= 13.99
o0 o Rorl,, o R’ ( )

and after applying Laplace transform to this equation and considering the initial
conditions [Eq. (13.86)]:

20 _dPxs) | vis ), (13.100)
R dx

where:

T= fr,(x.0edr.
0
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value from Eq. (13.96) into Eq. (13.100), results in:

Substituting 2P >5)
dx

T=PRsvixs|1-—~ 27|
2 s
12,2
a

i. e., now a link between the representations of tangential stress 7 and average ve-
locity V(x,s) exists. And because:

(13.101)

sV(x,8)= I%'“dt ,
; ot

according to the convolution theorem, from Eq. (13.101):

pR ow(x,8)
——k(t-6)d@, 13.102
. Oj =g X(=0) ( )
where:
I
17 a
k=2~ j 1-———< le"ds,
yie 12 2‘/;]
a
or, as Io(z) = Jo(iz), I(2) = J2(iz):
Ytioo JO 2i‘/EJ
1 a
k(1) =— 1-——< le"ds.
Prel ZiJE]
a
As aresult:
k(1) =-2a —aZexp(——%t}, (13.103)
k=1

where zx (k#0) are roots of equations J,(2) =12[2i‘/EJ =0. Substituting
a
Eqgs. (13.103) and (13.103) into Eq. (13.99) and using continuity equation from
Eq. (13.41) or Eq. (13.42) (which, clearly, remains unchanged):
dp 0w
or P ox’

op ow ! ow(x,0)
_E_p 42 Wit - ,
p( + wa)+pa6[ (t-6)deé

(13.104)
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where:
- ad 2 - -
W) = Zexp[—gi—"t} t=at.
k=1

The graph of W(¢) function is shown in Fig. 13.12. The parameter 2a, as
Eq. (13.33) shows, at the laminar flow in a round tube is equal to:

LA 64 _
85 Re8S RZ

which coincides with Eq. (13.97). Therefore, under laminar flow regime there is no
need in linearization of Eq. (13.41), 1. e., Eq. (13.42) is valid. The rejection of the quasi-
stationarity hypothesis results in the appearance of the following integral term in the
motion equation:

——COl’lS[

ap j aW(""(’)W( ~6)dé.

0
This term accounts, with certain weight assigned, the entire previous history of
a non-stationary process.

1409
5T
4.-
3.._
2.-
l_.
- L L — I | ' 'l 5.102
01 2 3 4 5 6 7 8

Fig. 13.12

Analysis of solutions of Eq. (13.104) showed that under periodic processes the
attenuation factor of high-frequency harmonics is directly proportional to square
root of frequency. This results in smoothing of the pressure (velocity) impulses and
“smearing” of steep fronts. These facts were experimentally confirmed. At the
same time, following the solutions of Eq. (13.42) the attenuation factor of high-
frequency harmonics is practically not dependent on frequency.

The use of the quasi-stationarity hypothesis does not allow taking the above
phenomena into account. Behind the hydraulic shock front, the pressure increase
curves computed from Eqgs. (13.42) and (13.104) gradually become closer. So the
pressure computation behind the front, including maximum pressure increase, can
be performed with sufficiently high accuracy using equations derived on the assump-
tion that the quasi-stationarity hypothesis is valid.
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CHAPTER XIV
LAMINAR BOUNDARY LAYER

Let’s consider a case of the fluid flow-around an immobile wall. If the fluid is
ideal, the process is described by Euler’s equations:

dv, op
—+=pF, —— 14.1
= (14.1)
and the boundary condition:
v,lc =0. (14.2)

For a incompressible viscous fluid, Navier-Stokes equation must be used:

dv, ap
—t=pF ~—+ ; 14.3
P = PFi A (143)
and the boundary conditions:
Ve =0, v|o =0. (14.4)

Clearly, at 1 — 0, Navier-Stokes Eq. (14.3) at the limit coincides with the

Euler’s Eq. (14.1). However, the solution of Navier-Stokes equation does not tend
to Euler’s equation solution because the boundary conditions Eq. (14.4) do not
depend on the viscosity and cannot tend to the boundary condition [Eq. (14.2)].

These considerations and some experimental results made Prandtl believe that
at low viscosity (or, which is the same, at high Reynolds numbers), viscosity is ac-
tive only within a thin layer next to the wall (called the boundary layer). Outside
the boundary layer viscosity effects are negligible, and the fluid can be considered
to be ideal.

Navier-Stokes equations for the boundary layer flow, considering its small
thickness, can be substantially simplified.
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1. Equations of the boundary layer

In order to derive equations of the boundary layer let’s review, disregarding
mass forces, the parallel-plane flow-around a thin cylindrical body by a viscous
incompressible fluid (Fig. 14.1). The flow around the wall is considered to be
planar along the Ox axis and the Oy axis normal to the Ox axis.

Y

Fig. 14.1

Following Eq. (4.42), the flow equations in this case will have the following format:
(avx dv, av, ] dp (Bzvx o’y ]
p +v +v = —a— + H + =
X

o Tox oy ox’ 9y’
ov, N ov, N ov, op N Bzvy N Bzvy (145)
— v —— v — = —_—— .
Ao ™™ ) Ty A T )
dv. ov,
LA/
x 9y

To reduce Eq. (14.5) to the dimensionless format, it is required to assume:

x=L¢, y=Ln, v,=Vu, v,=Vu, p=pVip, t=ét,

where L is the characteristic length of the flowed-around body, V is the characteris-
tic velocity of the flow. Substituting these terms into Eq. (14.5) and dropping (for
convenience) the bars over the dimensionless time and pressure:

ou Oou ou_ op, | du 1 o

5 o T0E Reod TRean

(14.6)
1 L1 (_S—(ls- 1 :12—
v uﬂ_ﬂ)_@z_ Bp+ 1 82v+1 o%v

B iy ey
ot df dn dn Redé® Redp 14.7)
5 165 41 é 1

)
Bu_‘_av_o’

o on (14.8)
1 1
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where & = %, Re = ﬂ, 0 is the thickness of the boundary layer, and the values
y/]

underneath the two equations are their estimates within the boundary level by
the & value.
Let’s now review the accuracy of these estimates. Suppose velocity v, changes

by V over the length L. Then u ~ 1, and:

o, _Vou Vo ou

ox LoE L o9&
.. .. . o%u
Similarly, it is possible to show that T.fz~ 1.

From the continuity equation Eq. (14.8):

o _
an 9
Further:
v= —”jg—;an ~d.,
0
because within the boundary level 0 < u < & . Also from this inequality:

82v~l ou 1 o 1
on* & on & opt §

As v~ 3, then:

" ag
It is also assumed that %:— ~ 1, meaning that the sudden acceleration events like

the hydraulic shock are not considered. Then:

o =
—=~4.
ot

Thus, the validity of the above estimates of individual terms in Egs. (14.6),

(14.7) and (14.8) is confirmed. Considering these estimates that enable viscosity
2

effect in Eq. (14.6) results in the definition of the term L -

Re dn

between the friction forces and the inertia forces can be represented by:

ou_ 1 du

“an‘ReanZ'

So the relationship
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Prandtl suggested that within the boundary layer the relationship between iner-
tia forces and friction forces is the value on the order of 1, 1. e.:

Re ~ 1 (14.9)

=2

)

This relationship enables the boundary layer thickness estimate as:

(14.10)

For example, suppose the characteristic size of a flow around body L = 1 m,
kg

the characteristic flow velocity V = 1 my/s, and the dynamic viscosity x =107 "
m*s

(water, 20 °C), density p = 10° % Then:
Re=2YL _ 10°,
Y7,
and under Eq. (14.10):
1

JRe

or § ~ 1 mm. This is the thickness of the layer in which velocity v, changes in val-
ue from zero to its value in the external flow.

Now, the problem is the nature of the flow within the boundary layer at such
Re number values. Observations show that the flow along the tablet remains lami-

nar at Re=£V£<(5"‘105 to 10%).
U

S~ =107,

Disregarding small terms in Eqgs. (14.6), (14.7) and (14.8) and considering
Eq. (14.9) results in:

ou  du + ou op 1

o o on T T TReon”

ap N (14.11)
P MLy

=" 38 ap

Eq. (14.11) is the Prandtl’s equation for the boundary layer in a dimensionless
format. Back transforming into the dimensional format:

O, Oy, v 10p, udv,
o ox oy poax p oty
dp dv. Ov
Ko, ey,
dy 8x+8y 0

(14.12)
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These equations indicate that pressure in the cross-wise direction to the boun-
dary layer can be considered to be constant and equal to pressure at its external
borders. The external flow in relation to the boundary layer, as already indicated,
can be described using the model for ideal fluid.

As was shown, at the external boundary of the boundary layer, v~ & or
av,

y
section at this boundary is also small, and the lengthwise velocity v, turns to veloci-
ty of the external flow U(x,r). Thus the motion equation at the boundary of the
boundary layer can be written as follows:

U, __ 1

v, ~ 25 . The derivative , due to disregarding viscosity in the external cross-

2 5 = . (14.13)
ot ox p ox
In a case of the transient-free flow, from Eq. (14.13):
p+§U2=const. (14.14)

As the boundary layer is thin and v, ~ %5 , the boundary conditions for the

external flow can be assumed as being the same as at the direct flow-around of
a body by ideal fluid. In other words, in order to compute the external flow it is
possible to take the ideal fluid’s flow-around of the body and disregard the boun-
dary layer’s thickness.

Thus, the system of equations of Eq. (14.12) becomes:

2
av, av, y avx___l_a_p+£a v,

+y, =Ly, —E= x,
ot ox ay pox pady (14.15)
dv, Ov,
Py T 2,
ox dy

where p = p(x,r) should be considered as a known function and in the case of tran-
sient-free flow it can be determined from Eq. (14.14). Egs. (14.15) are Prandtl’s eq-
uations for the boundary layer.

The boundary conditions for the Eq. (14.15) have the following format:

v.=v,=0at y=0, v, =U(x1) at y >eo.

The last condition should be understood so that v, asymptotically tends to the
U(x,t) function which is believed to be assigned in advance.

Eq. (14.10) provides only an approximate estimate of the boundary layer
thickness. In reality, the separation between the boundary layer and external flow is
rather tentative, so various criteria are used to refine it. The simplest case is that the
velocity at the boundary layer’s external border is equal to 99 % of the external
flow velocity.
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2. Blasius problem

To illustrate the application of the boundary layer’s Eq. (14.15), the flow

around a thin immobile tablet is analyzed (Fig. 14.2). The origin is placed at the

edge of the tablet and place Ox axis along

Y S ~Ix the tablet and parallel to the velocity of the

_______ overrunning flow. The tablet’s length is con-

Pt T sidered infinite, and the flow is considered

stationary. It is also assumed that the over-

v X running flow velocity is Uy. The mentioned

. assumptions and model gives the Blasius
problem.

The external flow velocity is constant,

% =0, so Eq. (14.15) becomes:

~
.
-
~ -
TS

uau+v8u_v82u
—Hv— =y,
ox oy Oy (14.16)
ou odu
—+—=0,
ox oy
where:
Usv, v=v, v=ﬁ.
’ Y
The boundary conditions for Eq. (14.16) are:
u=v=0aty=0, u=U, at y—>oo. 14.17)

Let’s now solve the Blasius problem. Eq. (14.16) and boundary conditions
of Eq. (14.17) include the following parameters:

X, ys v, UOs

of which only two have independent dimensionalities. Therefore, two dimension-
less combinations can be formed based on this system, such as:

U
X y f_o
X VX

In this case, functions u(x,y), v(x,y) can be represented through dimensionless
functions fand @ as:

“=U0f(l’ y ﬂ), v=,/ﬂ¢[l, y ﬂ). (14.18)
X VX X X VX
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Let’s replace variables in Eq. (14.16) and boundary conditions of Eq. (14.17):

x=Ix, y= v—ly,, u=Uyu, v=1/v—U°vl, (14.19)
U, )

where [ is some linear dimension value.

By substituting Eq. (14.19) into Eq. (14.16) and boundary conditions
Eq. (14.17):

2
gy MOt (14.20)
axl ayl ayl
o Mg (14.21)
ox, oy,
U=vi=0aty =0; 4, =1 at y, —>oco. (14.22)

Considering Eq. (14.19):

! ’ I Yo, E
0, xl ‘/7)’1 ‘/—’ v WU, Vl\/? Vl\/x_l'

Eq. (14.18) can be presented as follows:

vV N h 1 NN
u=r ’——,—,v=—d)’ .
l [ W, x \/'x—l] l \/'x—l ( Wy %’ \/x—l]

At the same time, Eqs. (14.20), (14.21) and boundary conditions [Eq. (14.22)]
do not include length /. Therefore, solution of these equations cannot depend on /,

. v
i. e., on the argument |-—, so:
W,

Ak el

or:
1 U
u = F(E) v =f¢(§)’ §=%=y e, (14.23)
1 1
Following continuity Eq. (14.21) that there is a flow function w(x,y) such that:
AN Y
Ty oy

Suppose:

=Y =g ()= ¢'[L)- (14.24)

9y, Jx—,
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Then:

v = [udy, = [p(Ody, =Jx [0($)dé =Jx0(&),

__i’ﬂ ! dpdf 1, . (1429)
Yl Ve Ggas - -0

1

Substituting Eqs. (14.24) and (14.25) into Eq. (14.20) gives:

q,dwdf 1 (o0 dg' d§ _ d (d¢ d§\dS
d& dx,  2\[x, dé dy, d§ dé dy, )dy,’

or, after differentiating and reduction of similar terms:
2¢0"-pp"'=0. (14.26)

Following the boundary conditions [Eqs. (14.22)], and Egs. (14.24), and (14.25),
that the boundary conditions for Eq. (14.26) are:

9(0)=0, ¢'(0)=0, @'(c0)=1. (14.27)

Thus, partial derivative Eq. (14.16) with boundary conditions [Eq. (14.17)] is
reduced to a regular nonlinear differential Eq. (14.26) with marginal conditions
[Eq. (14.27)]. This problem had long ago been numerically solved with a high degree
of accuracy.

From Eqs. (14.19), (14.23), (14.24) and (14.25):

5o} g BB B ) e

The graphs of lengthwise and crosswise velocity component distribution with-
in the boundary layer are presented in Figs.14.3 and 14.4, respectively.

H_ v fUOx
U, U, 14

1.0

1.0 1

0.5 05
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Assuming that at the external boundary of the boundary layer Du_ =0.99, from
0
the first equation in Eq. (14.28):

099 = (p'(ywlﬁ].
vx

Then, using the function ¢'(£) table:

=6=5 ,E
y U,

Substituting this value into the second equation of Eq. (14.28) and using the
tables of functions @{&), ¢'(£), at the external boundary of the boundary layer:

u 1 v %
=z =_ 5¢0'(5)-p(5)]y=0.837 |—.
U, 2\/U0x[ 7390y VU

This solution for the velocity component distribution within the boundary
layer enables the calculation of friction stress 75 on the tablet.
At laminar flow:

Substituting the first equation of Eq. (14.28) results in:

d U U
Ao ] ol
ly X )| vx

From the table of function ¢'(£) numerical values, ¢"(0) = 0.332, and:

’ 3
7,=0.332p iiﬂ— . (14.29)

From Eq. (14.29), the friction forces W on one side of the plate per unit
width are:
W = frdx=0664pyvU,'x .
0

3. Detachment of the boundary layer

It was shown in par. 8.2 that under the stationary flow around a circle by an
ideal fluid, first the flow velocity along the arc increases, and then decreases.
According to the Bernoulli’s integral, the pressure is also increases first, and then
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decreases. A similar phenomenon occurs at the flow around any concave contour.
The fluid flow in a diffuser also occurs under the positive pressure gradient.

Under the ideal fluid flow, the kinetic energy is sufficient to overcome the
positive pressure gradient. Due to the viscosity, the flow slows down within the
boundary layer. Because of this phenomenon, the fluid’s kinetic energy is insuffi-
cient for the particle to move far enough into the elevated pressure area. As a result,
a reverse flow and the associated vortex formation occurs. Thus, the boundary layer
thickness drastically increases, and the conditions under which Prandtl’s equations
were derived are not valid any longer.

v Let’s analyze the flow around a curvilinear

: contour C. The coordinate x is considered
? along this contour (Fig. 14.5). According to
the previously mentioned theories, there is a

point M with the coordinate x that at x < Xy,

dp dp
— —<0,andat x> xy, —>0.
M x ox M ox
Fig. 14.5 At any point of the contour C (i.e., y = 0)
ve=vy=0.
Therefore, according to Eq. (14.15):
0%, ap
= <0 at x<ux,,
dy e ox M
82 _ 9
p—r==
ay T ox

v

(14.30)

>0 at x>x,,

and at point M:

2
%yvg =0. (14.31)

As the curvature k of the curve y = I(x) is:

3
k= dzyl+(dy) ,
a’ | \dx

then, following Egs. (14.30) and (14.31) that the velocity v, =v,(x) profile cur-
vature at point M changes its sign (Fig. 14.5). Therefore, the backflow occurs at
x > xy and, as a result, the detachment of the boundary layer occurs.

It is clear that if everywhere within the flow —gﬁ <0, there is no detachment of
x

the boundary layer.
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CHAPTER XV
UNIDIMENSIONAL GAS FLOW

Review of unidimensional flow provides an opportunity to study major pat-
terns regarding gases moving at high velocity. Unidimensional gas (liquid) flow is
such that the flow parameters (velocity v, density p, pressure p, temperature T)
depends only on one coordinate and time. An example of the unidimensional flow
is the flow in a flow-tube providing the velocity, density, pressure and temperature
are uniformly distributed over the flow cross-section. In this case:

v=vli), p=plt), p=pln, T=Td,

where [ is the coordinate counted along the tube’s length.
For the simplicity and demonstration, the gas is considered to be ideal, i.e.,
with the following equation of state:

P _pr. (15.1)
P

1. Sound velocity

The velocity of the sound propagation in gas is one of the most important con-
cepts of the gas dynamics. To analyze this type of flow, a long cylindrical tube
closed on one side by a piston and filled-up

I with gas is considered (Fig. 15.1). It is assumed

I I
E Do that at the initial time the gas in the tube is im-
1
]
]
]
]
]

b

hi
Y

2o mobile, and pressure py and density pg are equal

in all cross-sections of the tube.
Let’s move the piston along the tube. The
cdt gas in front of the piston will begin to compress
I 1I and move at the velocity v, and then distur-
Fig. 15.1 bance propagates left-to-right along the tube at

some velocity c.

Suppose at the time ¢ the disturbance reached cross-section I-I, and at the mo-
ment in time ¢ + dt, it reached cross-section II-II. During the time period dt
between the cross-sections the gas-flow parameters change, i. e., this flow is

v=10

NN
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non-stationary. The mass conservation law {Eq. (2.29)] and the variation in mo-
mentum law [Eq. (2.49)] are used.
During the time interval dr gas velocity, pressure and

density in the cross-section I-I change and reach the values vy, pi, pi; in the cross-
section II-II velocity is equal to zero, and gas pressure and density are constant (p,
po) as the disturbance did not have time to reach this cross-section. Therefore, at the
time ¢ + dt (i. e., by the end of the time interval under consideration) Eqgs. (2.29)
and (2.49) by projecting on the tube’s axis Ox become:

P -
‘;f—aTdV = Jplv,ds, (15.2)

ja(—’”—)dv ~ [pw}ds =P, +T,, (15.3)
J or ;

where S, is the tube’s cross-sectional area. The projection of the main vector N of
the normal components of tube’s walls reaction onto its axis is equal to zero, and
the gas weight is ignored.

The pressure force acting on the gas volume between the I-I and II-II cross-
sections at the moment in time ¢ + dt is:

P, = [(p,~py)ds, (15.4)
Sy

and the friction force is:
T, = —tygycdt, (15.5)

where 7,y is the average friction on the tube’s wall over time interval df and length
cdt; yx is the wetted perimeter of the tube. Over the time interval dt, the gas density
over the tube’s segment in question varies within the py and p, values, and velocity
changes from O to v,. So, over the dr segment:

%, z(ap A(pv) dt:(a(pv)

— | dt=p - p,
ot lvg > ot

at javg - (156)

where the subscript ,,; also means average value over the time interval dt and vo-
lume V.
The volume element dV can be represented as:

dV = cdidS. (15.7)

Substituting Eqgs. (15.4)-(15.7) into Eqs. (15.2) and (15.3) approximately (be-
cause of the difference between the average and exact values) results in:

(o= p)c - pvJas =o, (15.8)
S
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[(ovic = pv™)dS = (p, = p)S — T 1 dr. (15.9)
Sl

Considering that the flow is unidimensional (i. e., all parameters are distri-
buted uniformly over the tube’s length) and the gas is ideal (7 = 7,z = 0), by taking
the limit at dr — 0, and from Eqs. (15.8) and (15.9):

(P = Po)c = pvis plvlc_plv12 =P = Do (15.10)
Canceling velocity v, from Eq. (15.10), the result is:
=LiabT P (15.11)
Po A= Py
The sound velocity a is the velocity of infinitely small disturbances:
a=lim ¢,
L ndi)
P00
so, according to Eq. (15.11):
o= lim ALP=Po 9P (15.12)
B3k Py =Py AP

It is important to note that in deriving Eq. (15.12) the medium under consider-
ation can be either gas or liquid. Therefore, this equation is valid for any compress-
ible medium. As gas pressure p and density p are associated through equation of
state [Eq. (15.1)], then to compute the sound velocity a, it is necessary to assign a
type of the thermodynamic process associated with the sound propagation.

Suppose the process is isothermal, i. e., T = const. The sound velocity can be
computed based on this assumption as ar. Then, from Egs. (15.1) and (15.2):

a, = Z—p=JRT. (15.13)
D

2

Gas constant for the air is R= 287—212—, so for the temperature T = 293°K
c“deg

sound velocity is ar = 290 m/s. This is significantly different from the experimen-
tal results, and Eq. (15.13) is unsuitable for the sound velocity determination. So,
we will assume now that the sound propagation process is isentropic, i.e.,

Eq. (7.38) is valid:

k

ﬁ:(ﬁJ . (15.14)
Po Po



246 CHAPTER XV

Then, considering equation of state Eq. (15.1):
k-1 k
a_gi’ll=k0_l’k kPP R _irr, (15.15)
dp Po Po P P

where a; the sound velocity computed under the assumption of the isentropic
2

process. For the air, the adiabatic exponent k= 1.4, and at R =287 % and T =
c“deg

=293°K. Thus, from Eq. (15.15), the sound velocity a =343 m/s, which agrees
well with experimental results. Thus, in the future Eq. (15.15) for the sound velocity
computation will be used.

2. Energy conservation law

In this section, the energy conservation law is derived for the transient-free un-
idimensional flow of an ideal (i. e., nonviscous) gas. For this purpose Egs. (2.70)

and (4.3) are used, according to which for an ideal gas ;n =p.h =—p;. In this

case, ;n *7,=0, and Eq. (2.70) becomes:

p. v p.Y
~M+u+ZarZlpvas - | -M+u+L+Z |\pvds =[pgav. (1516
s, p 2 s, p 2 v

The flow is unidimensional by definition; therefore, expressions in parentheses
can be removed from the integral. Besides, at transient-free flow:

jpvdS—jpvds=Qm. (15.17)
S, S,

Considering Eq. (15.17), Eq. (15.16) can be rewritten as:
v v 1
[—l'l+u+£+—J —[—n+u+£+—J =—quedv. (15.18)
p 2 2 p 2 1 QmV

Eq. (15.18) is an expression of the energy conservation law for the unidimen-
sional transient-free flow of an ideal gas. In the future, when analyzing gas flow, the
mass force effect (in particular, weight) is ignored, i. e., [T=0.

At adiabatic process, g, = 0; thus, from Eq. (15.18):

2
u+—f;+v7=const. (15.19)
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The heat function enthalpy i by definition is equal to:

i=u+l. (15.20)
P

Substituting it into Eq. (15.19) results in:

v2
i+?=const. (15.21)

The unit internal energy « for a gas governed by Eq. (15.1) is proportional to
its absolute temperature T and is equal to:
u=CT. (15.22)

Besides, such gas is subordinated to Mayer’s Eq. (7.33):

C,—Cv=R. (15.23)
Following Eqgs. (15.22) and (15.23):
i=CT+ RT=C,T, (15.24)

Thus, the energy conservation law Eq. (15.21) can be formatted as follows:

2

v
CPT7=const. (15.25)

From Mendeleyev-Clapeyron’s Eq. (15.1) and Mayer’s equation:

C C C
cr=fep_ % pP_kp 5 (15.26)
i Rp CC,p k-1p C,
Substituting Eq. (15.26) into Eq. (15.25), results in:
2
kP const. (15.27)
k-1p 2

Note that accurate to the gz term (which we disregard), Eq. (15.27) is the same
as Bernoulli’s Eq. (7.45). It means that Bernoulli’s integral is a particular case of
the energy conservation law.

A concept of drag parameters is now introduced. Drag parameters in a given
crosswise section of a unidimensional flow (a flow-tube) are parameters of the gas
if mentally reduced to isoentropical state, 1. €., with the preservation of the energy
which the flowing gas has in this cross section. Temperature, pressure, drag enthalpy,
and density of the dragged gas are denoted, respectively, as T, po, io, Po-
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Using the drag parameters, Eqs. (15.21), (15.25) and (15.27), i.e., various
forms for the energy conservation law, can be written as follows:

2

1+V7=i0, (15.28)
v2
CT+-=C,T,, (15.29)
2
k Py _k b (15.30)

k=1p 2 k-lp,
According to Egs. (15.28), (15.29) and (15.30), at adiabatic flow of an ideal

gas, its temperature, enthalpy and L ratio decrease. Eqs. (7.46) and (7.47) show
P

also that p and palso decrease (k > 1). It is important to note that if entropy

changes along the flow, the drag parameters in various cross-sections, generally
speaking, will be different. Another comment is that adiabatic flow of a nonviscous
gas is isentropic.

3. Mach number. Velocity factor

The energy conservation law [Eq. (15.29)] shows that in the adiabatic flow the
flow velocity changes from one cross-section to the next resulting in the correspond-
ing temperature changes. On the other hand, from Eq. (15.15), temperature changes
result in the sound velocity changes. Thus, the sound velocity at any place within
the flow depends on the gas flow velocity at the same place; increase in the local
sound velocity v results in the local sound velocity a decrease.

The ratio M between the velocity v of the gas flow at a given point in the flow
and the sound velocity at the same point:

M= (15.31)

v
o
is called Mach number. When:
v < a,or M < 1, the regime is called subsonic;
v > a,or M > 1, the regime is called supersonic;
v = a, or M = 1, the regime is called critical.
Parameters of gas flows under the critical regime are called critical parameters
and are denoted by Ver, Per, Per, Tcr, Qcr.
The ratio between local gas velocity v and the critical velocity ve = acr, 1. €., 4:
==Y (15.32)

dcr Ver

is called velocity factor.
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Following the energy conservation law Eq. (15.29), the maximum possible ve-
locity of adiabatic flow vy, is reached at T = 0 and:

Vmax = 4f 2CpT0 (1533)

From Eq. (15.15), sound velocity at 7= 0 is also equal to zero. Thus, the Mach
number can range between zero and infinity:

0<M <oo,

Substituting sound velocity Eq. (15.31) into the energy conservation law
Eq. (15.30) results in:

2 2
+%=%, (15.34)

a2

k-1

where a, = kLo = JERT, is sound velocity at drag temperature T = Ty.
0

Assuming in Eq. (15.34)a =v = a

a0 =v, =|—2a =J—2—]£—RT0 = |2 B (15.35)
k+1 k+1 k+1 p,

It can be seen that in the adiabatic flow with the drag temperature Ty critical
velocity is a constant value for the entire flow. Assuming a = 0 in Eq. (15.34), one
more equation for vy is obtained:

Vo =,/%a0 . (15.36)

According to the ag definition and Mayer’s Eq. (15.23), Eqs. (15.33) and
(15.36) are identical. Eqgs. (15.32), (15.35) and (15.36) show that the velocity fac-
tor A can range between the following limits:

OSA<JE.
k-1

In order to establish the correlation between the flow parameters and Mach
number and drag parameters, the energy conservation law is used in the
Eq. (15.34). From this equation:

2
k—1v' _a,

I+ ——="
2 @t &
or, considering Eqs. (15.15) and (15.31):
Ty k-1

T =1+TM2. (15.37)



250 CHAPTER XV

According to the Mendeleyev—Clapeyron’s equation of state [Eq. (15.1)] and
Poisson’s adiabatic Eq. (15.14):

k Ll &
&=P0_To=(&j, &=(5)“‘, &=(5)“, (15.38)

p pr \p p \T p \T
Substituting this Eq. (15.38) into Eq. (15.37) results in:
1
&=(1+_"‘1M2)*" (15.39)
P 2
L
&=(1+_"‘1M2)*“, (15.40)
4 2

Eqgs. (15.37), (15.39) and (15.40) are necessary correlations between the flow
parameters and Mach number. Note, that if the values p, p, T and py, po, T are taken
in the same cross-section, then, as follows from the definition of the drag parame-
ters, Egs. (15.37), (15.39) and (15.40) are valid for non-adiabatic processes as well.

Assuming M =1 in Eqgs. (15.37), (15.39) and (15.40):

n ko
o2 ,&{—2 )H, &=(—2 j*". (15.41)
T, k+1 p, \k+l Do k+1

For methane, k = 1.3, for the air, k = 1.4. So for methane:

Ty 0870, P =068, Per=0546.

T, Po Po

For the air:
L 0833, Per_0634, Per=0528.
T, Po Py

This example shows that the critical flow can occur at relatively small pressure
gradient.
According to Egs. (15.15), (15.31%), (15.32), (15.35) and (15.37):

2 2 2 2 _ -1
AZ=V—2=V—2“—2“L2=M2—T_E=EMZ(1+UM2) , (15.42)
a a ay a, T, 2 2 2

cr Ci
and therefrom:

2 _ 22
k+1-(k-DA"
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Substituting this into Eqgs. (15.37), (15.39) and (15.40) results in:

T . k-1
H=rt =X g, 15.43
7(A) T, 1 ( )
1
g(,{)=£=[1_1‘.:_1,12J*“, (15.44)
) k+1
s
ﬂ(ﬂ)=£=[l—uf}“, (15.45)
Po k+1

and these are equations linking the flow parameters, drag parameters and velocity
factor.

4. Linkage between the flow tube’s cross-sectional area
and flow velocity

Continuity equation Eq. (2.30) or (5.17) for the not-transient unidimensional
gas flow is:

Q,, = pvS =const. (15.46)
Differentiating this equation, results in:
vSdp+ pSdv+pvdS =0,
or:
%P(%/h%) (15.47)
Differentiating the energy conservation law Eq. (15.30), results in:

Kk _pdp=pap 4=, (15.48)
k-1 P

and as in accordance with Egs. (15.12) and (15.15):

2

dp=d’dp, p= %pa ,

then, Eq. (15.48) can be formatted as follows:

az—(—iﬁ+vdv=0. (15.49)

p
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dp

Cancelling —— from Egqgs. (15.47) and (15.49), results in:
P
ds dv  vdv dv v dv 2
—_—= === |=——{1-M"*). 15.50
S [ v ) v ( azj v ( ) ¢ )

Eq. (15.50) shows that at M = 1, dS = 0. Therefore, extrema of the function
S = S(x), where x coordinate is considered along the axis of the flow tube, corres-
ponds to the critical regime. At M < 1, 1 - M?* >0, and the signs at dv and dS are
opposite. It means that under the subsonic regime the flow velocity increases as the
tube cross-section decreases. In a supersonic flow M > 1,1 - M? <0, and the signs
at dv and dS coincide. Therefore, in this case, the flow velocity increases as the
tube cross-section increases. Thus, extrema S is a minimum, and the critical regime
(M = 1) can occur only in the narrowest, so-called critical cross-section of the flow-
tube. The condition dS = 0 cannot correspond to a maximum at subsonic flow; ap-
proaching to S, results in decrease in flow velocity, i. e., the Mach number, which is
smaller than one, will further decrease. If M > 1, then approaching to S, results
in acceleration of flow velocity. Therefore, the critical flow (M = 1) is possible only
when S = Suin.

Following Eq. (15.46), at § = S,.;» = S, the mass velocity pv reaches its maxi-
mum. An example of the S/S,,;, graph is presented in Fig. 15.2.

S
Smin

Po

T .
—_—

Po —_—

; P
0 1 M
Fig. 15.2 Fig. 15.3

Eq. (15.39) indicates that at supersonic flow the increase in Mach number is
accompanied by a drastic decrease in the gas density. So, in order for the mass con-
servation law [Eq. (15.46)] to be fulfilled it is necessary to increase the flow-tube
cross-sectional area. A special note is that under the subsonic flow the correlation
velocity vs. cross-sectional area is qualitatively similar to the incompressible fluid
flow. Under a supersonic flow, this correlation is conceptually totally different.
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5. Gas outflow through a convergent nozzle

Let’s review the stationary adiabatic gas outflow from a tank through a con-
vergent nozzle (Fig. 15.3). As mentioned, adiabatic flow of a nonviscous gas is
isentropic so that the immobile gas parameters in the tank (po, To, po) can be consi-
dered as the drag parameters. From the energy conservation law [Eq. (15.30)], the
gas velocity in any cross-section of the nozzle is:

v:\/_z_"_&[l_iﬁj
k=1 p, Py P

or, considering Poisson’s adiabatic equation Eq. (15.14):

[

k
p= |2k Po 1—[1) . (15.51)
k_lpo Po

The mass through-flow in the cross-section under review, under Eqs. (15.1),
(15.14) and (15.51), is:

1
k
0,=pmS=L pys = [i) PovS =
0 0
2 =Nk (15.52)
_Spy |2k (g) [g) *
Y RTo k—=11\ p, Po
This equation can be rewritten after naming the nozzle’s output cross-section
area as S| and pressure outside the tank as pi:

k-1

2 Lini}
0, = Sp | 2% [g) [i’_) - (15.53)

VRT \[k=1]{p, Po

For a study of Eq. (15.53) it is assumed:

z ﬂ 2 k-1
Py [ﬂ]k_[ﬂ)* o AT oy,
Po Po Po

Clearly, 0< p, < p, or 0<x <1.Inside this interval y > 0 because (k + 1k > 2k,

and at its end, y =0. Therefore, the y(x) function has a maximum within the [0,1]
segment. Equating first derivative to zero, results in:

2
&y _2. _k+l)

1
x k=0,
dx k k
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from where the mass throughflow Q,, will reach its maximum at:
k

x=ﬂ=(i)*“ (15.54)
p \k+1
and:
K+l
max Slpo ( 2 )k-]
= = k| —— . (15.55)
Q JRT, k+1

Comparing Egs. (15.54) and (15.41):

k
( 2 )ﬁ_p"
k+1 _p'

Thus, as the external pressure p; declines, the mass throughflow Q,, increases
fromQ=0atp =poto 0,"* at p = pr. At p = p., the gas velocity in the nozzle’s
output cross-section is critical, i. e., v = v¢; = der. Such an outflow is called critical.
Any further decline in pressure p; must, according to Eq. (15.53), result in a decline
in mass throughflow contradicting the physical meaning of the process. Expe-

rience shows that at 0< p, < p_,the mass

On throughflow remains constant, pressure and
velocity in the output orifice remain
equal (p=p,,v=v,) and the flow on exit-
ing the nozzle expands. Thus, there is a
break between the pressure in the output
cross-section p,, and the pressure in the am-

bient space p,.

0 / 1 Therefore, the mass throughflow
P [ Po Po

through the convergent nozzle at

P.. S p < p, is determined by Eq. (15.53),

Per
p

Fig. 15.4

and at 0< p, < p,,., by Eq. (15.55). The correlation graph Q, vs. is shown in

Fig. 15.4. The dashed line corresponds to that part of Eq. (15.53) solution which
does not have any physical meaning. The throughput consistency in the
0< p, < p, area can be explained as follows. When the gas flow velocity in the

nozzle’s outflow cross-section becomes equal to the sound velocity, pressure
changes in the outside medium cannot penetrate within the nozzle. Indeed, these
changes (pressure changes) propagate at sound velocity. Therefore, it cannot pene-
trate the cross-section where velocity is critical. A dynamic barrier is created which
isolates the internal portion of the nozzle from external disturbances, and that is
exactly what results in the consistency of the mass throughflow.



UNIDIMENSIONAL GAS FLOW 255

6. De Laval’s nozzle

The Laval’s nozzle is composed of the narrowing and expanding portions and
is used for achieving supersonic gas veloci- S
ties. In analyzing the operation of De Laval’s
nozzle, the flow is considered as stationary
and isentropic. Then, along the nozzle the
mass conservation law is fulfilled in the for-
mat of Eq. (15.46), and the mass velocity in
anycross-section, according to Eq. (15.52), is:

cr

Il
~

X=X X
Fig. 15.5

2 ]

_ O __ P |2 ﬂ‘_ﬂjk 15.56
P25 - JRT k-1 (poj (Po ' (120

This equation shows that pv = f (£
P

J, i. e., mass velocity depends only on the
0

pressure distribution along the nozzle (flow-tube) and is not clearly dependent on
its geometry. In other words, mass velocity is a universal function of pressure.
Based on the analysis in the previous paragraph, max (pv) is achieved at p = p.,,

i. e., under the critical regime, and:

k+1

2 i
max(pv)—pcr cr \/_—— (k+lj

=f(£] is shown in Fig. 15.6.
Po

Schematic of the correlation graph
v

Therefore, if the area distribution law S(x) and mass throughflow Q,, are given, it is
possible to use Eq.(15.56) to find

pu

p . N
~—= f(x), i.e., pressure distribution i
o P M.
along de Laval’s nozzle. Let’s use the : i i
graph of Fig. 15.6 to find the solution. (pv), 2a-= ------ 1: ------ L 2
Suppose the shape of de Laval’s nozzle b : b
(i.e., the S = S(x) function) is known. : : E ; :
Suppose also that the mass through- 0 o : — 0

. P P p. P P, 10 P/P
flow Q,, is also known. Let’s take any _pzf _p': B ;: ;j ’

nozzle’s cross-section x; left of the
cross-section x = x, (Fig. 15.5). Fig. 15.6
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Then, according to Eq. (15.56), the value:

0,
(pv), = S(x,)
is also known. In the correlation Eq. (15.56), this value of mass velocity has cor-
pCl’

responding points 1 and 1a. At point 1, b ,and at point la, Do ¢ P There.-
pO 0 pO pO

fore, point 1 corresponds to the subsonic flow, and point 1a, to the supersonic flow.
In the narrowing part of the nozzle the flow is speeding-up, and at x = x the flow
cannot be supersonic. Thus, at x = xq only subsonic flow can exist in which only

one value of is realized.
Po
Let’s now take a nozzle’s cross-section x; right of the cross-section x = x.
Mass velocity in this cross-section is:

9,

(pv), = S0o)”

PPy

P P

In Fig. 15.6, to the value pv=(pv), correspond the points 2 (

Py o Per

0 0

The flow can experience either increase or drag within the expanding portion

of the nozzle, i. e., either subsonic or supersonic regimes can exist. Either one’s

occurring in reality depends on the pressure at the exit of the nozzle. Conducting

these calculations for various cross-sections, it is possible to plot the pressure dis-
tribution curves along de Laval’s nozzle length.

The above discussion indicates that at p, = po (Where p, is pressure of the out-
side space) the gas in the nozzle is immobile. Decreasing p, results in the increase in
the flow at the narrowing part of the nozzle and drag at the expanding part. In the
process, velocity everywhere remains subsonic, and the pressure distribution is
shown by the dashed-line in Fig. 15.7. As p, further declines (p. > p.), velocity in
all cross-sections and mass throughflow increase. At p, = p., the flow velocity in
cross-section x = x; equals to the sound velocity acr = v and gradually decreases
in the expanding part of the nozzle. Mass throughflow reaches its maximum value
Q. =p.v, S, pressure in the expanding portion increases from p=p_to

subsonic regime) and 2a ( — supersonic regime).

p=p, (curve A in Fig. 15.7). A further decrease in p. ( pP,=p.=p.) results in the

emergence of pressure jumps in the expanding portion of the nozzle (curve B in
Fig. 15.7). In the segment x_, <x <x,_ the flow is supersonic, and at x, <x </,

subsonic.
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P
Dy

0 Xer X, Xy
Fig. 15.7

At p = p, the flow anywhere in the expanding portion of the nozzle is super-
sonic, and the pressure distribution is described by the curve C in Fig. 15.7.
At p, < p,, the gas parameters (v, p, p, T) in the output cross-section of the

nozzle are the same as at p = p_, and upon leaving the nozzle, the gas flow will

expand. Leveling the pressure from the value p, to the value p, is accompanied by
numerous expansions and contractions of the flow with the occurrence of oblique

jumps. What results from the construction of curves A and C is that at Q_+ Q™

the pressures p. and p, at the butt of the nozzle are determined only by the nozzle
geometry and do not depend on backpressure.

The regimes under which p. = p, and p, = p, are called computable regimes,
the former being a regime of adiabatic compression, the latter, expansion. All other
operating regimes of de Laval nozzle are not computable regimes.

7. Gas-dynamic functions

Eqgs. (15.43), (15.44) and (15.45), i.e., ©(4), &(4) and n(4) are called gas-
dynamic functions. Detailed tables have been compiled for these functions which
makes it much easier to conduct gas-dynamic computations.

There are clear connections between gas-dynamic functions z(4), &(4) and z(4):

1 k
T oe=Z2, L o ey=[ei)fa, £ =zh=[rksled} . 1557
T, A py Po
Using gas-dynamic function, the mass throughflow can be represented by:

0. =ps=Lp,La.s=paSie(h). (15.58)
pO cr
Let’s introduce a new gas-dynamic function:
q(4) = CAe(4) (15.59)
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and define the constant C so that g(1) = 1. Following Eqgs. (15.54) and (15.59):

czﬂ_L%Eﬂjﬁ
el) &) 2 ’

and Eq. (15.59) then becomes:

s
g(A) = (%)“ Ae(l). (15.60)

Considering that £(1) = &, let’s now present the g(A) function as:
0

(,1)=M=Liﬂ=_p"__ (15.61)
8(1) vcr pcr pO pcrvcr

This equation shows that g(A1) is a ratio of mass velocity and critical mass ve-
locity.

The g(A) graph is shown in Fig. 15.8. It is important to note that for each value
of g(4) #1 corresponds two A values: one, under the subsonic regime, and another
one under the supersonic regime.

qA)

\
! —
i

1.0 ! ﬁ\ :

0.0 i |
0.0 1.0 2.0
Fig. 15.8

With the introduction of the g(A) function, Eq. (15.58) can be rewritten as
follows:

DoS 2

0
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The g(A) value in Eq. (15.62) should be taken in the same cross-section as S.
For instance, when de Laval’s nozzle is working under the design regime at x = x,,
A =1, one should assume S = S. To illustrate possible applications of gas-dynamic
functions, let’s review de Laval’s nozzle operation under the design regime. In this
case:

Qm = pcrvcrscr = poutputvoutputsoutpuh a 563)

where pouput, Vourput are density and velocity in the nozzle’s output cross-section, and
Souput 18 the area of this cross-section. Following Eqs. (15.62) and (15.63):

poutputvoutput - 10 ) - Scr
- q( utput / — S .
p et Ver output

Let’s assume that po = 10" Pa, S, = 0.5 cm?, R = 287 m%/s**deg, adiabatic ex-
ponent k = 1.4. It is required to determine 4, M, p, T in the output cross-section of
the nozzle. From Eq. (15.64), g(Aoupu) = 0.25. from the gas dynamic function tables
for k = 1.4, g(1) = 0.25 value:

A1 =0.16; M,=0.146; 1(4,)=0.996; =(1,)=0.985;
Ay =1.95; M>=2/94; (1) =0.366; m(1,) =0.0297.

As Ay < 1 and A4; > 1, the first regime corresponds to the adiabatic compression,
and the second one, to adiabatic expansion.

Using Eq. (15.57), results in:

Ty = t(A)To = 292°K, p1 = m(A)po = 9.85%10°Pa;
T, = t(1)To = 107°K, P2 = w(A2)po = 2.97%10°Pa.

And from Eq. (15.62):

k+l
pyS 2 Ja
===\ k| — ) =1.18 kg/s.
Q. RTO‘/ (k+1 q(1) g

8. Shock waves

(15.64)

In the previous sections, flows where the distribution of all variables (p, v, i, T)
is continuous in the gas are studied. There are, however, such situations where the
flow variables experience discontinuity. These discontinuities occur along certain
surfaces called the rupture surfaces. Intersecting the rupture surface, the flow va-
riables experience a leap, otherwise called a shock wave.

In order to explain why such leaps occur, it is necessary to review a tube
closed on one end by a piston and filled with a gas (Fig. 15.1). At the initial time,
both the piston and the gas are immobile. When the piston begins to enter the tube,
a disturbance (gas compression) arises in front of it. It is possible to consider the dis-
turbance propagation velocity in each cross-section to be equal to the local sound
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velocity. The propagation of the piston-created disturbances can be considered as a se-
quence of sound waves continuously following one another where each subsequent
wave is spreading in the gas disturbed by the previous waves. The gas compression is
accompanied by heating, and the disturbance propagation velocity increases with in-
crease in temperature. Thus each subsequent wave will move relative to the tube’s
walls faster than the previous one. The waves will catch up with one another, pile up
and form one strong compression wave — the shock wave.

When the piston is moving within the tube, the under-pressured waves emerge
behind it. But in this case the waves will not emerge with one another as a subse-
quent wave will be in a gas cooled-down region as a result of the previous wave, so
the propagation velocity of the subsequent wave will be lower than that of the pre-
ceding wave. Thus, the under-pressured waves cannot form shock waves.

Direct compression leap

Spatially immobile shock wave whose front is perpendicular to the flow ve-
locity is called a direct leap (Fig. 15.9). In order to compute the direct leap, i. e., to
establish a connection between the gas pa-

1 2 rameters before and after the leap, the mass
i conservation law, momentum law and
Y T ' I v energy conservation law are used. The mo-
b ! P, tion is considered as stationary, and the
A ; P, process as adiabatic. Assuming the tube’s
1 . .

" 5 cross-section is constant (S = 1):
X PIVI=pava=m. (15.65)
Fig. 15.9 Here, m is mass throughflow per unit

area of the tube; the subscript 1 relates to
the gas parameters before the leap, and the subscript 2 relates to the gas parameters
after the leap. The kinetic momentum law Eq. (2.58) in this case (i. e., when the
gravitational force and friction are disregarded), as projected on Ox axis, is:

m(va—v)) = Py =pi—pa2 (15.66)
From the energy conservation law:

2 2
kA v_kpm_kp (15.67)

k=1p, 2 k-lp, 2 k-lp,
From Eq. (15.65):

(15.68)
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Canceling m from Eq. (15.68), results in:

k (p Pz] lpl—pz[l 1] pl—pz[l 1]
LI R R b /% (RS U R/l 23 (R R B JRPPP P
k—l[pl p) 21 _1\p} pof 2 g op

P P

Multiplying Eq. (15.69) by 22

P2

L[&&_1J=l[_&_1J[&_1J
k-1 P2 P 2\ p, P

or, after the reduction of the similar terms:

k+tlpp _k+l _p_po (15.70)
k=1p,p, k=1 p, p

Solving Eq. (15.70) relative to L2 pesults:

P

k+lp,
p_k-1p (15.71)

) k_—i—l_& ’
k=1 p

P2

or, solving it relative to —=:
P

&=(k+1_p_2+1J/(k_+1£2_} (15.72)
P k-1 p, k-1 p,

The Eq. (15.71) or (15.72) functions p,
are called the shock adiabatic or Gugonio’s
adiabatic impact. Following Eq. (15.71):

fl—)oo when &aﬂ and

P P k-1

Ez——)—k—ﬂ when 22 — 0.
14 k-1 Iz TN S —

Fig. 15.10 displays both the Gugonio’s ;
adiabatic impact and Poisson’s adiabatic ¢ i
impact. When reviewing these adiabatic :
shock waves, a number of questions arise. Fig. 15.10

I
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First, at p,/p, =0, the ratio p,/p,, under Eq. (15.71), becomes negative, which
has no physical meaning. Second, why p,/p, - at p,/p, — e according to

Poisson’s adiabatic but according to Gugonio’s adiabatic impact the maximum

TR k+1
compression is limited to ——?

Let’s consider the points ¢ and & in Fig. 15.10 (they correspond to a value

&>l) and B, and §; (they correspond to a value &<l). According to Eq. (7.37),

1 pl

the entropy change is:
k
=C,In &(ﬂj . (15.73)
PP

pz

,01

(&j {&j , (15.74)
pl r pl n

where (&j is pressure ratio as determined from the Gugonio’s adiabatic impact,
pl r

It is evident in Fig. 15.10 that at

and (&j is pressure ratio as determined from the Poisson’s adiabatic impact.
pl o

Therefore, according to inequality Eq. (15.74):

k k
B
pl r p2 pl n pZ
From Egs. (15.73) and (15.75) at £2

1

o CICI—

Py

1

S,-S, = cml( j("'” <0. (15.77)
pl n pZ

Repeating the similar procedure for points £, and £, (i. e., =% < 1), results in:
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The inequalities Eqgs. (15.76) and (15.77) show that the compression under the
Gugonio’s adiabatic impact is accompanied by entropy increase, and the under-
pressured process, by entropy decrease. Thus, entropy growth and irreversible
transformation of the mechanical energy into heat occur in the compression shock

wave. This prevents the unlimited increase of the 22 valge.

P
Entropy decline occurs in the under-pressured shock wave. This is physically
impossible as it contradicts the second law of thermodynamics. I. e., the under-
pressured shock waves are impossible, and the part of Gugonio’s adiabatic impact

corresponding to P2 <1 does not have physical meaning.
P

Let’s now return to Eqgs. (15.65), (15.66) and (15.67) and cancel pressures and
densities from them.
From Eq. (15.65):

P =

m _m
— =
Yy Vv,

Substituting these expressions into Eq. (15.66), results in:

m(vz—v,)=ﬁp,—£2—p2=m[ﬁl—&—l-]. (15.78)
P P, AV P Vs
Using Eq. (15.67), excluding P and P2 vatues from Eq. (15.78) and, after
) P2
simple transformations:
vy, =X _Po (15.79)
k+1p,
or, considering Eq. (15.35):
vy, =a’. (15.80)

Eq. (15.80) connecting the velocity values before and after the leap is called
the Prandtl’s ratio. It can be represented differently by:

L*V_z=g1,12=1- (15.81)
a a

cr cr

Considering this equation, the following cases are technically possible:
(1) /11 > 1,/12< 1; (2)/12 = /12; (3) /11 < 1,/12> 1.
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According to the continuity equation Eqgs. (15.65) and (15.80):

2
Pr_V_ W i 2

=21 4N _ 2 15.82
V2B C A Y aezr A ( )

%)

Case (3) corresponds to the condition == < 1, i. e., the under-pressured leap.
P

As it was shown before, this case is a physical impossibility. Case (2), p, = p,,
Py

there is no leap. Case (1) corresponds to the condition 7>1, i. e., the compression
1
shock wave.

The conditions 4| > 1, A2 < 1 mean that the flow in front of the leap is super-
sonic, and behind the leap is subsonic.

Thus, compression leaps (direct shock waves) can occur only in a supersonic
flow. When crossing through the direct shock wave, a supersonic flow converts to a
subsonic flow. The inverse case is impossible.

Let’s analyze the changes in the gas parameters when it is crossing through a
direct compression leap.

Because the process is adiabatic, the drag temperature Ty, before the leap is
equal to the drag temperature Ty, after the leap, i. e.:

To1=Tp="T,. (15.83)

Therefore:

a4y, = JKRTy, =ay, = JKkRT, = a,.

To determine the pressure change, the Gugjnio’s adiabatic impact Eqgs. (15.71)
and (15.82) are used. Then:

k+lp, 4
— — 2_
Y _pmh_ P koA g AL (g5
P 14} 14 _k+1_££ k+1—-(k-DA
k-1 P

Replacing 4, in Eq. (15.84) using Eq. (15.42), results in:

Ap 2k 2

—=—M"-1). 15.85

D k+1(l ) ( )
When M 5o or 4o ﬂ,g—)

k-1 p,
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The density change, as follows from Eq. (15.82), is:

AP _P—P_
PPl
np

Now Egs. (15.433) and (15.83) are used to determine temperature changes.
Then, considering Prandtl’s Eq. (15.81), results in:

l—k_lﬂ,lz l_k__l_L
Lont s Tt Ter
L T, T, 7(4) 1_k__1 2 1_k__! 2
k+1/11 k+1/11

k+1 . T .
When 4, > PR i.e., vov,,, == > oo. This does not mean, however,

- 1
that 7, - o, because at v > v, 7, > 0. When gas is crossing the shock wave,
entropy increases. Thus, this process is accompanied by a change in the drag pres-
sure. As the drag temperature is maintained, then under the Mendeleyev-Clapeyron
equation of state:

Po2 _ Por

’

Pu  Po

and:

=Pu_Pu_Pubfr P

(o3 .
P Pu P2 P Po

Using Eqgs. (15.44), (15.81) and (15.82), the latter equation can be presented as:

{
k=1, <

-klp
2EA) _pu_ p 2
_ _Pe_pl 2 | (15.86)
O o TETT
2 7

This equation shows that at A, > 1, always ¢ < 1, i.e., po2 < po1. Therefore, the
mechanical energy irreversibly turns into heat, exactly as it should with increasing
entropy.
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Oblique compression leap

When the gas flow direction changes, for instance, at flow around a wedge
(Fig. 15.11), so-called oblique compression leaps occur. The front of such leaps is
inclined toward the direction of the overrunning
flow. Clearly, in this case the mass throughflow
through unit area of the frontal surface OA is
equal to:

P1Vnl = P2Vm2 =M, (15.87)

where v,, v, are velocity projections onto the
normal to the leap plane.

Let’s write the law of kinetic momentum
Eq. (2.54) in the following format:

Fig. 15.11
m(va—v)=n(p,—p,), (15.88)

where n is singular vector to the normal OA.

The energy conservation law maintains its format-Eq. (15.67).

Projecting Eq. (15.88) onto the plane of the OA leap and onto its normal, re-
sults in:

vy, =¥, =0, m(v,, —v,)=p —p,, (15.89)

where v,,, v, are the velocity projections onto the leap plane.

According to the Eq. (15.89) intersecting the leap plane, the tangential com-
ponent of velocity v, does not experience disruption, i. e.:

vlr =v21 = vr'

2_ .2 2 2.2 2
vi =y, v, v, =, tvr,

then, substituting these functions into the energy conservation law [Eq. (15.67)],
results in:

2 2 2
Lﬂ+“_n=L&+fy_=_k_&_v;=_k- _BQ_E:_I_VTZ . (15.90)
k-1p, 2 k-1p, 2 k-1p, 2 k-W\p, 2k
Comparing the equation groups [Eqgs. (15.65), (15.66), (15.67) and Egs. (15.87),
(15.89) and (15.90)], these systems of equations are identical if the velocities vy, v»

in equations of the direct leap Eqgs. (15.65), (15.66), (15.67) are replaced by vy, van,
and the value L&by L &—ﬁvrz . L e, all equations for the direct
k-1p, k=1 p, 2k

leap remain valid provided the indicated replacement is done.
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The Gugonio’s adiabatic impact, i. e., Egs. (15.71) and (15.72), maintains its
format as these equations do not include velocities. Pradtl’s Eq. (15.80), consider-
ing Eqgs. (15.79) and (15.89), takes the following format:

vl"v2"=i fﬂ—f—j—l—vrz =acr2—ﬂv12. (15.91)
k+1\ p, 2k k+1

Analyzing Eq. (15.91) shows that at an oblique leap always v, > v,, but cases
V1 > dg, V2 > do can be realized. Therefore, as opposed to the direct leap, velocity
behind the oblique leap can remain supersonic. Eq. (15.85) for the oblique leap
takes the following format (see Fig. 15.11):

2
£=i vl;_l =l v_lzsinzﬂ—] =i(Mlzsin2ﬂ—1),
p k+lla k+1\a k+1

i. e., pressure change for the oblique leap is smaller than for the direct one. The
smaller f, the weaker the leap.

9. Computation of gas ejector

Gas ejectors use a property of a gas stream moving in a gas medium to carry
along with it the particles of this medium. Thus, gas ejectors are a kind of pump
widely used in industry. In an ejector, a

1\‘\14 ’ ) high-velocity gas stream (the active gas)
and a lower-velocity gas stream (the

_'*}_- =TT T 1T 7T passive gas) are introduced through the
_/)‘ \ N\g S, separate nozzles into a mixing chamber.

S, ’ S, The mixing goes as far as to create an

Fig. 15.12 almost uniform flow at the end of the

mixing chamber. The flow from the
mixing chamber is directed to the output diffuser. The simplest case is when both
active and passive gases have the same (or almost the same) composition. In other cases,
both gas flows can have different physicochemical properties. These differences
can result in chemical reactions at mixing of the flows (such as burning). An ejec-
tor (Fig. 15.12) includes four major elements: the nozzle 1 of the high-pressure gas
(the active gas); the nozzle 2 of the low-pressure gas (the passive gas); the mixing
chamber 3, and the diffuser 4.

In this section the subscripts: 1 is used for the active gas parameters at the out-
put of the nozzle; 2, for the passive gas in the same cross-section; 3, for the mixture
parameters at the output of the mixing chamber, and 0, as usual, for the drag para-
meters in the cross-sections under consideration.

At the exit of the high-pressure gas stream from the nozzle 1, pressure p; is set
up in the entry cross-section of the mixing chamber. This pressure is always lower
than the low-pressure gas drag pressure pp. Under this pressure difference, the
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low-pressure gas enters the mixing chamber through the nozzle 2. The ratio of mass
throughflows Q,,1 and Qn of the ejecting and ejected gases depends on the ratio of
nozzles’ areas, gas densities and ejector operating regime. The ejection factor n:

= 15.92
= Zm2 92)
g le (

can vary within a wide range depending of the ejector’s geometric configuration.
The mass conservation law in this case clearly has the following format:

Qm3 = le + Qm2g
or, according to Eq. (15.92):

%3—=1+n. (15.93)

ml

The energy conservation law (disregarding the heat transfer through the ejec-
tor’s walls) can be written as:

2 2 2
le(cpﬂ} + %J + sz(cpsz + %J = Qma(cpﬂ‘3 + XZO—J . (15.94)

It is assumed from this point on that the thermodynamic parameters of the ac-
tive and passive gases, and their mixture, are the same, i. €., ¢;1 = Cp2 = 3, k1 =
= k; = k3. Then, changing to the drag temperatures in Eq. (15.94):

lez)l + Qm27:)2 = Qm37:)3 N (1595)

Taking Eq. (15.92) and (15.93) into consideration, Eq. (15.95) can be written
in the following format:

T, +nT), =(1+n)T,,. (15.96)
Let’s introduce a following parameter:

Ta .

Then:
2 _g, (15.97)

and, according to Eq. (15.96):

a, _ |Tys _ [1+n6
= _,/—Hn ) (15.98)
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Disregarding friction about the cylindrical wall of the mixing chamber, the
momentum law can be written as follows:

QisVs = Qi = CaV2 = PiS1 + P25, — D555 (15.99)
Let’s review the following equation:

Qv+ pS =Qm(v+-ﬂj.
pv

Using Egs. (15.1), (15.32), (15.35) and (15.43):

P _pr= RTr(/i)——l 2[1—uﬁz} v=a_A.
Po k+1
Then:
k+1 1
+pS=0a | A+—]|. 15.100

From Egs. (15.99) and (15.100):

lealcr[/il - ) ] + Qm2a2c‘r[/12 + ﬂz] m3a3cr[ﬂﬂ + ;3]

Dividing this equation by @,.a,,and considering Egs. (15.92), (15.93),
(15.97) and (15.98), results in:

,11+%+n\/§[,12 WL%J=,/(1+n)(1+no)[,13 +ij (15.101)

The second equation, which together with Eq. (15.101) is used in the ejector
design, is obtained assuming the cylindrical shape of the mixing chamber, i.e., from
equation:

§,=5+8S,. (15.102)
According to Eq. (15.62), the mass throughflow of the gas Qn is:

k-1

2 k4l
[ J q(A). (15.103)

o= Ti

Solving this equation relative to S, substituting the result into Eq. (15.102), and
considering Egs. (15.92), (15.93), (15.97) and (15.98), results in:

(+n)(1+n6) 1 nvo (15.104)

Poaq(ﬂa) Pug(4) Pozq(ﬂz)
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According to Egs. (15.92), (15.97) and (15.103):

1 pypad) (15.105)

" a6 py )’

where o = i .
2

Five Egs. (15.97), (15.98), (15.101), (15.104) and (15.105), with 12 va-
riables: po1, po2, po3, Tor, Toa, Tos, A1, A2, A3, n, @, 6, are required to design gas ejector.
Therefore, if the parameters at the input of the mixing chamber are supplied, i. e.,
the pot, po2, To1, Too, A1, A2 values, and the n (or @) value, the indicated equations
enable to determine the mixture parameters at the output from the mixing chamber,
i. e., po3, To3, A3 values as well as € and & (or n) values. Using the mixing chamber
stream output parameters, it is possible to determine the stream parameters at the
output from the diffuser. To perform this, it is necessary to know the diffuser’s ra-

. . . S
tio of the output to input cross-section areas § =—* and the drag pressure loss fac-
3

Po
Doz
As T, =T, , from the condition Q_, =@, , and Eq. (15.103):

PoiS.g(A) = PoSﬂ(ﬂ:;) s

tor within the diffuser o =

or:
1
q(4,) = 'B—O_Q(Aa)'

Having determined A, from this equation and knowing p,,, T,,, all remaining
flow parameters at the diffuser’s output can be determined.

10. Transient-free gas flow in tubes’

In order to derive equations describing gas transient-free flow in tubes the in
kinetic energy law Eq. (2.75) should be employed, i. e.:

J@(ﬂzjdv + J'-”-Viv,,ds = [pF-vav +[p,vds +[pN.dv, (15.106)
v at 2 ) 2 v s v

where, according to Eq. (4.43):
PN, = pdivv—W . (15.107)

! For the reader’s convenience, some derivations presented in Ch, X1 are repeated here.
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The product ;n; can be presented as:

py=(—pn+T.)v=——pv +T%, (15.108)
The values W and t* are the terms caused by the gas viscosity or, which is the

same, by friction. Substituting Egs. (15.107) and (15.108) into Eq. (15.106) and
considering that under the Gauss—Ostrogradsky theorem:

[pv,ds = [div pyav ,
N s
2 2 L B B
J%(WTJ‘W + [ wds = [loFy~div v+ paivi)av -8, (15109
where:

7= j'WdV j'r*ds

is friction force capacity.
Let’s introduce a function:

P=d— or VP=le. (15.110)
P
In this case:
pdivy —div pv =-Wp =—pwP,
and Eq. (15.109) can be rewritten as:

ja( JdV+jp—vdS [(oF-v- vaP)dV—;ﬂ. (15.111)

Let’s assume that:
(1) the flow is transient-free, i. €.,
—=0, divpv=0;
(2) mass force has potential, F =VII.

Based on these assumptions:

(F —=VP)pv = V(I1 - P) pv = V(I1 - P) pv + (I1 - P) div pv = div[ p(TL - P)v],
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and Eq. (15.111) takes the following format:

jp—v ds = jdw[p(n P)v]dv—% (15.112)

or, based on Gauss—Ostrogradsky theorem:
I[——H+P]pvndS——(;—A. (15.113)

Now consider a tube’s segment constrained between the cross-sections S; and
S, and tube’s side surface Ss. Because:

onSy, v, =-v;on S, v,=v; and on S3, v, =0,

Eq. (15.113) can be rewritten as:
v—z—H+P ds - v—z—H+vadS——ﬂ (15.114)
o\ 2 P s\ 2 " dt’ '

According to the uniform mean value theorem:

2 2 2
I[V——H+P]pvnds =[3——H+P] fov,as = [——H+P] Q.. (15.115)

N 2 2 avg$ avg

The mass throughflow Q,, is:

0, =" (15.116)
dt

where dm is mass of the gas that flowed through the cross-section during time dt.
Under transient-free flow, Qnm = Q.

From Egs. (15.114), (15.115) and (15.116):

2 2 _
YVoomap| | Y omep| o LA A G517
2 X 2 1 Q, dt dm

where hi_, is the work of friction forces per unit mass.
Suppose distance between the cross-sections S; and S; is dx. Then at dx — 0
following Eq. (15.115):

2 —_— —
d(%—H+P)+dh=—dl'[+d—p+vdv+dh=0. (15.118)
P

Eq. (15.118) is called the mechanical format of the energy equation or ex-
panded Bernoulli’s equation. In order to use this equation, it is necessary to assign
the p(p) function, i. e., it is necessary to assign a type of thermodynamic process

2 For the convenience’s sake, the subscript,,, is dropped.
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that occurs while the gas is flowing in the pipeline. The process is assumed poly-
tropic with a constant polytropic curve exponent n = const, i. e:

L’,:const or ﬂ:[ﬂ] . (15.119)
Y Py P
According to Darcy-Weisbach equation [Eq. (11.13)], the head loss along the dx
length is equal to:
2

dh=a&Y

, 15.120
D 2% ( )

where D is the tube’s diameter.

Experiments showed that the correlations between 1 and Re, and also be-
tween A and relative roughness ¢ identified for fluids can be applied to the gas flow
by disregarding the first approximation by the correlation A vs. Mach number M.
For turbulent flow it is acceptable to consider A = const. Indeed, the dynamic vis-
cosity u depends on the temperature as follows:

wZ
4.

eD_ oD 0T _ 4
£ uNT  mDuNT T’

where 4=y, at T =T;. Then,as Q, =

and A = const.
The correlation 1 vs. Re in the turbulent flow is at its strongest in hydraulically
smooth tubes where A is determined from Blasius equation:
1

1 T®
#YRe 100A

When the gas temperature changes by +30 °C, the absolute temperature
changes by +10 %; therefore, 1 changes by +2 %. So, indeed, it is possible to con-
sider 2 = const. Substituting Eq. (15.120) into Eq. (15.118) and, as usual, disre-
garding mass forces, results in:

2
P a B . (15.121)
P D 2

00 | »

A= T8,

Multiplying Egq. (15.121) by the p® and expressing p through p using
Eq. (15.119):

1

. 2
,,{g) ot vy & 2@’ o
D v D 2
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As pv = const when D = const, then, integrating this equation in full differen-

tials with respect to x from x = 0 to x, with respect to v from v = v; to v, and with
respect to p from p; to p results:

n+l n+l 2
n p — — 2,V X (,DV)
P n _ n + ln_+l__=0 15.122
—an%(p Py J (pv) LA DT ( )
1
As at D = const, pv= py,, then:
1
1=£=(ﬂ)"
L p
and Eq. (15.122) can be rewritten as:

el 2 2
nP o g [+ B P g X g (15.123)
n+1plA n 4 D 2

For the gas trunk-lines:
llnﬂ «wiX.
n p 2D

Let’s review the following typical example. Suppose D=1 m, x = [ = 10° m,

A=1.5%10% n=12,p=ps, 2L =2. Then:

P

A —075%10°, LinPL=p5s3,
2D n p,
Thus, the term with the logarithm in Eq. (15.123) can be disregarded com-
pared to the other terms. Assuming x = [, p = p,, from Eq. (15.123):

n+l

n_pf = = L (pv)’
E— n =p," = A—"L1"—. 15.124
] pl% [pl P> } 4 2 ( )

And the mass throughflow is:

n zZ|2n pD°( 2
Qm=ZD2pv=—\/ & [p,"—pz"J- (13.125)

This equation shows that Q ~ D**, i. e., the mass throughflow is strongly de-

pendent on the pipeline diameter. If n = k in Egs. (15.124) and (15.125), it is possi-
ble to obtain equations for pressure and throughflow in adiabatic flow. In long gas
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pipelines the flow is usually isothermal. In this case, n = 1, and the condition for A
is realized exactly rather than approximately.
Substituting n = 1 into Eqs. (15.124) and (15.125):

Aifp2- 2)=ll(pv)2,
D d

(15.126)
_r |pD
Q. ‘/p ( -p%)

Eq. (15.126) indicates that pressure in an isothermal flow changes along the
gas pipeline length under the parabolic law.

11. Shukhov’s equation

If at the gasline intake temperature T differs from the ambient tempera-
ture Tymb, the gas flow will be nonisothermal.

Let’s review a pipeline segment (Fig. 15.13). dx
Disregarding mass forces and considering
Eqgs. (15.20) and (15.24) and from the energy v

conservation law Eq. (4.18): —m —f——

2 2
[cpnv—] —[c T+v—] =
2 )
2 roL(15.127)

-1 [pa.dv Fig. 15.13
Qm v

The value IpqedV is the external heat supplied during unit time to the gas be-
\4

i
w

tween the cross-sections S; and S,. Disregarding the gas heat-conductivity, assum-
ing the heat is conducted only through the side surface Sa, then:

quedv IqedS Iqedldx (15.128)

3

where ¢, is heat supplied during unit time through unit area of the surface S3, and

x = =D is the gasline perimeter.
Substituting Eq. (15.127) into Eq. (15.126) and assuming dx — 0, results in:

2 »
d cT+ |=9 aDax. (15.129)

The value g, can be represented as:
q. =T, —T), (15.130)

where «is heat conductivity factor, and T = T(x) is gas temperature in the gasline.
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Disregarding changes in the velocity head along the gasline, from Eqgs. (15.129)
and (15.130):

C,dT =2 (T, ~T)dx. (15.131)
Qm
Integrating Eq. (15.130) on the condition that at the gasline intake atx =0T = T}:
(T ~T, b)
C .0 log—2= =—gaDx (15.132)
g (I ~Tp)

or:

T=Tmb+(T,-Tamb)exp[— “”g x]. (15.133)

P

Eq. (15.133) is Shukhov’s equation. It was derived for calculating the cooling
of heated oil pumped through a pipeline without considering heat released due to
the hydraulic resistance. Shukhov’s equation is totally accurate for ideal gas flow-
ing in the tube at a subsonic velocity. Following Eq. (15.132) at x 5o T T, , .

The value x = x, at which the gas temperature in the pipeline differs from T,mp by
less than 1 °C, is determined from Eq. (15.132) as:

Cme ll'l (T; _Tamb) .
ardD 001T,

amb

1

The estimations using this inequality show that the x value is small, i. e., the
flow in the gas pipeline can be considered as isothermal.
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CHAPTER XVI
LAMINAR FLOW OF NON-NEWTONIAN FLUIDS

The preceding chapters dealt with the flow of viscous fluids, i. e., fluids for
which the association between the stress tensors and deformation velocity tensors
has this format:

pu = (-p+Adivv), +2ue,, (16.1)
or for an incompressible fluid:
Py =—p+Adivv+2ue, . (16.2)

Thus, one major distinction of a viscous fluid is a linear correlation between the
stress tensors and deformation velocity tensors. However, there exists a broad class
of various media whose common property is the deviation from the generalized
Newton’s law Egs. (16.1) or (16.2). Such fluids are called non-Newtonian fluids.

Non-Newtonian fluids are very common in the petroleum industry. They in-
clude many heavy crudes, fuel oils, drilling muds and cement slurries, and polymer
solutions. Many non-Newtonian fluids, such as drilling muds, have internal spatial
structure. They can be composed of paraffin crystals in oil, clay particles in drilling
muds, etc. Increased stress destroys these structures and the medium properties
change. As a reminder, a mathematical function connecting stress and deformation
type of a continuous medium is called rheological equation, and its coefficients are
called rheological constants. For instance, Eq. (16.1) is a rheological equation for a
linearly-viscous compressible fluid, and the A and u are rheological constants.

Depending on the pressure, temperature and other parameters, the same fluid
can behave as Newtonian or non-Newtonian. Thus, the selection of a model (rheo-
logical equation) for a given medium is a difficult problem.

1. Simple shear

Let’s review the deformation velocity tensor:
&1 & &y
Ex =€ En &y |-
£y & &y
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Suppose &, = &,, =&;; =0, and out of the values &, = &,,, &,;,=¢&,, &;=§&,o0nly
one is different from zero. Such a deformation is called simple shear, and the cor-
responding flow is called the flow with a simple
shear. Clearly, the simple shear is the simplest
kind of a deformation. It was shown in par. 3.3 that

y

v.(y) . the velocity 7 of skewing a direct angle be-

tween the axes x; and xi is equal to 2¢, . Thus,

the skewing of the direct angle between the two
Fig. 16.1 mutually ortagonal axes occurs in the flow with
a simple shear, and the volume of the fluid particle under consideration does not
change as &, + &, + &, =divv=0.
Now some examples of flows with a simple shear are reviewed.
1. Laminar parallel-plane incompressible fluid flow between two parallel
planes (Fig. 16.1). In this case:

Ve=vy), vy =v,=0. (16.3)
Thus:
d d
gXX:avX:O’ ngiz(), gzzzgz-z—:O’ ‘ng=l avx +_Y)_ =lavx,
ox Y oy 0z 2ldy dx ) 20y

1{ov, ov 1{dv, ov
== — —Z =O’ - 2z 4 Y =0Q.
& 2(az+ayJ o 2(8y+82J

Therefore, the flow in question is a flow with a simple shear. The velocity of

av,

skewing the direct angle x0Oy, or the shear velocity is }./= 2t = . The tangential
’ y

stress in the linearly-viscous fluid will be:

v
r=2ugxy=ua‘=u}/. (16.4)
y
2. Laminar incompressible fluid flow in a circular tube. Let’s introduce a cy-
lindrical coordinate system Oxrg so that Ox axis is coincident with the tube’s
axis. Then:

Ve = (1), v = Vo= 0. (16.5)

Deformation velocity tensor components in a cylindrical coordinate system
have the following format:

_ov, ov, 1oy, v, _l(avx +8L]

—__9® r r

£ , £, ==L, £,= , £, = A
ol " or’ ™ roer 2 or  ox

X vy v _1(0% 1y,
? 2rop o r) " 2lox roe/

(16.6)
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Substituting Eq. (16.5) into Eq. (16.6), results in:
1 ov,

£ . =¢€,=€,=0, €6 =—7%, ¢_=¢,=0,
= ” ¥ 20r rE

i. ., flow with the simple shear. The skewing velocity of the direct angle xOr is
equal to:

y=26, =% (16.7)
or
and the tangential stress in the linearly-viscous fluid is equal to:
'r=2,usx,=,u%=,uy. (16.8)
r

3. Laminar parallel-plane rotational flow between two coaxial cylinders
(Fig.16.2). In a cylindrical coordinate system Oxrgp:
ve=v,=0,v, = wr, (16.9)

where, w = w(r) is angular velocity of the rotational
flow. Substituting the velocity values of Eq. (16.9) into
Eq. (16.6), results in:

sxx:srr:sW:O’ sxr=%%’ qk=€xr=0’
R ’ (16.10)
e 1% Y _l(a(ar)_w)_l,a_w '
Fig. 16.2 ? 2\or r) 2\ or 2 or,

i. ., the simple shear again. According to Eq. (16.10),
the skewing velocity of the direct angle is:

y=2¢_=r2% (16.11)

o’
and the tangential stress in the linearly-viscous fluid is:

9o _ .y (16.12)
or

Egs. (16.4), (16.8) and (16.12) represented Newton’s law of viscous friction,

T=24¢,, = pr

. 1
and at T =const, 4 = const, where T is absolute temperature. The value ¢=—
is fluidity.

As indicated earlier, the flows with simple shear are the simplest flows. Thus,
they are commonly used in viscosimetric studies, 1. e., for the experimental confir-
mation of a fluid model and for the determination of its rheological parameters.
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2. Classification of non-Newtonian fluids

The classification of non-Newtonian fluids is usually based on a type of shear

velocity ¥ correlation with the size of the tangential stress 7. All non-Newtonian

fluids can be subdivided in three classes.
(1). The systems in which the shear velocity depends only on the size of the
tangential stress, i. e.:

y=f(). (16.13)

These are non-Newtonian viscous fluids or nonlinearly-viscous fluids.
(2). The systems for which the shear velocity depends on the size of the tan-

gential stress as well as on time, i. e.: ¥ = f(,1).

If at a given ¥ value, stress in the fluid decreases with time, the fluid is called
thixotropic, and if it increases, it is called rheopectic. The corresponding flow
curves (correlations of tangential stress vs. shear velocity) are presented in
Fig. 16.3. The arrows indicate the direction of the process (loading).

T T
0 y 0 /4
thixotropy rheopecty
Fig. 16.3

(3). The systems possessing properties of both solids and fluids and partially
demonstrating elastic restoration of the shape after the stress removal (visco-elastic
fluids):

@7 Y =h T, L D™,

In their turn, non-Newtonian viscous fluids can be subdivided into two groups:
(a) fluids with the initial shear stress 1o, i. €., fluids which begin to flow (to de-
form) only after the tangential stress exceeds certain limit 7o,
(b) fluids that do not have the threshold (initial) tangential stress 1o.
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For non-Newtonian fluids, exactly the same way as for the Newtonian fluids,
the concepts of viscosity and fluidity can be formally introduced, namely:

lua:g’ == (16.14)

y H,

N .

As opposed to the Newtonian fluids, the values 4, and @, are not constants

but functions of the tangential stress 7. Thus, these values are called apparent vis-
cosity and apparent fluidity.
If the flow curve (Fig. 16.4) is known, it is

T easy to find apparent viscosity u, graphically.

A
" Indeed, at point A:
,"’ E i —z—ﬁ—l—g-—tana
PO “ 5, OB '
/"\a é Following Eqs. (16.13) and (16.14):
a H ] T
0 B /2 ¢a=¢a(r)=—f(1—)- (16.15)

Fig. 16.4 . .
The sign of the shear velocity must change at

the change of the stress sign, i. e.:
f@=-f(1).

It means that the function f(7) is an uneven function. Then, according to
Eq. (16.15), the function ¢,(7) is even.

A viscous-plastic fluid or the Bingham-Shvedov fluid is an example of fluids
with the initial shear stress. Its rheological equation is:

. 0, T<71,
y=47-1, , (16.16)
77 y

where 7, is the initial shear stress, # is the plastic viscosity factor. The visco-

plastic model is very common in descriptions of the behavior of drilling muds.
Examples of fluids without the initial shear stress are so-called “exponential
fluids”, i. e., fluids whose rheological equation is:

o«

T=ky . (16.17)

The k value is called “consistency”, and the n is the flow exponent.
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For the fluids with different flow exponents 7, the k value has different dimen-
sionality. It means that k£ does not have clear physical
meaning, and Eq. (16.17) is just a convenient ap- 4 4
proximation. When n < 1, the fluid is called pseudop- / 3
lastic, and when n > 1, it is called dilatant. At n =1, 1
Eq. (16.15) turns into Newton’s law of friction, 1. €., 2
into the usual equation for the Newtonian viscous
fluid, and & coincides with the dynamic viscosity fac-
tor. The flow curves are shown in Fig. 16.5, where 0 VZ
curve 1 corresponds to the Newtonian fluid, curve 2, Fig. 16.5
to a dilatant fluid, 3, to a pseudoplastic fluid and 4, to
a visco-plastic fluid.

In the following discussion only the non-Newtonian viscous fluids are dis-
cussed.

3. Viscosimetry

Viscosimetry (or viscometry) is a combination of techniques for the determi-
nation of fluids’ viscosity properties, 1. e., plotting the flow curve. Viscosimetry of
Newtonian fluids is just the determination of their viscosity factor. For non-
Newtonian fluids viscosimetry determines the type of correlation between the shear
velocity and the tangential stress, and numerical values of constants (rheological
parameters) of this correlation.

Most common methods to determine viscosity of fluids are capillary and rota-
tional viscosimeters.

A conceptual scheme of the capillary viscosimeter is shown in Fig. 16.6.
There, 1 is the reservoir containing the studied o
fluid; 2 is the calibration measuring tube; 3 is the [=F————
pressure sensor. By changing the fluid’s height in 1
the reservoir or pressure py over the free fluid’s -
surface (if the reservoir is hermetically closed), it
is possible to record the experimental correlation n/
of the pressure gradient Ap; within the [-length
tube and the throughflow Q, 1. e., the correlation
Ap; = flQ). The gradient is the sum of the gra-
dient Ap,, over the measurement segment /,, and Fig. 16.6
the gradient Ap;,, over the input segment of the length L, (L = [ — linp)

Api = Apinp + Apm.

Repeating the experiment with the same diameter tube of the length L gives
the curve Ap, = f(Q), and again:

= m [8)]
ApL - inp + Apm ’



LAMINAR FLOW OF NON-NEWTONIAN FLUIDS 283

m
inp

and Ap" is pressure gradient over the length L — [;,,. The diameters of both tubes

where is pressure gradient over the l-long input segment of the tube I,

and conditions of the fluid’s entering these tubes are the same. Thus, at equal
throughflows, Ap. = Ap® , and the value:

inp inp *

Ap =Ap, - Ap, =Apr(nl)_Apm
is pressure gradient over the L — [ segment for an infinitely long tube. A segment of
an infinitely long tube is a segment of the real tube where the end effects are not
noticeable.
A conceptual scheme of the rotational viscosimeter is shown in Fig. 16.7.
When the external cylinder 1 rotates at the angular velocity €, tangential stresses
arise in fluid 2. Rotations generate torque M on the
4 internal cylinder 3. Acted upon by this torque, the
3 cylinder 3 rotates at the angle 8. This angle depends
on M and on the elastic parameters of the thread 4.
- Measuring this angle, the acting torque M is deter-
I~ |” - mined. Experimenting with different Q values, the
correlation M = Q) can be derived. As in the case
2\ h|  of the capillary viscosimeter, end effects arise near
N the fluid’s free surface and cylinder’s bottom 2. To
eliminate them, the experiment can be repeated with
different fluid’s level 4. The subsequent procedure is

Fig. 16.7 similar to that for the capillary viscosimeter.
Thus, using the capillary viscosimeter, the function:
ApL=f0O) (16.18)
can be derived, and using the rotational viscosimeter, the function:
Q = fL(M). (16.19)

Both functions are good for an infinitely-long tube and an infinitely-high gap.
In order to find rheological parameters of a fluid from Eqgs. (16.18) and (16.19), it
is necessary to have the theoretical format of these expressions for various types of
non-Newtonian fluids.

4. Fluid flow in an infinitely-long round tube

Let’s review transient-free laminar fluid flow in the segment of an infinitely-
long tube of the length / and radius a. The tangential stress distribution along the
tube’s radius is given by Eqs.l (10.33) and (10.34), 1. e.:

r=lr o =P Py (16.20)
a 21

! The derivation of (10.33) and (10.34) shows that the result does not depend on the viscosity parameters;
therefore, they are valid also for the non-Newtonian liquids.
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In our case, v, = v = v(r) and ? < 0; therefore, from Egs. (16.7) and (16.19):
r

5’=ﬂ=—f(r). (16.21)
dr

With this sign selection f(7) >0 . Substituting Eq. (16.20) into Eq. (16.21), re-
sults in:

LY (16.22)
dr a
which is a differential equation for the determination of the fluid’s velocity v(r).

In order to be able to use Eq. (16.22), the following needs to be kept in mind.
In a non-Newtonian fluid flow, the presence of the tube’s wall can cause the emer-
gence in the fluid of special directions although the fluid is isotropic at a distance
from the wall. For instance, a potential distribution of the colloidal particles’ orien-
tation or the orientation of long polymer chains is affected by the presence of the
wall. Anomalous flow next to the wall can also occur due to a physico-chemical
interaction between the fluid and wall material. The flow anomaly arising near the
wall is called wall-adjacent sliding. The substance of the anomaly is in a drastic
change of the ? value in the wall-adjacent layer at the continuous velocity distri-

r
bution along the radius.

When the wall-adjacent sliding is present, Eq. (16.22) is valid only within the
0<r<a-h, where h is the thickness of the wall-adjacent layer where anomalous
flow is occurring. Usually, & << a; so, instead of studying the wall-adjacent layer
flow it is possible to assign the value v(a) = v(a — h) on the tube’s wall, i. ., veloci-
ty value different from zero and equal to velocity at the boundary of the wall-
adjacent layer.

It is possible to show that the introduced fictional velocity is a function of the
tangential stress 7, . Velocity v(a) =v(z,) = s(z,) is called the sliding velocity. By
integrating Eq. (16.22):

jdv =v(r)-s(z,) = —]f(ra i)dr =2 ]f(r)dr. (16.23)
a a a T T

a

The fluid’s throughflow through the tube’s cross-section is equal to:

Q =2z lv(r)rdr.
0
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Following Oldroyd, let’s integrate this expression partially. Then, considering
Eqgs. (16.22) and (16.23):

r’ G L dv ‘ r
=2z —v(n) |-z P =dr=na’s(z )+ x |r? r—)d =
Q [2 (r)} (.)[r 0 r a’s(t,) (-)[rf(“a r

- (16.24)
=7razs(1'a)+”i3 J'z-zf(r)dz'
Ta }

Eq. (16.24) is the main relationship for the determination of the slip velocity.
The presence of the slip velocity and the type of s(z,)correlation can be experi-
mentally established with a capillary viscosimeter. For this purpose, correlations
Ap(Q) should be determined for several tubes of different diameters. The results are

Ap

plotted in coordinates —75—3 Ta =2—la (Fig. 16.8). Different curves relate to expe-

riments with the tubes of different diameters.

o
i

0 0 1/a
Fig. 16.8 Fig. 16.9
Following Eq. (16.24):
L 3@ Lipp(r)ar =254 pr)). (16.25)
a a Ta a

If s(z,) =0, the slippage is absent, —Q§= F(z,), and the curves in Fig. 16.8
7]
Q

plotted for the tubes of different diameters should coincide. If s(z,) #0 (= de-
ma

pends on F(z,) and a), Fig. 16.8 is valid. Drawing in Fig. 16.8 cross-sections by
the curves (7,) = const, it is possible to plot the graph of Fig. 16.9, where the lines
1, 2 and 3 correspond to different 7z, values. Eq.(16.25) indicates that at

Q

- 1 .
(z,)= const, the value — is linearly dependent on —; at that, s(7,) is the tangent
m a
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of inclination angle of lines 1, 2 and 3. After the function s(z,) is determined,
Eq. (16.25) is used to determine the function:

F(ra)=l3].12f(r)d1,
Tad

wherefrom, after differentiation:

1 d[er(ra)]
f(fa)—r—iT-

a

Therefore, the function 7, can be experimentally determined by a capillary

viscosimeter. This, however, requires extended experimentation and differentiating
the function derived from the experiments. As it will be shown later, the task of
determining parameters of the f(z) function is significantly simplified if the ana-

lytical type of the function is known.

5. Rotational fluid flow within an annulus

Let’s analyze the transient-free laminar rotational flow of a fluid between two
coaxial cylinders of an infinite height. The fluid is flowing along the circular trajec-
tories whose planes are perpendicular to the axis of the cylinder (Fig. 16.2). It was
shown in section 1 that such flow is a flow with a simple shear, and the shear ve-
locity is determined from Eq. (16.11). Let’s identify within the flow an element of
radius r, thickness dr and height 4. The force attached to a cylindrical surface of the
radius r is clearly:

Fy=2nrht,
and the force attached to a cylindrical surface of the radius r + dr is:
Fy=2n(r + dr)h(z + dv).

The identified element is revolving at a time-constant angular velocity @.
Therefore, the sum of the force momentums attached to this element is equal to ze-
1o, 1. e.:

Fx(r + dr) — Fyr = 2nh[(r + dr)’(z + d1) - r’1] = 0. (16.26)

After simple transformations and switching to the limit at dr -0 from
Eq. (16.26):

az _ —-22, (16.27)
T r

or, after integrating:
C

T==. (16.28)

~

To determine the integration constant C, M is denoted as the friction force
momentum on the internal cylinder of radius R; and of the unitary height. Then:
M =2mR1R,, (16.29)

where 7, is the friction stress at the radius R,.
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From Egs. (16.28) and (16.29):
C M

T, =—=—7,
" R} 2R}

and from there C = 2£, Eq. (16.28) assumes the following format:
7

M
T= . 16.30
2w ( )
Substituting Egs. (16.10), (16.11) and (16.30) into Eq. (16.13), results in:
dw M
e , 16.31
rmat) [mz] (1631)

i. e., the differential equation of the fluid’s rotational flow in a ring gap is obtained.

For integrating Eq. (16.31), the internal cylinder is assumed to be immobile,
and the external one is revolving at an angular velocity . Then, taking the wall-
adjacent slippage into account, it is possible to present the flow velocity on the
surface of the internal cylinder of the radius R;:

V(R) = s(t), (16.32)
and for the flow velocity on the surface of the external cylinder of the radius R,:
V(Re) = QR, — 5(12), (16.33)

where 1, is the friction force stress on the surface of the external cylinder. As the

angular velocity w= Y , then from Eq. (16.31):
r

YoshelipnE, (16.34)
;

Eq. (16.34) gives the velocity distribution law with respect to the radius. Based
on that equation and Eq. (16.33):

7

_s@) @) 1 4z
Q= TR +2Jf(z') - (16.35)

6. Integral technique in viscosimetry

The integral technique in viscosimetry involves the beforehand advance assign-
ment of the functions of type f(7) and s(z,) based on some physical assumptions.
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It enables the computation of integrals in Eqs. (16.24) and (16.35) and derive, consi-
dering Eqs. (16.20) and (16.30), theoretical functions of the type:

Q=0p, a, a, ... O) (16.36)
for the flow in a tube and:

Q=QM, a, oy, ..., 3,) (16.37)
for the flow in an annulus, where &, @, ..., @, are rheological parameters [the con-

stants in functions f(7) and s(z,) ] of the fluid under consideration.

Suppose the experiments with capillary viscosimeters produced n pairs of val-
ues @, Ap;. Substituting these values into Eq. (16.36), results in n equations for the

determination of the numerical values of n rheological parameters o, @, ..., &
Similarly, having obtained with rotational viscosimeter n pairs of values Q oM,

and substituting them into Eq. (16.37) results in n equations for the determination of
the fluid’s rheological parameters. Clearly, the numerical values of the rheological
parameters produced using either viscosimeter type must be similar. If this is not
so, it means that the assumed f(7) and s(z,) values do not describe the behavior
of the fluid under consideration.

Several simple examples:
I. A viscous Newtonian fluid. Under Eq. (16.12), for such a fluid:

y=f=1, sz)=0. (16.38)
M
Substituting these expressions into Eq. (16.23), and considering Eq. (16.20),
results in:
7, 1.2 2
W= far=241-5 =220 D 1639)
ur, ! MT, T, 4u a
From Eqgs. (16.23), (16.38) and (16.20):
0= Ij'rJdr—’mJT" LA (16.40)
U, 3 4u 8l '

As at the flow in a horizontal tube 3—})— PF, = —%, then it is easy to see that
X

Egs. (16.39) and (16.40) are identical with the earlier-derived Egs. (9.29) and
(9.31). The a and ! values for the capillary viscosimeter are known, so following
Eq. (16.40), in order to determine the value of the dynamic viscosity factor, it is suf-
ficient to make one measurement of Ap and ( values.
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For the rotational viscosimeter, under Eqs. (16.30), (16.34) and (16.38), the
velocity distribution law within a ring gap is obtained as follows:

L Y PP/ AL R N (16.41)
ro2u; 2 Amu\ R° r
Taking Egs. (16.30), (16.35) and (16.38) or assuming r = R, in Eq. (16.41), gives:

Ye_goM(1_1)
R 4zu\ R R

The R; and R, radii are known, so, as with the capillary viscosimeter, it is

sufficient to make one measurement of the M and €2 pair of values to determine u.
1. Bingham-Shvedov fluid. For such a fluid, according to Eq. (16.16),

0, T<T,
f(@)= r—_‘ro’ r27, 5(z,)=0. (16.42)
Substituting this equations into Eq. (16.23), results in:
W == fodr+= [ faydr== jﬂdﬁi [7(z)dz=
Ta T Tﬂ T Ta T 77 Ta T
’ , . ’ (16.43)
=M+i '[f(z')dz'
27710 Ta T
According to Eq. (16.42):
when 7< 7, 4 jf(‘r)d‘r:O, (16.44)
T,

%y

Ty _ 2
and when 72 7,, — jf(r)dr:i '[T fgr=—2%TR)" (1645
T,? T n 2nz,

ar

Following Eq. (16.20):
,o=" (16.46)

where rq is the radius at which 7=17,. Then, from Egs. (16.43), (16.44), (16.45)
and (16.46):

2
v(r)=ﬂ(l—ij when 0<r<r,
2n a

2 2 2
v(r)=ﬂ (1_’_0J _r_02 1-L when r,<r<a
2n a a 7

Thus, when 0<r <y, v(r) = const, i. e., there is a “flow core” where all par-
ticles are moving at the same speed, i. e., as a solid (Fig. 16.10).
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It can be shown that the presence of the flow core is the property of any fluid
with the initial shear stress and not only of

Bingham-Shvedov fluid. By substituting v(r)
Eq. (16.42) into Eq. (16.24): \ [
S mmmm R
y I
Q=”a3 I ZT dT - - .0_.__4 _____ VIR Sy
HEq o (16.47) Shhhbb CEETes phh
_”a31“ 1 ii.ﬁ.l_g .
4n 37, 37! Fig. 16.10
or, considering Egs. (16.20) and (16.46):
4 4
=00 4n 1n | (16.48)
8nl 3a 3a

Eqgs. (16.47) and (16.48) are different formats of Buckingham equation. At
7, =1, =0, it becomes Poiseuillle’s Eq. (16.40). Egs. (16.47) and (16.48) indicate

that to determine the constants 7, and 7}, two pairs of Ap and Q numerical values

must be measured.
Let’s now turn to Bingham-Shvedov fluid flow in the ring gap of a rotational
viscosimeter. As R; < R,, then under Eq. (16.30) always 7, < 7,. Thus, until

7, £ 7,, i. €., according to Eq. (16.30) M < 2aR’7, = M, there is no shear, Q = 0,
and the fluid between the cylinders is immobile. Suppose now 7, >7, > 7,. As
along the radius, M = const, following Eq. (16.30):

Rt =rlt,=R’T,

where 7, is the radius at which 7=7,. Then, it is evident that at R, <r < ro 7> 1,
and at ro < r < R., 7<7,. Therefore, in the interval R; < r < ry there will be the

shear flow, and at ro< r < R,, the fluid will behave as a solid, i. e., it will be revolv-
ing at a constant angular velocity. Substituting Eq. (16.42) into Eq. (16.34) and
considering Eq. (16.30), gives:

17 1 :
!=_IT =2 _z—lz—%log—R‘ ,at R<r<r,
r 2: n 4\ R, r* r
M1 1 2 R
L=="" —————log—|=const at r,<r<R,.
4\ R’ 1y 1 r
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According to Eq. (16.30), r, = ZL' i. e., with the increase in M, the ry value
\/ 7T,

(hence, the volume involved in the shear flow), increase. At 1y > 1, the shear flow
involves the entire interval R; < r < R,, and under Egs. (16.30) and (16.35) the ex-
ternal cylinder angular velocity is:

7

Q:ljﬂ£=l _12__% _ﬁlogR_i‘ (16.49)
27 n vt 4m\ R’ R n R

(4 (4

It can be seen from Eq. (16.49) that in order to determine the 77 and 7 con-

stants, it is necessary to have two pairs of M, Q values.
III.  Exponential fluid. According to Eq. (16.17), for an exponential fluid:

,',= f(f)=(%)", s(r,)=0. (16.50)

Substituting Eq. (16.50) into Egs. (16.23) and (16.24), and considering Eq. (16.20),
respectively:

1 L+n 1 n+l
" n ntl " ry
sl ]
r n+l \k 7, n+l1 2kl a
L 3n+l 1
0=—"_m’ 1]": n mT(-Aﬁ]", (16.51)
3n+1 k 3n+l 2kl

i. e., the equation for the velocity and throughflow distribution for the flow in a
round tube.
For the rotational viscosimeter, according to Egs. (16.30), (16.34) and (16.38):

1 ! 2

t)y| nf M ) (R,.];
-[ E =2 2 = A
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IV. Reyner’s series. It is assumed that for a fluid with the initial shear stress 7o,
the function f{z — 7o) can be expanded into an exponential series. As this function is
uneven, the series can include only uneven exponents of (- o). Therefore:

0, T<7,,

SN 16.52
A ) VRN PR R
k=0

where by, 1o are the fluid’s rheological parameters.
Substituting Eq. (16.52) into Eq. (16.23) and applying the procedure identical
to that used with Bingham-Shvedov fluid, results in:

2k+2
a - b w2 _axo b nw 7
v(r)=— 7 —T ==Y —*_r 1-2 =const, 0<r<r,,
) 2m,§0k+1(” o) 2§k+1 ‘ a 0

n

) =5 A (=) = (e, -

" 27a o k+1

" p 2k+2 2k+2 2k+2
=gz kg 2k [l_r_o) _[i) - , n<r<a.
243 k+1 a a r

These equations show that the velocity distribution along the radius is qualita-
tively similar to that shown in Fig. 16.10; i. e., in this case there is the flow core of
the radius rg too.

Substituting Eq. (16.52) into Eq. (16.24), gives:

3 2 2
m’ & we| (T, ~7,)  21(r,-7,) 7,
==Y blz,-1 g0/ 420 a 0140 | (1653
e = (5~ { 2%k +4 %3 akez] 0P

a

In the case of a flow within the ring gap, as with Bingham-Shvedov fluid,
when 1; < 19, there is no flow. AtM > M, = 27:R;210, the shear flow occurs in the gap:

M
R<r<p= ,
2z,
and at 7, <r < R,, the fluid revolves at a constant angular velocity, i.e., as a solid.

At M = 27d€ezro, the shear flow involves the entire area R, <r<R,. According to
Eqgs. (16.34) and (16.49), at 7, > 7> 1,

v )2k+1

r

1&, iz
—==>3 b —O———d,R. ,
Z;k;[ . T, R <r<r,
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)2k+l

_—Q-_Zb J'T 7,

T

dt =const, r, <r<R,. (16.54)

At 1, > 1o the velocity distribution within the entire range (R, <r <R,) is de-

termined from Eq. (16.54), where the interval must be taken within the o, 7; range,
and the external cylinder’s rotation angular velocity is:

ZbIT T

fr

)2k+l

dr. (16.55)

The rheological Eq. (16.52) includes n + 2 rheological parameters: o, by, b,
, bn. Tt is clear from Eqs. (16.53) and (16.55) that to determine these parameters,
n+2 measurements of Ap, Q or M, Q pairs’ values must be made.

7. Hydraulic resistance factor

Let’s take a fluid with the rheological equation:

Y= F(0,0,0,.,0,), (16.56)

where, as previously, ¢,,q,,...,q, are the rheological parameters. Similarly to the

considerations utilized in the derivation of Darcy-Weisbach’s Eq. (5.30), the pres-
sure gradient Ap is maintained over the length !/ within the tube of diameter d
represented by the equation having the following format:

Ap=¢(.d,p,w,a,,0),...Q,). (16.57)

Assuming that the parameters d, 7, w have independent dimensionalities, using

the procedure similar to that utilized in the derivation of Egq. (5.30), from
Eq. (16.57) we obtain:

! pw
Ll ey
ap d 2
where:
A=A11,11,,..,I1), (16.58)
and the values:
n=_5%

i

d?p'w’
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are the conformity criteria. Eqs. (16.56) and (16.58) indicate that the number of the
conformity criteria is equal to the number of the fluid’s rheological parameters.

Let’s for example study the Bingham-Shvedov fluid. In this case, Eq. (16.57)
becomes:

Ap=g(l.d,p,n,1,w),
and Eq. (16.58):
A=A11,I1,), (16.59)

where:

2

ow

To arrive at an analytical representation of Eq. (16.59), Eq. (16.47) is first ana-
lyzed. Using Eq. (16.20), it can be written as follows:

H1=prd, m=-"o_ (16.60)

Q=7m2w=m4Ap 427 1125 4 (16.61)
8ni | 3adp 3ladp '
or:
2 4
wod8p| 44 n 14z || (16.62)
2| 3dAp 3\dAp

It is evident that in order to arrive at an equation of the Eq. (16.37) format,
Eq. (16.62) must be solved relative to Ap . Suppose:

¥=7

and substitute this expression into Eq. (16.62). After performing some simple trans-
formation

4 4 3 l
2 ——z +—=0, 1664
3 3 ( )
where:
a=1+8 a=%d. (16.65)
A nm

Using a standard technique for the solution of biquadratic equations, the roots

of Eq. (16.64) are:
%2 =£{li - } (16.66)
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the= 0—320{11 Jl_ﬁ} (16.67)
where:
b=Yar +Va' —1 +¥a? Vo' -1 =
a§(3 1+«/1—7+%/1—\m)=a§ﬂ, (16.68)

c=a+1}%b+a2. (16.69)

Let’s take the square root in Eq. (16.67). According to Eq. (16.69):
3b=2(c-)?-20,
and, after simple transformations:

_ 3b (et
(c—a)c-20) - (c—a)

According to Eq. (16.65), a >1; so, following Eqgs. (1.68) and (1.69), b and
and c are real numbers, and b > ¢ and ¢ > & . Therefore:
3b _(cta)

- = <0,
(c—-a)c-2a) (c—-a)

and the roots 73 4 are complex quantities.
Now let’s take the roots z;,. A direct check with Eq. (16.68) shows that:

b -3b-20"=0,

b3
c=a+ 7 (1670)

Substituting this into Eq. (16.66), provides:

c 6
=—|1%_{1- . 16.71
42 3[ mJ (6.71)

Following Egs. (16.68) and (16.69), when a=1,b =2, c =3 and:

:Z 3¢a—_(J“ a1 o a1 )

and from Eq. (16.69):
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where from, j—b >0 when a > 0. Thus, the functions b(¢) and c(&) monotonously
o

. . 6
increase as & increases and ——< 1.

cV2b

Thus, the roots z;, are real numbers. To further analyze them, let’s rewrite
Eq. (16.71) using Egs. (16.63), (16.65), (16.68) and (16.70):

%"_;[r +T)[1+F](li fl—cjg} (16.72)

Passing to limit in Eq. (16.72) at 7, — 0, results in:

Apd _ w1y
4 d3 '

Eq. (16.61) shows that such passing to limit must result in Poiseuillle’s equa-
tion. Therefore, in Eqgs. (16.71) and (16.72) the “+” sign should be selected; so

finally:
c 6
z=—|1+ fl—— ,
3( c@]
or, considering Eq. (16.63):
=——7T,c| 1+ [1-—— 16.73
TN e

As follows from Egs. (16.65), (16.68) and (16.69), ¢ = c(A). Comparing
Eq. (16.73) with Darcy-Weisbach equation, results in:

/1=§B(p(A),

T, - . .
where B =—% is a dimensionless parameter:

6
A)=c|1 1- .
PA) C[*J @]

Therefore, the hydraulic resistance factor at the Bingham-Shvedov fluid flow
is a function of two independent conformity criteria A and B. At that, B coincides
with I, in Eq. (16.60) and A = IT,I1,.
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The numerical values of the @(A) function are listed in the following Table. It

1 .
can be shown that at e ﬂd >0.1, the p(A) function can be approximated with
10

the accuracy of below 2 % by the following equation:

- /_E
¢(A)—4(1+ 1 A].

1/A @A) 1/A @A) 1/A @A) 1/A @A)
0.0000 300 | 00060 353 | 00250 425 | 00700 552
0.0005 314 | 00080 363 | 00300 440 | 00800 578
0.0010 320 | 00100 371 | 00350 455 | 01000 629
00020 329 | 00120 379 | 00400 470 | 0.1500  7.54
00030 336 | 00140 387 | 00450 484 | 02000 876
0.0040 342 | 00160 394 | 00500 498 | 02500  9.97
00050 348 | 00200 408 | 00600 525 | 03000 1118

The next example will be an exponential fluid. For such a fluid, Eq. (16.54) has
the following format:

Ap =¢(lyd7pyk9n1w) .

Accepting the d,p,w values as parameters with independent dimensionality,
using I1-theorem, and considering that under Eq.(16.17) [] =MT" L, the result is:

N danZ—n _l_ )
Ap_f(ny k ]dpw )

and from there:
n 2-n
A=2 f(n, d%] .

The non-dimensional conformity criteria are the values:
dn 2-n
L = Re"

k

where Re’ is an equivalent of Reynolds’ number for a linearly-viscous fluid. To
find out the type of the 4 =2f(n,Re') function, let’s review Eq. (16.51) or:

n,

1

nel :
w=—" (i)(é’i) (16.74)
m+il2) \ 2K
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And, solving this equation relative to Ap:

3n+1Y(2)"
= 2klw" =
o W( n Md)

Comparing this equation with that of Darcy-Weisbach, results in:

el 3n+1Y k
ezt L
n pwd

8. Additional remarks to the calculation
of non-Newtonian fluids flow in pipes

The main equation describing the transient-free flow of viscous fluids in pipes
are:
continuity equation:

QO = wS = const, (16.75)

Bernoulli’s equation:

2
P AR AL . R s 2+m 2 (16.76)
g 2g Pg

Darcy-Weisbach and Weisbach equations:

2 2
h, —/'L—— h,=¢(— 16.77
Thp =5 1677

The continuity equation does not include viscosity parameters of the fluid; so it
is identical for both linearly-viscous and any non-Newtonian fluid. Bernoulli’s
equation, which is the mechanical energy conservation law, also preserves its
format, although the Coriolis’ factors ¢ and loss amounts /;_, will differ from those
of the linearly-viscous fluids. Indeed, the & value is determined by the velocity dis-
tribution law along the tube’s radius, whereas the loss #;_; depends on the medium
viscosity parameters. The Darcy-Weisbach’s and Weisbach’s equation are derived
based on the general concepts of the dimensionality theory. Thus, the format is pre-
served, but the correlation of the hydraulic resistance factor A and local resistance
factor ¢ vs. the conformity criteria are distinct for each type of the non-
Newtonian fluid.

Thus, all techniques of the pipeline designing based on Eqs. (16.65)—-(16.77)
can be used for computing the flow of non-Newtonian viscous fluids in considera-
tion of the above remarks.



Mechanics of Fluid Flow
by Kaplan S. Basniev, Nikolay M. Dmitriev and George V. Chilingar
Copyright © 2012 Scrivener Publishing LLC

CHAPTER XVII
TWO-PHASE FLOW IN PIPES

The flow of two-phase (multi-phase) fluids in pipes is very common for al-
most any branches of oil and gas industry. In drilling, this is the flow of aerated
drilling muds and cement slurries, and removal of the cuttings. In oil and gas pro-
duction, this is the gas lift, the flow of gas-condensate, water-oil and gas-water
mixtures in the well. Multi-phase flows can also be present in the field gathering
lines.

The phase is a portion of the uniform system bounded by a separation surface.
For instance, a mixture of the oil and water is a two-phase system: liquid-liquid.
Mixtures of the gas and condensate or the gas and oil are two-phase systems: gas-
liquid. The mixture of the water, oil, and gas is a three-phase system.

The phase can consist of one substance, such as the water. Such a phase is
called a single-component phase. If the phase comprises several chemical sub-
stances, for instance, a mixture of hydrocarbon gases, it is called multicomponent.

True solutions (salts in water, gas mixtures, etc.) are single-phase multicom-
ponent systems.

The following assumptions are usually made when describing the motions of
multiphase media:

(1) The size of inclusions or nonuniformities in a mixture (individual parts of a
nonuniform system) are much larger than distances between molecules,
lengths of the molecular free pass, etc. In other words, the inclusion sizes
are such that the techniques of the mechanics of continuous medium are
applicable to each individual part of a nonuniform system.

(2) The sizes of the above inclusions are much smaller than the distances over
which macroscopic parameters of the mixture or phases significantly
change, i. e., these sizes are much smaller than the characteristic sizes of
the system under consideration.

These assumptions enable a description of the multiphase media motions using
the multispeed continuum model. The multispeed continuum is an aggregation of N
continuums, each of which is related to its component (phase) and fills-up one and
the same volume occupied by the mixture. Therefore, at each point of the multis-
peed continuum there are N densities, N velocities, etc.
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1. Equations of the conservation laws

The general concepts used in Chapter II to derive the conservation law equa-
tions for a single-phase medium, and the models of a multispeed continuum can be
utilized for writing the equations of the mass conservation law, momentum law and
energy conservation law for each component of the mixture.

The integral representation of these laws is as follows:

The mass conservation law:

Ja(ap, dV+jap,V,ndS J‘Z]ﬂdv i=1,2,... N (17.1)
1

The momentum law:

ja(aa”' Vi) gy +jap Vv, dS =
v (17.2)

= jap,F dv + J'_ dS + jZP,,dv i=12,.,N
v j=l
The energy conservation law:

Ja(a P.E,

dV+ o,pEyv,dS =
ot -[ P

1

_jap,F,v,dv+ pmv.ds+jZE dv - jq‘"’ds i=1,2,.., N, (17.3)
v =1
2
E,.=ui+v—’.
2

In Eqgs. (17.1)-(17.3), i is the number of a phase (component), &, 20 is the

fraction of the mixture’s volume occupied by the phase at a given point, and the
rest of the symbols are the same as in Chapter II. It is clear that:

N
> =1 (17.4)
j=1

The J; value is (due to the possibility of phase transformations) the intensity

of mass transfer from the j to #" component per unit of the mixture volume per unit
time.

The Pjis the impulse exchange intensity between the " and /" components of
the mixture. The E, is the energy exchange intensity between the j‘h and ™ com-
ponents of the mixture.

Following the conservation laws:

Ji==J;, J; =0, P;i=Py, Pi=0, E,=-E,, E,=0. (17.5)

It is necessary to note here that / is the phase number.
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By summing up Egs. (17. 1) (17.3) according to i and considering Eq. (17.5):
-[a Za p.dV + j’Za pv,dS =0, (17.6)

s i=l

ja Zap,v,dv+j’2ap,v,vmds j’Zap,F dv+j’2p ds, (17.7)

j Zap,E,dv+j’Zap,Evmds [ZapF,vdw

vy i=l

(17.8)
+ E,G ds - q("’v,dS
The mixture density p,, is determined as:

N
= ap, (17.9)

i=]

and the mass- averaged velocity, from equation

=— ap,v,. (17.10)

»

2. Equations of two-phase mixture flow in pipes

To derive these equations, we will make the following assumptions:
(a) The flow is transient-free;
(b) Pressure and temperature of both phases are the same and are constant in
the tube’s cross-section;
(c) Relative motions of the components within the phase can be disregarded;
(d) In each cross-section, the conditions of local thermodynamic equilibrium
are maintained for a mixture volume crossing the cross-section per unit
time;
(e) Only one mass force (the gravitational force) is active.
With these assumptions, Egs. (17.6)-(17.8), by considering Egs. (17.9) and
(17.10), become:

J.iaipi;ivi”dS =0, (17.11)

v st

[Zap,v v, dS = Epng + j’meds (17.12)

s i=l
N — —_ =
> apEv,ds = [p,vedv + j’z p..vidS — j'zqf"’ds. (17.13)
s i=l v s i=l s i=l

Let’s take as the surface S the tube’s segment inclined at angle 6 to the vertical
and delimited by the cross-sections Si, S,, and the side surface S3 (Fig. 17.1). To
make the derivation more general it is assumed that the surface S3 is permeable and
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that continuously distributed gas-liquid mixture is entering the tube through this
surface. According to Fig. 17.1, in the cross-sections Sj, S2, S3:

at §: vi=-nv,, n=-e3, @, =02,,=0, a,=-1, i=1, 2;
at S,: vi=m, n=e, a,=a,=0, a,=1, i=l, 2 (17.14)

at S,: vi=-nmy, n=-eq, ted,, a,=0, i=3 4.

Fig. 17.1

Here and thereafter, the subscripts “3” and “4” indicate, respectively, the gas
and liquid phases of the mixture entering the tube through the S3 surface, enare
basis vectors of the coordinate axes, o

m = Neén are cosines of the angles between
the coordinate axes and the normal.

Substituting Eq. (17.14) into Eq. (17.11), results in:

[@py +apor,)ds - [(@py + 2,pv,)dS = [(@py,+a,pm,)ds . (17.15)

S, s, S5

To transform Eq. (17.12), the tensor of the surface stresses should be analyzed.
It is assumed that:

pl =-apé, +1, 7' =¥, ¥ =0. (17.16)
And, considering Eq. (1.31), from Eq. (17.16):
P =—C,pNA Tni, Tui = enT0,, (17.17)

where 7}” are components of the tensor of additional stresses applied to the i

phase.
It is assumed earlier that pressures within the phases are the same. Therefore,
from Eq. (17.17) and considering Eq. (17.4), results in:
N

- L - = km
Pu=2 Py =—Pn+Ta, Tn=ent"a,,,

=l (17.18)
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Note that the summing-up on the repeating subscript is assumed in
Eq. (17.18).
From Eqs. (17.14) and (17.18):
at S,: p,=esp-et —ext’’;
at S,: p,=-espret’ +ex”; (17.19)
at S,: p,=—(ea, +ea,)p+eatta,, +er’a, +e(ta, +77a,,).
By projecting Eq. (17.12) onto the tube’s axis Ox, and considering Eqs. (17.14)
and (17.19):

J-(alplvlz + az/’z"% )as - J-(alplvlz + az/’z"% )as =
S, S

= Ipmg.gng+ jpds— _[pdS+ Irds, (17.20)
v s :

S
where:
t=1t"a, +7%a,
is a projection of additional stresses onto the axis 0z.

To transform Eq. (17.13) functions similar to ;,”.*;f are reviewed. From
Eqgs. (17.14) and (17.17):

at S;: ;ni*;;=a’,.pv,., i=1, 2;
at §,: ;m.*;i=—a',.pvi, i=1, 2 (17.21)
at S,: p, *vi=apv,-2a,a,0%, o} +ad, =1, i=3, 4.

Now substituting Eqs. (17.14) and (17.21) into Eq. (17.13) and assuming that
the heat inflow through cross-sections S; and S> can be disregarded, yields:

I(alplElvl +a,p,Ev,)dS - I(alplElvl +0,0,Ev,)dS —
S, S

- I(aspsEsvs +a,pE,)dS = J-pm;'gdv + Ip(alvl +a,v,)dS —
Sy v S,
12 12 (17.22)
Ip(a,v, +a,v,)dS + I[(a3v3 +a,v,)p-20,,0,,(t v, +7,v,)[dS —
M S3

N
_ (n)
S;[;q,. ds.

Egs. (17.15), (17.20) and (17.22) include the following integrals:
[rds, [fds, [fds, [rav.
S S, S, v
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Taking limit between cross-sections S, = $(z) and S, = 5(z + d7), gives:

lim[ [as- _[fldSJ -4 [#dsdz,
S. N dZ N
1 : (17.23)

lim J' f,dS = J' f,dydz, lim J' f,dv = J' f,dSdz,
X v N

S3

where y is the wetted perimeter of tube’s cross-section S.
Switching in Egs. (17.15), (17.20) and (17.22) to limit at dz — 0 and consi-
dering Eq. (17.23), results in:

d
= [(@pm +apv,)ds = [(apy, +a,pva)dy, (17.24)
N

X

4 [(@pwi+apv})ds = [p,gesds _4 [pds+[ay,  (17.25)

dz s s dz s X
d
d—z I(alplElvl +0,0,Eyvy S ~ _[(aapaEaVa +ta,pEv)dy =

N V4
— d

= [p,veds - = [y, +av,) pds + [(@w, +aw,)pdy - (17.26)

N N 4

-2 _[(7"52"3 + Tz‘tzvtt)anlanZdI_ Iq(n)d;(,
V4 V4
where:

q(n)= Zq. (n).

It is assumed when calculating Iq(")d;( and _[121;( that y is the perimeter of
V4 V4
the tube’s cross-section.
Let’s review the integrals in Eqs. (17.24)—(17.26). It is clear that:

fapvds =G, i=\, 2, [apvdr=1, i=3 4, (17.27)
N x
where G; is the mass throughflow of the i phase, J; is the mass inflow of the /*

phase through the surface S; per unit length.
Further:

i

[eipids =vi [apyds =viG, i=1, 2, (17.28)
N X

where v; is some average value of velocity v,.
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Following the assumption (b), the pressure, density and internal energy of
a phase are uniformly distributed over the tube’s cross-section. So, considering
Eqs (17.9) and (17.27):

[pngedS =g,p,5, p,S=p [@dS+p, [@,dS, [pdS=ps, (17.29)
N S N N

2 v2
[@pEvds =[ap, [u,. +v?")v,.d5 =[u,. +%VEJG,, i=1,2, (17.30)
N N

[avpds =[apv,Las=LG, i=1, 2, (17.31)
S S pi pi
where g is the projection of the g-force acceleration onto the tube’s axis, v; 4y is
some averaged value of the velocity v; different from vi.
According to Egs. (17.10) and (17.27):

[p.veds =ges [(apy, + @,0,v,)dS = 8,(G,+G,) . (17.32)
N s

Assuming the inflow through the surface S; is axisymmetric, and taking

Eq. (17.27) into account, results in:
2

J‘aipiEividl =E, jaipfvidl = E“i + %JJ” i=3 4, (17.33)
¥ ¥

jaipipdl’:jaipi i£d1= £ jaipivfdl’:—p"Ji’ i=3 4, (17.34)
x x pi pi X pl
2z
jr}zv,an,anzdx =7/, janlanzdx =7, jsin ycosyRdy=0, i=3, 4, (17.35)
bt z 0
where R is tube’s radius, 7 is the angle between the normal n to the surface S3 and

the basis vector e: (Fig. 17.2).
It is also evident that:

[ay =, ["dx=aSx.  (17.36)
X X

(n)

ve» Qavg are average over the perimeter 7 and

where 7,
4™ values.

Let’s now denote S; part of the tube’s cross-
section area occupied by the i phase. Then:

Fig. 17.2 S, = [a,ds, i=1, 2, (17.37)
N

and the mass throughflow G; can be presented as :
G = [apvds = pw [@,dS = pwS, = pQ, i=1,2,  (17.38)
s N

where w;, Q; are average over the section velocity and volume throughflow of the
th
i" phase.
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Supposing the phase velocity changes slightly over the tube’s cross-section, it
is possible to assume that:

Vi =vio=wl i=l, 2. (17.39)

iavg T

Under the assumption (b) that the pressure and temperature are uniformly dis-
tributed over the tube’s cross-section. So:

Pi=Ps=Py Pr= Py =P W =Uy= Uy Uy =U = Uy, (17.40)

where the subscript “g” denotes the gas phase, and the subscript “I” denotes the
liquid phase. Besides, let’s denote:

G1=Gg, G2=Gl,.l4=.ll, W1=Wg,W2=W1. (1741)
From Eq. (17.37):

8,=S,=[@dS=¢5. (17.42)
s
The value ¢ is called true gas-content.
But as, under Eq. (17.4), ;» = 1 — a4, then:
$,=5,= [m,dS=(1-9)S. (17.43)
N

From Egs. (17.38), (17.40)-(17.43), average velocities of the phases can be
represented as follows:

w, = (pcp;:S , W = (l—zl)p,s . (17.44)
Following Egs. (17.29), (17.40), (17.42) and (17.43):

Pu =00, +(1-0)p,. (17.45)

The tangential stress on the tube’s wall is assigned as':

A, 2 2 | Gy G}
T —?[(Ppgwg +1-@pwl= _8_S2[¢_/i+(1_—_(;;5,7,]’ (17.46)
and the heat inflow is assigned as:

oy =k (T ~T,) (17.47)

! The format of equation Eq. (17.46) is determined by the fact that it is used in this format for the laboratory
determinations of A,,.
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where T, is ambient temperature, A, is hydraulic resistance of the mixture, k is
heat transmissibility through the tube’s wall, T is mixture’s temperature in the tube,
and T, is ambient temperature. Substituting integrals in Eqs. (17.27)—(17.36) and
Eqgs. (17.46) and (17.47) into Eqs. (17.24)—(17.26) and considering Eqgs. (17.39)-
(17.41) and (17.45) and after simple transformations results:

dG, -7,
dz
dp 1 dl| G; G? A1 G G
—=p.8 5 S S ';' 8 4 ,
dz St dz|gp, (-@)p, | 85" |gp, (-9)p,
(17.48)
dp W2 w2 v2 V2
Z[[hg +7"JGg +(h,+7’ G |= hg+73 J + h,+74 J +
8.6, — k(T -T),
where:
Gm=Gg+G[, Jm=Jg+J[
are total mass throughflow and inflow:
hy=u, +L b=y + L (17.49)

4 ]
are enthalpy of gas and liquid phases.
Together with true gas-content ¢ which, according to Eq. (17.42), is equal to:

S, Sg
p="Lt=—%, 17.50
s S ( )

the theory of two-phase flow employs the througflow gas-content 3, which is by
definition equal to:

2
0,+0°

where Q, and Q; are volume throughflows of the gas and liquid phases. From
Eq. (17.44):

B=

(17.51)

G
0 ==, @ =%=(1—¢)w,s. (17.52)

g 1
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Following Eqs. (17.51) and (17.52):

By substituting Eq. (17.52) into Eq. (17.52):

-1
5O g@] |
P\ Py P

As the mixture composition entering the tube through the side surface S; is the
same as that flowing in the tube, then following the condition (d) of the local
thermodynamic equilibrium that:

-1 -1
Jolde I =ﬁ=i[ﬂ+ﬁJ . (17.53)
pg pg pl pg pg p’

G = Gg+ G, J,, = Jg + Ji. Therefore, it is possible to obtain from Eq. (17.53) after
simple transformations that:

G - PPGn G = PPGa
* B +U=-Pp T o, +U-Pip,
(17.54)
g o PP, g o B
* B, +(=-Pp ' o, +(0-Pp’
and from Eqgs. (17.44) and (17.54):

w, = - , W= .
©Sdfe,+0-Ppl T SU-p)lpp, +(1-Hp]
The densities of the gas and liquid phases are found from equations of state:

P, =p,(p.T), p,=p(pT). (17.56)
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The true gas-content @ and hydraulic resistance factor A,, are found from em-
pirical equations. Suppose:

@ =p(P.Re,.Fr,,We_,p, 1), (17.57)

A, =2, (@.Re,,Fr,,We,,p,IL,E), (17.58)

where Re,,, Fr,., We,, are Reynolds, Frud’s and Weber’s numbers for the mixture
calculated from these equations:

Dﬂpgwg +(1_ﬂ)plwl

Re, = s
Bu, +(1- Py,
G2 ta-gw ]
gD
2P~ Py

We,, =2D[gw, +(1-p)w,] 5

The above nomenclature is as follows: ratio of phase densities /_) =p,/p; dy-

namic viscosity factors of gas and liquid media x,, 4 ; normalized viscosity of the

fluid phase ;_1 =4,/ u,; water viscosity u,; surface tension o; tube’s diameter D;

relative roughness of the tube’s walls e.
In order to determine the inflow J,,, a function of the following format needs
to be assigned:

Jm = Jm (pvpamb)v (17.59)

where panp 1S ambient pressure.

The system of 15 Egs. (17.45), (17.48), (17.54)—(17.59) — called thereafter
“system A” — includes 23 unknown variables: G, G;, Gi, Jm, Jg, Jis P, T, Pms Pgs P1s
We, Wi, Va, V3, A, B, @, g, By, g, pu, 0.

The values S, hg, hi, pg, pu, 0 can be computed using the corresponding thermo-
dynamic procedures as functions of p, T and the composition of the two-phase mix-
ture. Squared velocities v, v3 are usually much smaller than the corresponding en-
thalpies and can be disregarded. So, the system A is a closed system and contains
15 equations with 15 unknown variables.

Utilizing Eqgs. (17.45) and (17.54)<(17.59), it is possible to cancel from
Eq. (17.48) 12 unknown variables Gg, G, Jm, Jg, Ji, Pms Pgs Pt We» Wi, Am, @, Which are
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decisively on indecisively enter the equations. Therefore, the system A can be reduced
to the system Eq. (17.48), which includes p, T, G,, values as unknown variables.

3. Transformation of equations of two-phase
flow in pipes

For the transformation of the equation system Eq. (17.48), it is necessary to in-
troduce the following functions:

G? 2
® = ‘[ ey G J = p,5. -2, [z=zrD, s=~}n02),

'S oo, (-p)p, 2D
W2 w2
¢f=m+§i0{{m+éqq,qn=mh+@h, (17.60)

D, =¢.G, —xDk(T-T_,).
Using Eqgs. (17.54)—(17.57), it is possible to represent Eq. (17.60) as:

(1-@)fp, +9(1-p) p,
s*[ o, +1-Pp.]

¢l =G:,\P|(P,T,G,,,)a \Pl zpmgz -

}

®,=G,¥,(p.T.G,), ¥, = (17.61)

_ ! W, W
" B, +(-PBip, {'Bpg(hg+7]+(1_'B)p’[h’+7ﬂ'

Substituting Egs. (17.60) and (17.61) Eq. into Eq. (17.48) (v; << h,, v; <<h,):

d 0]

_p=q>2 _&=q>2 _i(G:.\Pn)’
dz dz dz

do,

d
=L(GY,)=0,+,,
dZ dZ( m 3) 4 5
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=J_, gives:
1+ Gj,a\P +Gmai£—<b -G, J, | 2¥ +Gma\P
ap oT dz oG

(17.62)

G,,,——a\y3£[1+Gma\y3 dT=<I>4+<I>5—Jm ¥Y,+G6,— o,
dop dz oT dz dG,,

Solving the system Eq. (17.62) for Z—p and Z—T, and taking the first
Z 4
Eq. (17.48) into consideration, yields:

P _1le,-cu|2v, v I (9
dz A "3G, )| aT

_[@ +®,—J [\1@ : g: Jcm aair}) (17.63)

ar 1 v, 2 0¥,
—=—{|®,+D,-J | ¥,+G 1+G
dz G,"A{[ + T 9s ”'[ * e JJ(+ " 9p J

I o\ . av,
I:(I)Z Gm"m[z\yl maGm ]}Gm ap )7

M \oY, ., 0¥ v
1+Gi— |52 -G L —=2.
(*"'ap)ar "3 %

where:

A= (17.64)

Within the constraints of our assumptions, Eqgs. (17.63) describe the flow of
two-phase mixtures within perforated tubes. The tube’s inclination angle is ac-
counted for in these equations by the term g, and by the format of the functions of
Egs. (17.57), (17.58). If the tube’s wall is impermeable, J,, = 0, and the system
Eqgs. (17.63) becomes much simpler. At G; =J; =0, Eq. (17.63) describe the single-
phase liquid flow, and at G, = J, = 0, the single-phase gas flow.
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4. Flow regimes

As indicated earlier, a distinguishing feature of two-phase (multi-phase) flows
is the presence of the interphase separation boundaries. These boundaries may have
various shapes. The phase dispersion may also significantly vary. Because of these,
a concept of the flow regime is introduced to classify the two-phase flows. Experi-
mental studies discovered numerous regimes, which have been named and classi-
fied in many different ways. The following classification is most common for the
vertical flows:

Bubble flow. The gas bubbles are distributed in the liquid more or less un-
iformly (Fig. 17-3-1).

Fig. 17.3

Fig. 17.4

Shell flow. When the bubbles are highly concentrated, they merge, their di-
ameter becomes close to the channel diameter, and the bubbles themselves acquire
a shell-like shape (Fig. 17-3-2).

Foam flow. As the gas phase flow velocity grows, the shell flow becomes un-
stable. The channel’s wall becomes covered with a liquid film, and the gas-liquid
core becomes a foam (Fig. 17-3-3).

Ring flow. The liquid flows along the tube’s wall as a continuous film, and the
gas phase moves in the center. Usually the gas core contains some liquid droplets
(Fig. 17-3-4).
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Flocky ring regime. The gas flow carries liquid droplets (Fig. 17-3-5).

A somewhat different classification is applicable to the horizontal flows:

Bubble flow. The gas bubbles are moving next to the upper generatrix of the
tube (Fig. 17-4-1).

Plug flow. The shell-shaped gas bubbles are moving next to the upper genera-
trix of the tube (Fig. 17-4-2).

Laminated flow. The flow is gravitationally laminated. The liquid is flowing at
the bottom of the channel, and the gas is flowing above it (Fig. 17-4-3).

Wavy flow. As the gas flow velocity increases, waves form on the free surface
of the liquid (Fig. 17-4-4).

Shell flow. The waves on the liquid’s surface increase so much that they reach
the tube’s upper generatrix. The gas phase is flowing along the upper generatrix as
individual inclusions (Fig. 17-4-5).

Ring flow. Observed at large gas throughflow. Some amount of liquid is mov-
ing within the gas phase as individual droplets (Fig. 17-4-6).

The format of (17.57), (17.58) equations, i. e., true gas-content ¢ and hydraulic
resistivity factor A are strongly dependant on the flow regime.

5. Absolute open flow of a gas-condensate well

To kill an emergency gusher, it is necessary to know the absolutely open flow
of the well. It is very important to be able to forecast such a flow in a specific field.
The forecast rate of a gushing gas-condensate well can be calculated using the equ-
ation system Eq. (17.63).

Suppose that the penetrated thickness of the productive interval is much small-
er that the depth of the well so that the flow can be considered concentrated. Then
Jn =0, and Eq. (17.63) for a vertical well assumes the following format:

G, = const,

dp 1 oV, o

= =—P,—2-0.G, —L| 17.65
dz A[ZBT Smarj (17.65)
a1 Ly (1) a6 2]

dz GA op dp

where A is found from Eq. (17.64).

To account for the interaction between the well and the reservoir, the binomial
equation of the fluid inflow is used from the reservoir to the well instead of
Eq. (17.59):

Pi - pin = AQ, +BQ:, (17.66)
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where pres, pon are, respectively, formation and bottomhole pressures, A and B are
filtration resistance factors as determined during the regime testing of gas-
condensate wells, O, is total volume throughflow reduced to standard conditions.

The system of equations Eq. (17.65) in conjunction with Eqgs. (17.45) and
(17.54)—(17.58) enables calculation of the distribution of pressure, temperature and
other characteristic parameters of flow through the well under the commercial re-
gime, i. e., when the value of the mass throughflow G,, is known. As the system
includes two first-order differential equations, two boundary conditions are neces-
sary for its solution. Such conditions can be the bottomhole temperature and pres-
sure, i. €., po = poh, To = Tpn, or the wellhead temperature and pressure, i. e., p(H) =
= pwh, T(H) = Tyn, where H is depth of the well. The conditions of the following
format can also be assigned: p(0) = pyn, T(H) = Tun or p(h) = poh, T(0) = Tip.

In a case of the emergency flow (gusher), the G,, value is unknown. In such a
case, Eq. (17.66) expressing the interaction between the well and the reservoir must
be added to Eqs. (17.45), (17.54)-(17.58).

The emergency flow regime can be either critical (the flow velocity at the
wellhead equals to the local speed of sound) or subcritical depending on the total
resistance of the reservoir and the well. Under the subcritical flow, the wellhead
pressure is equal to atmospheric pressure, i. €., pwh = Pam- Besides, it is necessary to
assign Ty, or Ty

Under the critical flow a disruption between pressure and temperature occurs

dp dar

at the wellhead. Mathematically, it means that at z —> H, —(—1—— — e and d— — oo,
z Z
Following Eqgs. (17.63) and (17.64) it is necessary to have:
A= l+G,f,% %—Gi%%=0 atz=H. (17.67)
dp ) oT oT dp

Aside from the condition (17.67), it is necessary to assign T(0) = Ty,

The rate determined by the condition Eq. (17.67) is called critical.

For different flow regimes of the two-phase mixture, the empiric functions
Eqgs. (17.57) and (17.58) have different formats.

To calculate the true gas-content ¢ and hydraulic resistance factor A,,, we can
use experimental results by VNIIGaz Institute. They showed that depending on
the average volume velocity of the mixture flow (which is equal to:

0, +0 . . .
w, = 5 =gw, +(1-@)w,), four mixture flow regimes are identified: (1).
Bubbly and shell regime (w, < w,); (2). Ring regime (w, < w, < w,); (3). Disper-
sion-ring regime (w, < wy, < w,,); (4). Dispersion regime (w,, < wy). The w, and w,,
values are computed as follows:

_ 0.86exp[9(1 - B)lw, _ B
YT 33000027z -1y AT
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0.25
w =332 B _|
pg pl_pg

The w,, value is assumed to be 5 m/s. True gas-content for the above regimes
is calculated from the following equations:

Aff,(Fr) at w, <w,
_ABFL)+ £(B) at w,<w,<w,
CABLFr) - £,(B) at w,Sw, <w,,

yij at w,<w,,

where:

a=0.5+0.3exp[0.067(1 - )],
fi(Fr )=1—exp(—4.4,/Fr_/Fr*),
£.B)= {““—j‘v)(}”w‘—w)— 20 - ﬂ)}exp(— 7.5/1-B)

r a

£(B =0+ A-2pexpl-7.5{1- )

0.25
W = 0.86 Pl og
© 14000275 -D\ o\ -p, )

Fr* = 4[1 - exp (0.142)] - 3{1 — exp(0.054)].
Hydraulic resistance factor is found as follows:
A, =VARe, £),

where A _(Re,,£) is hydraulic resistance factor computed for a single-phase flow,
v is the correction factor for double-phasiness determined as:

fi(B) at w_<w,
y={E[f,(B)- f;(K)] at w,Sw, <w,
1 at w, sw,,
where:
E=1+0.034,

1-0.78Bf,(Fr,)—0.22 A1 —exp(~15 p)]
1- B +0.03exp[~1,350(1- B)°]

025
£k =(M] .
g0

f4(ﬂ) =
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Phase densities p,, p, are calculated using the equations of state, such as

Peng-Robinson’s equation. The values of enthalpy, throughflow gas-content, sur-
face tension, 1. e., hg, hy, yg, w1, f, o, are found with the help of corresponding
thermodynamic equations.

z,m z,m
4000 |~ 4000
\\ \\
3000 3000
2000 N 2000

1000 N 1000 \

0 2 4 6 p, MPa 300 350 T,°K
Fig. 17.5 Fig. 17.6

To calculate viscosity of the gas phase, Dean’s and Steel’s correlation was uti-
lized. Viscosity of the liquid phase was found using the Little and Kennedy tech-
nique. Ideal gas enthalpy for the pure components were determined by Passat and
Donner’s correlation, and for the fractions, by Kessler-Lee’s correlation. The in-
crement of enthalpy as a function of p and T was found using the known tech-
niques. For the computation of the interphase tension factor, McLeod-Sugden cor-
relation was applied. Typical pressure and temperature distribution curves in the
well under the critical flow are presented in Figs. 17-5, 17-6.
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PART lil. OIL AND GAS SUBSURFACE
HYDROMECHANICS

CHAPTER XVIII

MAIN DEFINITIONS AND CONCEPTS OF FLUID
AND GAS FLOW. DARCY’S LAW AND EXPERIMENT

1. Specifics of fluid flow in natural reservoirs

The porous and permeable rocks which contain subsurface oil and gas accu-
mulations and can release them in the process of development are called reservoirs.
Depending on the origin and shape of the voids, the reservoirs are subdivided into
the porous and fractured ones.

The natural fluids (oil, gas, underground water and their mixtures) are found in
the voids (i. e., in pores and fractures) of reservoirs. The fluid in a reservoir can
be quiescent or moving. The fluid flow through solid bodies (deformable or unde-
formable) along the communicating pores and/or fractures is called flow in under-
ground rocks. Filtration can be caused by the action of various forces: pressure,
concentration, temperature gradients as well as gravitational, capillary, electromo-
lecular and other forces. For instance, the motion (filtration) of the melted wax
within a candle’s wick or of kerosene in an oil-lamp’s wick is caused by capillary
forces. Thereafter, however, we will be reviewing the flows caused by the action of
the pressure gradient and/or gravitational force.

The flow in underground structures theory underwent a significant develop-
ment due to the needs of the economy. In the petroleum industry, the flow in un-
derground structures theory forms the theoretical base for the hydrocarbon field
development. Due to its specifics, it is called “subsurface hydromechanics”. The
subsurface hydromechanics is a special branch of hydromechanics dealing with the
fluid equilibrium and/or flow within a specific medium, a solid matrix comprised
of cemented or loose particles of various shape and size. Thus, the petroleum sub-
surface hydromechanics is dealing with the laws of fluids’ quiescence and flow
within the oil- and gas-saturated reservoirs, as it applies to the technological
processes of their recovery from the subsurface.

The particulars of the fluids’ flow within the natural reservoirs are caused both
by the specifics of the reservoir rocks and by the hydrocarbon development
techniques.

Pore spaces of sedimentary rocks are a complex system of communicating and
isolated intergranular voids where it is difficult to identify individual pore channels
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(Fig. 18.1). The pore sizes of the sands are usually a few to few tens of a
micrometer (um).

Fig. 18.1 Thin section of oil-saturated sandstone

The fluids’ flow within reservoirs occurs at a very low velocity, usually mi-
crometers per second (such flows are called “creeping flows” in hydromechanics).
The heat-dispersal surfaces are large. Thus, the filtration process to a high degree of
accuracy can be considered isothermal. At the same time, a substantial friction
force emerges during filtration within the rocks.

When fluid flows through reservoirs’ void spaces, the contact between the
rock matrix and the fluid occurs on a huge surface area. As an example, the surface
area of the void spaces within 1 m® of the porous medium (sandstone) can reach
10* m?. Thus the main fluid property affecting the filtration is its viscosity. The
viscosity is taken into account even for the gas filtration, and as the force of friction
is uniformly distributed in the entire reservoir volume, it was proposed by Zhu-
kovsky to include the force of friction among the mass forces.

The structure of oil and gas accumulations is complicated by substantial litho-
logic non-uniformity of the reservoirs, their lamination, faults, and stratigraphic
unconformities. Appraisal and commercial testing of the accumulations, recovery
of oil and gas is conducted through wells with diameter of 10 to 20 cm and greater,
spaced by hundreds, sometimes thousands of meters.

Some other specifics of the oil and gas flow within the natural reservoirs are:

* An impossibility to study the fluids’ flow within reservoirs through a direct
application of the classical methods of hydromechanics, i. e., the solution
of viscous fluid flow equations for the area encompassing the entire
pore spaces.

e A combination of very diverse scales of the filtration processes. They are
defined by characteristic sizes differing by many orders of magnitude: pore
size (a few to a few tens of micrometers); well diameter (tens of centime-
ters); field size (tens of kilometers); the reservoir variability along its dip
and strike can be of any value.

e The limited amount and imprecision of information about the reservoir and
reservoir fluids properties, which often hampers the generation of a unique
model of the fluid-saturated accumulation.
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The listed specifics of the subsurface petroleum hydrodynamics result in the
formulation of modeling concepts and the development of methodologies directed
to the primary identification of qualitative process patterns and generation of mod-
els with low sensitivity to the source data accuracy. A cognitive and practical value
of the results is to a significant degree determined by the clearness of the problem
setting and depth of the preliminary data analysis.

2. Basic model concepts of the subsurface liquid
and gas hydrodynamics

As earlier indicated, the subsurface petroleum hydromechanics is a special
branch of hydromechanics. It means that the continuity hypothesis will be used in
defining the physical values describing the flow process, and in formulating the
conservation laws. Under this hypothesis the studied objects (such as the moving
fluid) are considered to be continuously filling the entire area (the space wherein
the problem is set and being solved). However, the porous medium is understood as
a multitude of solid particles in close contact with one another, cemented or not.
The spaces between them (pores, fractures) are filled with a liquid and/or gas.

Thus, the filtration flow of the reservoir fluids is an aggregation of individual
micro-motions within an erratic system of the pore channels (Fig. 18.2). Therefore,
the true filtration flow is not “continuous” so that the effective (fictitious) values
are introduced in defining the physical parameters. These values are “smeared”,
spread over the entire volume in a continuous way (Fig. 18.3). The effective veloci-
ties, pressures, etc., are replaced for the real ones. These effective parameters are
represented in Fig. 18-3 as a uniform square grid.

Fig. 18.2 Idealized porous medium. 1. pore channels, 2. matrix

It is known from statistical physics that the systems of the porous medium type
can be described as continuous media whose effective properties are expressed not
through the properties of individual component elements, but represent averaged
parameters of sufficiently large volumes of that medium.
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The transition to a macroscopic description of the processes in the subsurface
hydromechanics means that all introduced parameters used for the problem setting
and solving are in the general case functions
of the porous medium points. The term is ita-
licized because thereafter the concept of the
porous medium and porous medium points
will be used in the modeling sense. This
means a mathematical model and its charac-
teristics as used for the description of a phys-
ical process (in this case, the filtration).

The concept of a physical and mathe-
matical points relate to totally different ob-
jects. If any volume of the porous medium is
selected and the coordinate system associated
with the sample is introduced, orderly triplets
of numbers can be attributed to each infinitely small volume. These numbers assign
the “mathematical point” of the porous medium. However, the volume of a “ma-
thematical point” is so small that it always will be positioned entirely within the
pore (then, for instance, the fluid velocity is different from zero) or within the solid
matrix (then the fluid velocity is equal to zero).

Thus a “physical point” is used for description of model parameters in the sub-
surface hydromechanics.

The “physical point” is such volume of a porous rock, which is large enough
so that the introduced physical parameter does not depend on the volume of the
sample but small enough compared with the entire volume where this parameter is
introduced. This latter circumstance (the sample smallness relative to the entire vo-
lume of interest) allows maintaining an infinitely small volume, the “physical
point”.

The volume of a porous medium which can be considered a physical point is
called the elementary or representative volume. All characteristics and parameters
introduced thereafter are defined over the elementary volumes and for the elemen-
tary volumes.

This situation with the introduction of the physical and material parameters in
the subsurface hydromechanics is usual for all models in the mechanics of conti-
nuous medium. For instance, a gas similarly to a liquid is composed of individual
molecules and atoms. Thus, in introducing physical parameters in hydromechanics
and gas dynamics, they also relate to physical points, but the sizes of elementary
volumes are much smaller than they are in subsurface hydromechanics. Indeed, an
air cube with the edge of 10” mm under normal conditions contains 27*10° mole-
cules, so the elementary volume is fractions of a cubic millimeter. In subsurface
hydromechanics sand grains can replace the molecules, so the elementary volume
can be on the order of cubic centimeters, and in some reservoir types, tens of cubic
centimeters and even meters. However, compared with the accumulation volume
the elementary volume is still very small.

Fig. 18.3. Scheme of effective dis-
cription
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3. Reservoir properties of porous rocks. Porosity and clearance
specific surface area.

Filtration is naturally determined by the properties of the fluid and of the void
space (type of the reservoir) wherein it is occurring. So the reservoir properties of
the porous medium are defined consequently. One of the most important properties
of the porous medium is porosity denoted by a symbol m.

Porosity of a uniform porous space is the ratio of volume of pores V. in the
porous medium sample to the entire sample volume V:

1%
O=—=5 18.1
v (18.1)

The porosity so defined is constant for all points of a uniform porous medium.
In the case of a non-uniform porous medium, Eq. (18.1) defines the average porosity

value for the sample. The porosity value at a physical point M for a non-uniform
porous medium will be determined from equation:

D(M) = lim av, _ dv. . (18.2)
avs0 AV dV

Therefore, in a general case porosity is a scalar function of the point (physical
point).

There are concepts of the total and effective porosity. The effective porosity
includes only the intercommunicating pores which can be filled with fluid from the
outside. In studying the filtration processes, only this kind of porosity is meaning-
ful. Thus thereafter, when dealing with porosity, the active or effective porosity
will be considered.

Another important property of the porous medium is clearance or plane porosi-
ty, denoted by s. The clearance of a plane cross-section in a uniform porous me-
dium is the ratio between the area of the pores in the cross-section to the area S of
the entire cross-section:

Sl
=ﬂ‘ 183
s(n) S (18.3)

In a case of a non-uniform porous medium, Eq. (18.3) defines the average clear-
ance value for a cross-section. The clearance value at a physical point M for such a
medium will be determined from equation:

s(M,n)=Alsim0ASAi;"" =%‘§‘1. (18.4)

Clearly, both porosity and clearance can range between O and 1. The end val-
ues of this range are, of course, purely model ones.

In Egs. (18.3) and (18.4), “n” is the vector of a normal to the cross-section
plane. The mentioned ratios and definitions indicate that clearance at a point in the
porous medium depends not only on the point, but also on the cross-section orienta-
tion. Therefore, clearance in the above definition is a scalar function of the vector
argument. Even taken by its own, this shows that porosity and clearance are different
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mathematical objects, although connected. But the usual equating of these objects is
a mistake. The clearance concept is more complex than that usually believed.

i, Indeed, after the concept of clearance is in-
troduced by Eq. (18.3), a statement usually fol-
lows that the average clearance value over all di-
rections is equal to porosity. This is a correct
statement but it is usually followed by an incor-
rect one: “therefore, thereafter there will be no
distinctions made between the two”. However,
the quoted definition of clearance has more com-
plex physical meaning than what is usually be-
lieved. The fact that the average clearance value
Fig. 18.4. Changing of section ©OVer all‘ directions is equal to porosity is no rea-
orientation and normal vector son to identify these concepts. Later, when dis-

cussing the results of Darcy’s experiment and the
determination of the filtration velocity, the concept of clearance will be expanded
and proved that it is impossible to identify it with porosity.

One more frequently used important parameter of the porous medium is the
specific surface area per unit of porous medium’s volume. The specific surface £
per unit of porous medium’s volume is the ratio of the void space’s surface area of
the Sciear medium to the total volume of the porous medium V:

= Setesr . (18.5)
1%

By the definition Eq. (18.5), the specific pore surface, as opposed to the di-

mensionless porosity and clearance, has a dimensionality of m™.

4. Darcy’s experiment and Darcy’s law. Permeability.
The concept of “true” average flow velocity and flow velocity

Let’s now turn to the description of a fluid flowing within a porous medium.
The first experiments with water flowing in sand-filled tubes were conducted by
Darcy (1856) and Dupui (1848-1863). These experiments initiated the beginning of
the filtration theory.

Darcy studied water flowing through the vertical sand filters (Fig. 18.5). The
result of the experiment was the widely known law:

H -H AH
Q=kf—‘lL—ZS=kf—LS, (186)
where Q is volume throughflow of the liquid through an L-long sand filter with the
cross-section area S, AH = H, — H, is the difference of hydraulic water heads over
the filter and at its base, and k¢ is the proportionality factor. This factor was first
called the water-permeability factor then filtration factor, which depends on the na-
ture of the porous medium as well as on the filtering liquid’s properties. As men-
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tioned, the filtration velocities are very low, on the order of 10 to 10> m/s and
even smaller. That allows disregarding the velocity heads when calculating the hy-
draulic head in Eq. (18.6):

2
g=2 4P .. P . (18.7)

2g pg P8

Here, v, are the average velocities within the capillary, @, are Coriolis’ coef-
ficients (in this case, @, =@, =2), p is pressure, z is
the geometric head, pis liquid’s density, g is gravity
acceleration.

As follows from Eq. (18.6), the filtration factor
has the dimensionality of velocity and describes the
velocity of flow through the unit of the cross-section
area perpendicular to the flow under the action of a
unit of the head gradient.

The filtration factor ks is usually utilized for hy-
drotechnical designs where the only fluid is water.
When analyzing filtration of the gas, oil and their mix-
tures, it is necessary to separate the effect of the porous it
medium from that of the fluid. For this purpose, Fig. 18.5. Darcy laborato-

Eq. (18.6) is formatted differently: ry unit water flow through
k AH vertical sandstone cores.
Q=—pg—S (18.8)
U L
or:
g=th-hg (18.9)
H L

where u is fluid’s dynamic viscosity factor, p*= pgH = p+ pgzis normalized
pressure, k is permeability factor which does not depend on fluid’s properties and is
a dynamic parameter of the porous medium only. The permeability factor dimen-
sionality is determined from the following formula:

_[QIluIIL] _ M’CTTIaCM _
[Ap*]IL] MaM*

It is the dimensionality of area, i. e., in the SI system, it is the square meter. Per-

meability of most of the rocks are very low, 107 to 107 m? (1 to 0.1 um?) for

coarse-grained sandstones, 107'* m? (0.01 um®) for tight sandstones. A commonly

used permeability unit in the petroleum industry is 1 D (1 Darcy) = 1.02*107' m?.
Following Eqs. (18.6) and (18.8) the filtration and permeability factors are

related as follows:

[k]

K, =P8k, (18.10)

ay
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The filtration factor kf or permeability k is experimentally determined with a
permeameter that contains a sample of the rock (Fig. 18.6). The total through-
flow Q of the flow is maintained constant, the heads H, and H, are measured by
two piezometers connected with the porous medium in the cross-sections 1 and 2.
Elevations of the cross-sections’ centers over the datum are equal to z; and z, pres-
sures are p; and p2, the distance between the cross-sections along the cylinder’s
axis is L.

~ p/(08)
)

\

rl
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7

2

— ,V////ﬁlf/ 7

Fig. 18.6. Scheme of permeameter

From Egs. (18.6) or (18.8):

k, = Q or k= HO
7 S(AH/L) Spg(AH /L)’

where the head gradient per unit length (the pressure gradient modulus) can be
formatted as follows:

£=Z,—Zz+p,—p2=PT_P:
L L psL  pgL

In the field, the permeability factor is determined by testing of wells. In the
test, the experimentally found correlation between well’s pressure and its flow rate
is also used.

Eqgs. (18.6) and (18.9) are usually called Darcy’s law. In actuality, however,
they are derived relations of Darcy’s law and the solution of one of the simplest
problems of unidimensional flow as it is implemented in the permeameter or a Dar-
cy device. The Darcy’s law is the correlation between the filtration velocity vector
and the filtration pressure gradient. After a concept of the filtration velocity is in-
troduced, the filtration pressure gradient concept will be reviewed.

Let’s divide both parts of Eq. (18.9) by the cross-section area S:

w=Ll-k2p (18.11)
S ulL
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Expression w = /S has the dimensionality of velocity and determines the
modulus of the filtration velocity vector. When de-
termining the throughflow, it is assumed that the fil-
tration velocity vector is perpendicular to the plane
(gallery) through which the fluid is filtering (Fig. 18.7).
Therefore, if the unit (basis) vector perpendicular to

this plane is defined (or parallel to velocity) as n,

then w=wn. The difference between the vector w
and a regular velocity is in that the filtration velocity  Fig. 18.7. Scheme for de-
is a fictitious velocity as in its substance it is deter-  termination of filtration rate
mined at any point within the porous medium (in the
pores and in the matrix), whereas in actuality the flow occurs only through the pore
channels at some “true average velocity” v. Of course, the w and v velocities are
related, which is obvious from the equality of the throughflow at the true velocity
through the clearance area and through the entire cross-section area at the filtration
velocity:
wS = VScIear = Q
This relation resulting from the above equality is:

W=Wwn=Ssv=syn. (18.12)

Thus, filtration velocity is equal to true average velocity multiplied by the
clearance. But it is illegitimate to replace porosity by clearance in Eq. (18.12).

Let’s now prove this statement. Eq. (18.12) is valid on the assumption that the
filtration properties of porous medium are isotropic and uniform, i. e., permeability
is independent on the direction and is constant for all points. It is possible to per-
form an experiment on the assumption that the porous medium is uniform but ani-
sotropic. Let’s cut a cube with the facets perpendicular to the main directions of
permeability (i. e., when applying pressure gradient perpendicular to cube’s faces,
the filtration velocity vectors will also be perpendicular to these faces). Now it is
necessary to introduce a Cartesian coordinate system with the axes directed paral-
lel to cube’s edges, and conduct a series of experiments, sequentially directing fil-
tration along each axis. As a result, for each experiment:

O kb 0 kA 0 ko

* s uwl’ 7S wuLl’ 'S ul’

where wy, wy and w, are component of the filtration velocity, Qx, Qy and Q,, and k;,
ky and k, are throughflow and permeability values along the corresponding coordi-
nate axes. Therefore, at the equal pressure gradients and sample (gallery) cross-
section areas, in the general case it is necessary to input different clearance values
for constructing the connection between the filtration velocities and true velocities,
i. e., accept the equalities:

wS=wS_ .. wS=wS_ ., wS=wS_,
or:
WSSV, W =SV, W =Sy, (18.13)
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where v, v, v, and s, s,, 5, are true average velocity and clearance values

.
along the respective coordinate axes. Indeed, Eq. (18.12) provides the linear corre-
lation between two vectors. In the most general format, written for the main axes, it
can be presented as:

w, 5 0 0w
w, [=[0 s, Ofv,]. (18.14)

w, 0 0 s;hv

A particular case of Eq. (18.14,) s; = 52 = 53 = s results in Eq. (18.12), and in
the general case results a matrix with the clearance factor.

Therefore, transiting from average true velocities to filtration velocities, it is
necessary to use not the scalar function of a vector argument (defined above as
clearance) but the matrix.

The transition from experimental Eq. (18.9) to Eq. (18.11) shows that in Dar-
cy’s experiment is a linear correlation identified between the two vector parame-
ters: the filtration velocity vector and the filtration pressure gradient vector in a uni-
form, isotropic, non-deformable reservoir (porous medium). However, Eq. (18.11)
is represented in a scalar format, so it must be restored to the vector format.

In the case of isotropic filtration properties, the filtration velocity vector and the
filtration pressure gradient vector are positioned on the same straight line. So, multip-
lying Eq. (18.9) by the unit vector n (which gives the direction of filtration) gives:

n. (18.15)

Here, the multiplier Ap */ L is the pressure gradient modulus under the linear

pressure distribution law. Therefore, the further generalizations of the experimental
result gives the vector equation of the following format:

;=—£gradp*. (18.16)
7,

Vector equation Eq. (18.16) is Darcy’s law for an isotropic porous medium.
The minus sign in the right portion is due to the fact that filtration velocity is di-
rected toward the decreased pressure. So, the filtration velocity vector and the fil-
tration pressure gradient vector are oppositely directed (a reminder: the gradient is
directed toward the growing pressure; therefore, filtration velocity is oppositely di-
rected from the higher to the lower pressure).

Eq. (18.16) is the universal format of Darcy’s law. It is valid for any coordi-
nate system. The Cartesian format is as follows:

wxi+wvj+wzk=—£ a—pi+a—pj+a—pk+pgk , (18.17)
: u\ox dy” oz
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where i, j and k are unit vectors of the Cartesian coordinate system; the z axis is
directed upward. This vector equation can be projected onto the coordinate axes
and rewritten as a system of equations:

wx=—£a—p, wy=-£a—p, wz=—£(a—p+pgj. (18.18)
1 0x M dy U\ 0z
However, Darcy’s law has limitations which will be discussed in the following
section.

5. Applicability limits of Darcy’s law. Analysis
and interpretation of experimental data

Numerous studies found that Darcy’s law has the upper and lower applicabili-
ty limits. The upper boundary is due to a number of reasons associated with the in-
ertia forces at high filtration velocities. The lower boundary is caused by non-
Newtonian rheological properties of fluids, by their interactions with the solid ma-
trix of porous medium at low enough filtration velocities.

In this section both marginal cases resulting in the appearance of non-linearity
in the filtration law will be reviewed.

The upper limit of Darcy’s law applicability. This case is the most studied
case. The upper limit of Darcy’s law applicability is associated with some critical
(cutoff) value of Reynolds’ number Re:

Re:“’_d,
v

where d is some characteristic parameter of the porous medium, v is kinematic vis-
cosity factor of the fluid (v = u/p).

Numerous experimental studies (Fanchler; Lewis and Bumns; Lindquist, Tre-
bin, Zhavoronkov, Aerov and others) attempted to find a universal correlation for
the porous medium (analogous to the tubular hydraulics) between the hydraulic re-
sistance factor 4 and Re number. However, due to variations in the porous media
composition and structure, these attempts failed.

Significant care in processing the experimental results was taken to select such
a characteristic parameter of the pore structure that the deviations from Darcy’s law
would occur at the same Reynolds’ number values, and the filtration law within the
nonlinear area would allow for a universal representation.

The first quantitative estimate of the upper limit for Darcy’s law applicability was
obtained by Pavlovsky. Using Slichter’s results for a model of the ideal rock and as-
suming that the characteristic linear parameter d is equal to the effective diameter dg
of the particles, he derived the following equation for Reynolds’ number:

d
Re=— i (18.19)
(0.753+ 0.23)v

Using this equation and the experimental results, Pavlovsky found that the
critical value of Reynolds’ number is:
7.5 <Reer <9.
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The narrow range of Re’s variability is due to the fact that the porous media
used in the experiments were not too diverse. To facilitate the processing of mas-
sive experimental data acquired by various scientists, Shchelkachev proposed to
use the following dimensionless parameter (he called it Darcy’s parameter):

Da = WHIk _ wHL (18.20)
Ap/L  kAp

Eq. (18.20) indicates that Darcy’s parameter is the ratio of the force of viscous
friction to force of pressure. If Darcy’s law is realized, Darcy’s parameter value
must be equal to one:

Da=1. (18.21)

The introduction of the Da parameter simplifies the study of the linear filtra-
tion law applicability limit. Indeed, if the log Re is depicted on the x-axis, and log
Da, on the y-axis, then, as log Da = 0, the correlation graph log Re vs. log Da at
Re < Re,, is a straight line coinciding with the x-axis while Re < Re,. As soon as
the graph shows deviation from the x-axis, it indicates the deviation from Darcy’s
law (this corresponds to Da < 1, log Da < 0). The Re value at which the deviation
occurs, is the critical value.

The above statements are illustrated by Fig. 18.8 showing a processing result of
the experimental log Da vs. log Re measurements using Shchelkachev equation (Ta-
ble 18.1). The graph reflects the nonlinear filtration area for various porous rocks.
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Fig. 18.8. 1gDa versus IgRe on logarifmic grid

Using these data, he analyzed the results obtained by various scientists for Re
determinations in the subsurface hydromechanics and evaluation of possible critical
values of Re number for the upper Darcy’s law applicability limit. See Table 18.1
for his comparison results. The first two lines are, respectively, Re number equa-
tions and hydraulic resistance factors obtained by various scientists. Lines four and
five are, respectively, critical values of Reynolds’ number obtained by these scien-
tists, and their refined values.

Line 3 in the Table lists the Re values. Eq. (18.21) is valid for the linear filtra-
tion law area (Re < Re,;). Therefore, if the product Red depends only on Darcy’s para-
meter (see Table 18.1, columns 5-8) it is constant (i. €., does not depend on the
properties of the porous medium) when Re < Re,,. Only in this case it is possible to
obtain the “universal” straight-line graph with coordinates (log Re, log 1), correspond-
ing to filtration of different fluids through porous media having different properties.
Experimental results support this conclusion.
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The following conclusions can be drawn from data listed in Table 18.1.

1. Despite some drawbacks in Pavlovsky’s results, there are reasons to com-
pare them with the corresponding results of the tubular hydraulics. What is impor-
tant is that the critical Reynolds’ number values calculated from Eq. (18.19) are
much lower than those corresponding in the tubular hydraulics to the transition
from the laminar to turbulent flow. It may indicate that the causes of deviations
from Darcy’s law at high filtration velocities (increase in the inertial forces effect
with increases in Reynolds’ number) should not be linked with the turbulent flow.
The absence of turbulence with deviations from Darcy’s law was proven by direct
experiments by Schnobeli.

Fancher, Lewis and Burns equations were derived by way of introducing the
effective diameter d. as the characteristic internal linear dimension of the porous
medium into the equation for Reynolds’ number. They do not compare with the
results of the tubular hydraulics, result in too narrow a range for Re, (see column 4
in Table 18.1) and are not well substantiated.

2. All other formulae in Table 18.1 (columns 5-8) include as the characteristic li-

near dimension values proportionate to Vi (k is rock permeability factor) whose de-
termination methods are well known. All these formulae are about equally convenient
for the practical application. Their distinguishing feature is a very wide range of the
resulting Re values for the porous media. This appears to be quite natural considering
wide variety of the tested porous media. Besides, it indicates that neither of the formu-
lae proposed for the determination of Re includes a complete set of parameters allow-
ing for the description of the complex structure of porous media. It is quite insufficient
to use for this purpose porosity and permeability factors. At the same time, the wide
range of the Re values can be subdivided into relatively narrow sub-ranges corres-
ponding to different groups of porous rocks. Thus, this means that the upper limit of
applicability of the Darcy’s law is possible for fluid flow in a porous medium. The
results of such subdivision for Shchelkachev formula (Table 18.1, line 1, column 5) are
included in Table 18.2.

Table 18.2.
Critical Re values for porous rocks samples

No Porous rock sample Range of critical values

1 | Uniform shots 13-14

2 | Uniform coarse-grained sand 3-10

3 | Nonuniform fine-grained sand dominated by less 0.34-0.23

han 0.1 mm fractions
4 | Cemented sandstone 0.05-14

6. Nonlinear laws of filtration

As was shown, Darcy’s law, the major equation of the filtration theory, has the
upper and lower applicability limits. The first expansion at Re 2 Re_ was sug-

gested by Dupois. The law was named after Forchheimer who independently intro-
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duced the law somewhat later. This binomial law solved relative to the pressure
gradient in the vector format is:

H= o P =
dp=-=w-f-= R 18.22
grad p X w )BJE|“’1W ( )

where |w1 is modulus of the filtration velocity vector, £ is the porous medium con-

stant determined experimentally, p is fluid density. For the unidimensional flow
where the pressure gradient modulus does not change along the flow (see
Eq (18.15)), this equation can be projected onto a coordinate axis and presented in
the scalar format:

A _H AW
2 - k|M;|+ﬁﬁ|“;1 , (18.23)

It is clear from this equation why it is usually interpreted as Taylor’s series
expansion by exponents of the filtration velocity vector.

It is important to emphasize that the representation of the nonlinear filtration
law in the Eq. (18.22) format is not unique. Publications give another representa-
tion with the quadratic term. For instance, instead of the constant f and permeabil-
ity factor, the macro-roughness factor | was introduced by Minsky:

grad p = —E;—-—|W1W

or another permeability factor (heavy fluid permeability factor):
grad p = —ﬁw— —|w1w
;1
where k, is the viscous fluid permeability factor, and k, is the heavy fluid

permeability factor.

All these representations of the nonlinear filtration laws provide just one va-
riant of Darcy’s law expansion at high filtration velocity. Another common variant
solved relative to filtration velocity is:

grad D, (18.24)

W=l

where grad p is modulus of filtration pressure gradient vector; ¢, n are material

constants of the porous medium determined experimentally. The n constant usually
ranges between | and 2. At n = 2, Eq. (18.24) is called Krasnopolsky’s equation
(this scientist suggested that the correlation between pressure gradient and filtration
velocity when deviating from Darcy’s law is quadratic). For a unidimensional
flow, Eq. (18.24) can be projected onto a coordinate axis and written in the scalar
format:

1
|w1 = c|grad p|; ,
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wherefrom at n = 2 we obtain:
|w|2 = c|grad p’.

Eq. (18.22) appears to be more universal than Eq. (18.24). It is usually be-
lieved that it can be used at any filtration velocity. At a low velocity, the second
component is negligible (with respect to filtration velocity) and can be disregarded.
At the same time, the exponential law of filtration Eq. (18.24) can be used only in
conditions when Darcy’s law is deviated from (i. e., when Re 2Re ).

The multiplier representation at the squared filtration velocity in Eq. (18.22)
a multiplier p follows from the dimensionality theory as well as from the physical
meaning of the cause of the filtration law deviation from linearity (density p is the
mass per unit volume, 1. e., the measure of inertia).

It is easy to produce the general format of the nonlinear filtration law for iso-
tropic porous media. Let’s first multiply (scalar multiplication) Eq. (18.16) by the
unit vector directed along the filtration velocity. The result is:

k
W] =—lgrad p|.
U

Solving this equation relative to k:

- (18.25)
]gradp|

Experiments showed that M =Q/S=F (|grad p|). So, by selecting the class of

functions where the approximation F (|grad p|) is defined, it is possible to produce

the expression of a nonlinear filtration law.

In a similar fashion it is possible to have the filtration law solved relative to
the filtration pressure gradient. Eq. (18.25) for the filtration resistance ratio has the
Sfollowing format:

}grad p|

vl

In this case, the experimentally obtained Eq is formatted as:
|grad p|="¥(w .

Let’s now go back to the previously mentioned deviation from Darcy’s law
experimentally observed at low filtration velocity (as the velocities are very low,
these deviations are close to zero). As mentioned, the deviations at low filtration
velocity have different physical nature and are caused by non-Newtonian properties
of fluids and by the action of significant surface forces (forces of interaction be-
tween the fluid and the rock matrix). At a very low filtration velocity, even Newto-
nian fluids can acquire non-Newtonian properties in a porous medium. As velocity
increases, however, this effect rapidly disappears.

In the petroleum industry, fluids displaying non-Newtonian properties include
so-called anomalous oils and drilling muds.

r=
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A classic example of the filtration law expression for non-Newtonian fluids is
the filtration law with the initial gradient. This w
filtration law is valid for Bingham-Shvedov vis-
coplastic fluids as follows:

W,-=—£ -2 |% at |grad p|2 ¥, 3 27-1
U |grad pl ox, (18.26)
w, =0 at |grad p| <7. |grad p|
As Eqgs. (18.26) show, the filtration flow is 0 v = |grad pl

only possible at pressure gradients exceeding Fig. 18.9. Dependence diagram w
some value y which is called the initial gradient. g |grad p|: | — visco-plastic
At lower pressure gradient values the filtration fluid with limit gradient; 2 — for
flow is absent. The value of the initial gradient real non-Newtomian oil;, 3 —for
depends on the fluid’s initial shear stress 7o and  pDarcy law

the effective diameter of the capillary des

Fig. 18.9 displays graphs of the filtration velocity vs. filtration pressure gradient for
the linear and nonlinear filtration laws.

7. Structural model of porous media

Real hydrocarbon reservoirs have very complex void space formed by pore
channels of drastically changing diameters and direction, composed by particles of
different shape and size, etc. Thus there is no practical possibility to generate analyti-
cal solutions considering all the above properties of real porous media, and simpli-
fied models are used in the subsurface hydromechanics. Such models include ideal
(capillary) and fictitious (corpuscular) rocks (media). In the corpuscular models, the
porous medium is modeled by balls, in the capillary models, by capillary tubules.

In the simplest corpuscular model, the porous medium is modeled by the con-
stant diameter ball packing. It is called fictitious rock (or fictitious porous me-
dium). In the simplest capillary model, the porous medium is modeled by capillary
tubules of constant diameter laid at a constant interval. It is called ideal rock (or
ideal porous medium).

Most common fictitious rock models are those with the most tight ball packing.
Two basic packing, cubic and hexagonal, are produced as follows: the first flat layer
is laid so that each ball touches six adjacent balls; each ball of the second layer is
placed in the hollow between three balls of the first layer (Fig. 18.10, 18.11).

The third layer can be laid in two ways. The first one (the cubic packing): each
third-layer ball lies over the three balls from the second layer so that there is no
first-layer ball under the third-layer ball (Fig. 18.12). The second one (the hex-
agonal packing): each third-layer ball lies over the three balls from the second layer
but there is a first-layer ball under the each third-layer ball.

Besides the mentioned tight packing with the cubic symmetry, the packing
where each ball in the first layer touches only four balls, and all subsequent layers are
identical with the first one, is also considered. It can be called a loose cubic packing.



334 CHAPTER XVIII

Fig. 18.10. Layer of spheres, closely Fig. 18.11. Two main, the most compact
packed packages of spheres: a— cubic, b—
hexagonal

Fig. 18.12. The most compact packages of spheres: cubic (a) and hexagonal (b)

The simplest capillary rock models are formed at the perpendicular positioning
of the capillaries.

The above ideal and fictitious rocks and resulting simplification of the pore
space structure enables finding analytical equations associating between themselves
reservoir properties of such simplified porous media and further expansion of the
derived equations to the real porous media.

First the major relationships for the fictitious rock will be examined.

It is relatively simple to derive for the fictitious rock the relationship between
per-unit volume surface with the packing porosity & and ball diameter D. Suppose
we have a volume containing n balls. The entire volume is the sum of void and sol-

id volumes:
3

D
Vpore +—6—n =V.
Porosity then is equal to:
3
@=1-2" (18.27)
1%

The per-unit volume surface is equal to the surface area of a single ball multip-
lied by the number of balls in the package:

aD*n
v

¥ = (18.28)
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Following Eqgs. (18.27) and (18.28):

(18.29)

Slichter simplified the tightest ball packings and introduced the elementary ball-
packing cell (Fig. 18.13). He also derived analytical equations for porosity and clearance:
T -

D=1- 18.30 =
6(1—0050)\/14-20050 ( ) X 7 —
and:
s=1-—2_, (18.31)
4sin @

where @ is the acute angle of the side facet in the
elementary rhombohedral cell of the ball packing.
Slichter found that the value of this angle ranges
between 60° and 90°, therefore, porosity and clearance range as follows:
0.259<<0.476 and 0.0931<5<0.2146. As Eqgs. (18.30) and (18.31) show, nei-
ther porosity nor clearance depend on the ball diameter and are determined only by the
angle . Therefore, eliminating the angle from these equations it would be possible to
derive the relationship between porosity and clearance. Regretfully, this equation sys-
tem is transcendental and is not solvable in a decisive format, so this relationship is
given approximately:

Fig. 18.13. Elementary box of
spheres package

s=0.612" or s=0.560-0.052, (18.32)

with an error of less than 2 % within the aforementioned porosity range of the ball
packings.

Later Kozeny and Carman proposed the following equation for the fictitious
rock permeability:

@3
S
where ¢ is Carman’s number. Experiments showed that for the ball packings Kar-
man’s number is approximately 5.

Substituting Eq. (18.29) into Eq. (18.33) results the following expression of
permeability for the fictitious rock:

(18.33)

@'D’
" 36c(1-2)
For the ideal rock, the pore space structure allows for an analytical determina-
tion of major filtration and capacity parameters. Various types of the elementary
cells (unidimensional, Fig. 18.14 and three-dimensional, Fig. 18.15) were used for
the representation of the ideal rock.

(18.34)
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The porosity, clearance, per-unit volume area and permeability for the ideal
rock formed will be derived by the three systems of mutually perpendicular capilla-
ries with a diameter d, =2ra and the laying spacing of a,, a=1,2,3.

All computations can be conducted for an elementary cell formed by three mu-
tually perpendicular laying systems (Fig. 18.15).

x5 4
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Fig. 18.14. Scheme of packing and elemen- Fig. 18.15. Elementary box of three —
tary box of unidirectional permeability of dimensional model of perfect rock
perfect rock

Let’s introduce a coordinate system with the axes parallel to the capillaries’ axes
of symmetry, which in turn are parallel to the laying systems. The subscript at deno-
tations of the diameters and systems corresponds to the coordinate axis number to
which the capillary and system are parallel. Then the following expressions is ob-
tained for, respectively, porosity, clearance, per-unit volume area and permeability:

2 2 4 2
o= mi,-a,- L, s= ma , Z=miai, ka= ma =£sa. (1835)
4a,a,a, 4aza, a,a,a, 128a4a, 32

In Eqs. (18.35), the subscript i means summation, and the subscripts ¢ 8 and y
form cyclical permutation of numbers 1, 2 and 3. The calculations of porosity,
clearance and per-unit volume area are purely geometric so they are omitted. The
only remark is that in calculating porosity and per-unit volume area it was assumed
that the “node” (capillaries’ intersection) volume is small and can be disregarded.

To compute permeability, the fluid’s flow within a capillary will be analyzed.
The Bernoulli’s equation is used for a viscous fluid flow and Darcy-Weisbech’s
equation for the head loss determination:

- a2V22 i

a1V12 14\ 1) _,lv
22 +pg +z 22 +pg +z,+h ;b ﬂd2g’
where h;_; is the head loss between cross-sections | and 2; k. is head loss along the
length; 4 is hydraulic resistivity factor; and / is length of the capillary between
cross-sections | and 2.
The flow velocities at filtration are very low, so the velocity heads are ignored.
Thus, for laminar flow in round pipe:
104 _6u
Re vdp’
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To simplify the calculations we will assume that the capillaries are horizontal,
i. e., the hydraulic resistivity factor with equation for the laminar flow within a round
Z1=22. We can also assume that the head loss is determined only by the loss for the
friction along the length, so h_; = h.. After simple transformations, the result is:
Ap _64ul v?
pg vipd2g’
Solving this relative to the average fluid velocity within the capillary (the true
average velocity of the fluid flow), results:
vt o
R2ul
In order to switch to the filtration velocity w, the definition Eq. (18.12) is used,
i. e., the throughflow corresponding to velocity v is computed, and then “spread” it
over the entire cross-section of the sample. By multiplying v by the capillary cross-

section area md*/4 the volume throughflow Q is obtained. Then volume throughflow is
divided by the elementary cell area g resulting the filtering fluid’s flow equation:

w= 22 P (18.36)

which in its format is identical to Darcy’s law Eq. (18.15).
The structure of the numerical factor in the right portion of Eq. (18.36) is pre-
served for a purpose of emphasizing the physical meaning of its multipliers. Com-

_— —_ *
paring it with the Darcy’s law Eq. (18.15) — w=wn =£Ai n — it is easy to
y/]

observe that the resulting factor 7zd*/128a* is permeability of a “unidimensional”
ideal rock. The first multiplier, d*/32, gives the conductivity of the capillaries. Its
format is defined by the shape of channels’ crosswise section. The replacement of
the cylindrical tubes with a round cross-section (used in our example) by flat slits
or elliptically-shaped capillaries will not alter the proportionality between this mul-
tiplier and the squared characteristic size of the cross-section. The numerical factor,
however, will be different. The second multiplier, 7d”/4a’, is the clearance which
serves as the averaging scale.

Therefore, permeability is a complex parameter of porous medium. It takes in-
to account the pore channels’ shape and cross-section size, and their concentration
within the medium. Permeability computation equations commonly include the si-
nuosity @, which is equal to the ratio of the conducting pore channel (the “true”
path of the fluid) to the sample (such as core) length. Various models of the unidi-
mensional ideal rock can include ¢ ranging between 1 and 3.

Eq. (18.36) was derived for a unidimensional model of the ideal rock. Clearly, it
will stand for a 3D model as well except the subscripts will have to be added to indicate
which capillary the equation corresponds to. Then Eq. (18.36) changes as following:

2 2
G ™, 180 (18.37)
324aza, pu 1
where the subscripts & # and y form a cyclic permutation.

a
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From Eq. (18.37) the permeability factor is derived for a 3D model of the ideal
porous medium:

,
128a4a,

Following Eq. (18.35) that & = s;+ s2+ s3, and clearance is equal to porosity
only when s; = s3 = 0. Therefore, the equality & = s is valid only for a unidimen-
sional model of the ideal rock.

When dealing with applied problems, it is often necessary to determine the
characteristic linear size, which is interpreted as the effective pore diameter or the
capillary diameter in the model of the ideal rock. In the general case, the following
can be derived from Eq. (18.38) for the capillary diameter:

d, = 2% (18.39)

Sy

(18.38)

Usually, due to the identification of porosity and clearance, porosity is used in

Eq. (18.39):
32
d, = [—. 18.40
P ‘f o ( )

As indicated earlier, this equation is valid only for the unidimensional model
when & = 5 and is not valid for the three-dimensional model. To transit from clear-
ance to porosity, a structural factor @, =@/s, can be suggested. Then Eq. (18.39)
can be rewritten as follows:

=

32¢,k
5
If we assume for a three-dimensional model that di =d, =ds=d and s; = s, = 53 =
s then J = 3s, and therefore @ = 3, and the capillary diameter equation becomes as:

d=1’9ﬁ. (18.42)
%)

In the general case, only the lower end of ¢ is limited (¢ 2 1), so the structural fac-

tor can change the effective capillary diameter within a wide range.

A final note: we reviewed only the simplest structural model of the porous me-
dium. For these models reservoir properties can be easily calculated using geometric
relationships and hydraulic Eqs without involving stochastic and other techniques.
Currently porous media are modeled using statistical structural models with chaoti-
cally laid spheres, random grids and complex geometry of the capillary channels.

d, = (18.41)

8. Darcy’s law for anisotropic media

In this section the specifics of the filtration flow within media of a complex
pore space geometry and anisotropy of the filtration properties will be discussed.

Depending on the pore space structural specifics and geometry, there are uni-
form and non-uniform, isotropic and anisotropic media. Anisotropy of properties
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(including filtration properties) relates to different physical and geometrical proper-
ties in different directions. Anisotropy in actual oil and gas reservoirs can be caused
by fracturing, lamination, the presence of inclusions. For instance, filtration proper-
ties of the laminated porous media are different along the lamination from those
across the lamination. The filtration flows in fractured-porous media within the
fractures are well in excess of those in some other directions.

The generalized Darcy’s law is used for the description of the hydrocarbons
flows within anisotropic reservoirs. The law’s validity was confirmed by numerous
experimental and theoretical studies. The expansion of Darcy’s law for the case of
anisotropic media is done mathematically formally. As Darcy’s law postulates the
linear correlation between two vector fields (filtration velocity vector and filtration
pressure vector), then Eqs. (18.16)—(18.18) define the simplest relationship when
both vectors are positioned on the same straight line and are different from one
another in their direction and length. Such a correlation defines and assigns isotrop-
ic filtration properties. In the general case, the linear correlation between two vec-
tor fields is defined so that each component of one vector depends on all compo-
nents of the other vector. Thus in the most general case the linear correlation be-
tween the filtration velocity vector and the filtration pressure gradient (the most
general case of Darcy’s law for anisotropic media) is formatted as follows:

1 op* op* op*

=k b, Pk, 2|,
w P n ox, 12 ox, 13 o,
* * *

wy ==, P P P (18.43)

M ox, ox, ox,
1 op* op* op*

W =—— k13L+k2|L+k23L g
M ox, ox, ox,

where w; are the components of the filtration velocity vector, dp*/0x, are the

components of the normalized pressure velocity vector, k; are the components of a
symmetric matrix (tensor), which is called the permeability factors matrix (tensor).
The tensor in Eq. (18.43) defines and assigns the filtration properties of the porous
medium, which can be isotropic or anisotropic with different types of anisotropy.
The decisive format of the permeability factors’ matrix depends on the anisotropy
type and the coordinate system in which the expanded Darcy’s law is written. It is
always possible to select at least one coordinate system Ox; x; x3 in which the for-
mat of the expanded Darcy’s law is the simplest:

__k op* W __kzap* _k3ap*

) , Wy = . 18.44
M ox, ’ M ox, " M 0%, ( )

w

The Eqs. (18.43) can be represented in a matrix format:
i ky ky ks ) op*/ox
w, =1k, ky kylodp*/iox,|. (18.45)
W ki Ky ky \Op*/ox,
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Rearranging Eq. (18.43) under summation of subscripts results:
%
w =Ly, 2 (18.46)
u -’ ox,
where i and j assume values of 1, 2 and 3.

A coordinate system where the permeability factor matrix has the diagonal
format, and where the expanded Darcy’s law is written in the Eq. (18.44) format is
called the main coordinate system, and the value of the diagonal permeability fac-
tors k; is called the main values of the permeability tensor. The matrix components
in the main coordinate system have one subscript, and if the system is not main
coordinate system, they have two subscripts. The first subscript corresponds to the
line number, and the second one, to the column number.

Eq. (18.46) is the most general expression of Darcy’s law for anisotropic por-
ous media. By decreasing the number of non-zero matrix components of the per-
meability factor, it is possible to produce isotropy and all possible types of aniso-
tropy. Indeed, if it is assumed that all non-diagonal matrix elements are equal to
zero, and all diagonal elements are equal to one another, the porous media is iso-
tropic. All other options will assign different types of anisotropy. Before classify-
ing them, Let’s first define the most common case of permeability.

By definition, permeability of the porous medium (directional permeability) is
the value:

(= — 20 (18.47)

|grad p|
where n; is a unit vector assigning the direction in the porous medium, along which
directional permeability is determined, w,n, =(w*n) is a scalar product of the fil-

tration velocity vector and unit vector, and |grad p’ is modulus of the filtration

pressure gradient. As follows from the definition, in the general case permeability
can depend on the direction.

The definition Eq. (18.47) has a transparent physical meaning: by definition, per-
meability is a scalar value which is calculated along certain direction. So, in order to
calculate it, it is necessary to find the ratio of the scalar
values defined along the direction in a special way. In
Eq. (18.47), the direction of application of the pressure

gradient (grad p = |grad p|;) is assumed to be the di-

rection along which the property is determined, and the
scalar values are determined by projecting of the filtra-
tion velocity vector and filtration pressure gradient vec-
Fig. 18.16. Sheme to dimen-  tor grad p, we obtain wn; and |grad p|. Their ratio
sion of directional permea-
bility

multiplied by viscosity and taken with onto this direc-
tion. By projecting the vectors w and the opposite sign
is equal to permeability. Minus sign is taken because the scalar product w;n; is negative
(the angle between w and n; is obtuse). The definition of the directional permeability
is illustrated by Fig. 18.16.
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Substituting the Darcy’s law expanded for anisotropic media Eq. (18.46) into
Eq. (18.47):

- o, k,./.n,.n/.
[ st s B N A d =knn.. 18.
k(n) ra dpl[ # lgra p|] knn, (18.48)

Eq. (18.48) is a general rule for finding permeability valid for both anisotropic
and isotropic porous media. Indeed, for isotropic porous media, under the definition
Eq. (18.47) and rule Eq. (18.48) for calculating permeability at the linear filtration law:

k(n)=knn, =k.

Therefore, permeability of isotropic media does not depend on the direction (it
is the same for all directions and is equal to k).

Eq. (18.48) also clarifies the meaning of a statement that the permeability fac-
tor matrix k; defines and assigns the filtration properties of porous medium. The

matrices define the type of the properties (isotropic or anisotropic), and the numeric
values of its elements define values which characterize them.
As was shown, isotropic filtration properties are assigned by the matrix of the type:

(18.49)

)

k O
k;=|0 k
00

O O

therefore, all other types of matrices assign anisotropic filtration properties. It is
possible to show using the linear algebra apparatus that all possible versions of the
“anisotropic” matrices have the following format:

k 0 0 kK, 0 0 k, k, 0
k,=|0 k 0| k=0 k 0 k=\k, k, 0]
0 0 k 0 0 k 0 0 kK
kll k12 kl3
k= ky ky ky (18.50)
k

13 23 33

The first type of Eq. (18.50) matrices assigns filtration properties, for example,
of laminated (usually sedimentary) porous media for which permeability at the tops
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of the layers is equal (a plane with isotropic filtration properties) and is different
from permeability in the direction perpendicular to the lamination planes. The ma-
trix has a diagonal format. Therefore, main directions of the permeability factors’
tensor for this type of porous media are known a priori: one main direction is per-
pendicular to lamination, and the other two lie in the plane. As represented by the
permeability factors’ matrix Eq. (18.50), the direction perpendicular to lamination
corresponds to the coordinate axis Oxs.

The first type of anisotropy assigns a porous or fractured medium where, as in
the first case, the directions of all main k; matrix axes are known a priori but per-
meabilities along all main directions differ. Such anisotropy can be pertinent to
fractured reservoirs with the three mutually perpendicular fracture systems or al-
ready mentioned sedimentary rocks formed by elongated grains.

These two types of anisotropy have proper names: the first one is called trans-
verse isotropic, the second one, orthotropic.

For the remaining two types of anisotropy the position of the main axes is not
known a priori. For type three, the position of the two main axes is unknown, and for
the last type, the position of all three main axes in unknown. Apparently, the real-life
fractured and porous media as a regular rule belong with these types but in solving the
problems the two first types are usually considered. There are no proper names for
these two types. By substituting the matrices Eq. (18.50) into Eqgs. (18.45) or (18.46)
the decisive representation of Darcy’s law for all types of anisotropy is obtained.

Eq. (18.43) is a system of linear algebraic equations. It can be solved relative
to the grad p component and rewritten like follows:

dp*
F

7

—HW;.

In this case, filtration properties are defined and assigned by the symmetric
matrix of filtration resistivity factors r;. The decisive format of r; matrices for all
reviewed cases of anisotropy and isotropy is the same as for permeability factor
matrices accurate to substituting corresponding components rq, rqg for kq, k.

All Eqgs. (18.49) and (18.50) given in the matrix format can be represented in
the subscript format. For an index representation of the filtration laws in the aniso-
tropic porous media the concept of a diad product for two vectors is introduced (see
Attachment [1.68).

ab, ab, ab,
ab=ab, =|ab apb, ab,|, (18.51)
ab,  ab;  ab,

Where a;, b; are the components of the vectors aandb.



MAIN DEFINITIONS AND CONCEPTS OF FLUID AND GAS FLOW 343

Further, as the vectors a and b are taken in the Cartesian basis vectors ey, €, €3,

. . 1 . . .
whose coordinates we will denote e, e,e"”, respectively. It is easy to see that it

is possible, using basis tensors, to put together nine diads which will represent nine

special matrices of the Eq. (2.9) format. All components in these matrices besides

one will be equal to zero. The only component different from the zero will occupy
the “ij position” in multiplying the iy, basis vector by the ji, basis vector.

Let's review, as an example, the diad product of e; and e;. Then, we have

" =(1,0,0), /”=(0,1,0), and in accordance with the definition Eq. (18.51), the

matrix for this diad will be defined as:
010
ee,=e'e?=10 0 0.
000

Using the diad products of the basis vectors, the matrix presentation can be
rewritten as a subscript format by way of expanding the matrices with respect to the

basis of diads e;’¢!”. For instance, for the most general type of anisotropy such

a presentation will have the following format:

w, =__[k“e(l) (|) +klz(e(|) (2) +e(2)e(1))+k e(Z) (2) +k338(3)e(3) +
(18.52)
+k (e(l) (3) +e(3)e(|))+k 8(2) (2) +k (8(2) (3)+e(3)e(2))]
J
By decreasing the number of k;; coefficients not equal to zero, it is possible to
come up with the filtration law for any kind of anisotropic or isotropic media. For
instance, for the orthotropic media'

[k €Vl + kyePe® + kyelVeP 12— axj (18.53)
for the transverse-isotropic:
[k el +kePe? +k e‘”e‘”] - (18.54)
and for isotropic: j
[emem ree? +e(3>e<3)]ap (18.55)

l
The latter equation can be transformed as the brackets include three matrices
which in the summation form a unit matrix:

1 0
01
00

- O O
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A special symbol, &, is use to denote the unit matrix. It is called the Kroneck-
er delta. So, the last equality can be rewritten as:
*
= 1 5 oPp*
4’ ox,

or, after summing-up:

_Lop*
Hox,

Using the rule of calculating the directions of permeability Eq. (18.48), it is a
simple operation to calculate permeability for the most general case Eq. (18.50):

(2) ,(2) (3) ,(3)

—_ () (1) M ,(2) (2) (1) () ,(3) 3) (N
kinn, =k e’e” +k,(e’e” +e7e ) +kye e + ke +ki(e"e)” +eVe’ )+

gty i
+ky (66 + Ve )Inn, =k, cos’a + 2k, ,cos0rcosf + k08’ B+ kyycos’y +

+2k ,cosxcos ¥ + 2k,,cos fcosy,

where @, £ and y are the angles between the unit vector n and the coordinate lines.
By decreasing the number of k; coefficients not equal to zero, it is possible to pro-
vide with the directions of permeability for any kind of anisotropic or isotropic media.
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CHAPTER XIX

MATHEMATICAL MODELS OF UNIPHASE
FILTRATION

1. Introductory notes. The concept of the mathematical model
of a physical process

Various equations and methods of their solution, depending on a specific prob-
lem, are used for the description of real physical processes. As mentioned earlier,
the most common and well developed such technique in the subsurface hydrody-
namics is the macroscopic technique. It is based on the continuity hypothesis, laws
and methods of the mechanics of continuous medium. Therefore, oil and gas sub-
surface hydromechanics should be treated as a special branch of the mechanics of
continuous medium.

Now the major concepts utilized by the mechanics of continuous medium in
construction of mathematical models will be repeated applied to the oil and gas
subsurface hydromechanics.

Different fields in their physical nature are defined in the continuous medium.
They form under influence of the internal and external factors and may change in
space and time. Various fields of major physical values occur under the conserva-
tion laws, which are the fundamental laws of nature. The main conservation laws in
the subsurface hydromechanics (as in the other branches of the continuous medium
mechanics) are the laws of conservation of mass, momentum (impulse) and kinetic
momentum (momentum of impulse), conservation of energy and entropy balance.

The conservation laws are valid for all continuous media whose properties can
be quite different. Thus using only the conservation laws are insufficient for the
generation of closed systems of equations needed for the description of physical
processes and solution of the specific problems. In order to assign properties of the
specific continuous media, the defining equations and laws are added to the con-
servation laws. These defining equations and laws assign the specific properties of
a given medium.

A result of combining the conservation laws with defining equations and laws
is a closed system of equations where the number of equations is equal to the num-
ber of the unknown functions. Such close system defines a mathematical model of
the continuous medium describing the specific physical processes.

From this point on only the isothermal fluid flow in porous media, wherein
the temperature of the fluid flowing in a porous medium is equal to the medium’s
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temperature and remains constant, is considered. Indeed, as filtration is a very slow
process, fluid’s temperature changes due to the resistance on the walls of pore
channels and fractures, and due to the fluid’s expansion as pressure changes, have
sufficient time to compensate through heat exchange with the surrounding rocks.
It is possible not to include the energy equation for such isothermal processes.

In the oil and gas field development, however, non-isothermal filtration effects
exist locally at the bottomhole locations due to the significant pressure gradients.
Study of non-isothermal processes is important in connection with enhanced oil
recovery by injecting hot fluid in the reservoirs (water, steam), with the develop-
ment of gas-hydrate fields, and in some other cases. The energy conservation law
equation must be always added to the model in these cases.

In order to describe physical processes and solve corresponding problems, the
problem should be set accurately, i. e., the conditions at the initial moment in time
should be given as well as the conditions at the reservoir boundaries. The result is a
differential equation with the initial and boundary conditions. By integrating this
differential equation, it is possible to determine the distribution of the pressures and
filtration velocities in the reservoir at any moment in time, i. e., to construct the
functions:

P = p(x,y,2,1), wy = wi(X,y,2,1), Wy = wWy(X,3,2,0), Wy = WX, 9,2,1).

If the fluid inside the reservoir is a incompressible fluid (p = const) in the non-
deformable reservoir (& = const, k = const), then the number of the functions to be
determined is limited to these four. For a description of a compressible fluid in the
compressible porous medium, it is also necessary to determine the fluid density p.
For more complex processes, the unknown functions to be determined are viscosity g,
porosity & and permeability k. In such a case, eight equations, both differential and
finite, are required to determine the eight parameters of the filtration flow, fluid and
porous medium.

The analytical solution of a system of differential equations is feasible only in
a few simplest cases, for instance, in the problem of an elastic fluid flow into a well
in a reservoir of infinite expanse at a constant rate.

In more complex cases, the system can be solved by the application of the nu-
merical techniques on computers. There are well-developed numerical techniques
for the solution of diverse and very complex subsurface hydromechanics problems.
The mentioned analytical solutions are very important for testing the numerical
techniques.

The system of differential equations can be used also for the qualitative study
of a process. If the obtained equations are reduced to the dimensionless format, the
dimensionless conformity parameters will serve as their coefficients. By analyzing
their structure and numerical values, it is possible to judge which forces are most
important in the process, which terms in the equations can be disregarded, etc.

Now the major conservation laws are formulated by considering the specifics
of the subsurface hydromechanics.
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2. Mass conservation laws in a porous medium

For the integral format of the mass conservation law, the mass of fluid within
the control volume of the porous me-
dium is computed. z 4

The mass of the fluid within an

infinitely-small (physical) volume of —_ | (o)

a porous medium is equal to mpdV. e M M

Indeed, the pore volume within an (%) __:‘_ﬁ' s
elementary volume of the porous me- y Y
dium is equal t0 dVpo = @dV. The .

fluid mass within the elementary Fig. 19.1
porous volume is:
dM = pdVyore = mpdV.
By integrating this relationship over the entire control volume, the fluid mass
within the control volume is obtained:

M= [@pdv.

The fluid can flow in and out through the control surface (Fig. 19.1). Thus, the
fluid mass changes in time. The changes are calculated as follows:
d d
—M =—|DpdV.
ot ot ;[ P
The change in the mass is equal to the mass inflow through the control
surface:

i.pvini dSpore = i.pwini dS 4
Spore s

where n is the external normal to the control surface.

Indeed, the mass flow through an elementary area 4§, by definition, is equal to:

pwndS or pwn, dS ,

i. e., to the scalar product of the mass velocity vector and the vector of the normal
to the elementary area multiplied by the area. In order to calculate the mass flow
through the entire surface, the elementary flows with respect to the entire surface
should be integrated.

Therefore, the balance equation becomes:

d
— |DpdV = - . 19.1
= j p csjpw,n,ds, (19.1)

which means that the mass changes in the control volume are equal to the fluid flow
through the control surface. The minus sign is a results of the vector’s normal
orientation with respect to the control surface. As the normal is external with
respect to the control surface, the fluid “inflow” into the control volume should be
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accompanied by the increase in mass, a positive derivative with respect to time
in the left part of Eq. (19.1) and a negative value of the scalar product w;n; under
the integral on the right. In order to equalize the signs, minus is needed. A similar
train of thought is valid for the fluid “outflow”.

Eq. (19.1) is the integral format of the fluid mass conservation law in a porous
medium. In comparison to the integral format of the mass conservation law derived
in Chapter II, the integral equation for a porous medium includes the & p value in-
stead of p; mp 1s a fictitious fluid density, the density spread over the entire volume.
In a transient-free flow, the time derivative is equal to zero, and following
Eq. (19.1):

(fpw,,n, ds =0.
N

So, if a flow tube for the filtration velocity is considered as the control vo-
lume:

[pw,ds = [p,w,,ds, (19.2)
s, S,

where S(@) (o = 1, 2) are areas of the flow tube’s two cross-sections (at the “input”
and “output”). The following properties were used in the derivation of Eq. (19.2):

— the scalar product of the filtration velocity vector and the normal’s vector is
equal to wn; = w,, where w, is the projection of the velocity vector upon the
normal,

and

—1in one case it is positive (for instance, in the cross-section 2) and in the other

case it is negative.

For an incompressible fluid, p; = g = p, so:

lends = Iwz,.ds .
s, s,

If the velocities in both cross-sections are constant over the entire cross-
section:

W, S, =w,,S, .

These relationships in their physical meaning and format are similar to the
formulas derived in Part I of this book.

It is possible to switch from the integral format of the mass conservation law
to the differential one. For this purpose, as the control volume is fixed in the
space, the d/dt operator is placed under the sign of the integral and then, us-
ing Gauss—Ostrogradsky theorem, transform the surface integral into a volume one.
The result is:

J‘(@+divpv7)dv =0. (19.3)
J\ o

Following the condition that Eq. (19.3) is valid for any volume V, that the ex-
pression under the sign of the integral is equal to zero, i. e.:
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0 .=
—at” +div pw =0. (19.4)
Eq. (19.4) is the differential format of the mass conservation law in a porous me-
dium or the continuity equation for the fluid filtration in a porous medium.

If porosity m is constant, it can be carried out from the sign of the derivative,
and the continuity equation can be rewritten as follows:

@%—’t’mivp;:o.

For an incompressible fluid p = const; so, the continuity equation is even simpler:

divpw=0.

In the derivation of both differential and integral mass conservation law it was
assumed that the porous medium volume does not have either fluid source or sink,
that neither chemical reactions nor phase transformations, etc., occur there. If this is
not so, a function ¢ must be added to the right side of Eq. (19.4). The function
q is the fluid mass entering (exiting) the unit volume during unit time, i. e.:

odp . -
——+divpw=gq.
ot pw=q
The g value is positive if the fluid enters the volume and negative if it exits the
volume.

3. Differential equation of fluid flow

Another universal conservation law in mechanics is the law of the kinetic
momentum. In the mechanics of continuous medium the differential form of this
law has a format of continuous medium equation expressed in stresses. Its further
transformation is determined by rheologic (or definitive) equations of the medium.
In our case, Newton’s law of viscous friction (leading to Navier-Stokes equations)
serves as definitive equations.

As subsurface hydromechanics deals with the flow averaged over the entire
volume of the porous medium, these equations must be averaged. The averaging
results in the earlier discussed Darcy’s law. The mathematical techniques applied
for such derivation of Darcy’s law are outside the scope of the subsurface hydro-
mechanics. In Chapter I derivations based on hydraulic relationships were re-
viewed. It is now desired to demonstrate another derivation proposed by Zhu-
kovsky.

Zhukovsky’s train of thought was based on Euler’s ideal fluid flow equation.
To simplify the reasoning, the unidimensional flow described by the following eq-
uation is considered:

v v dp
+ =——+

a P
where f is the projection of the volume (mass) forces’ projection density onto the
flow direction, and v is true average flow velocity.
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When a fluid is flowing within a porous medium, the friction force occurs on
the separation boundary “medium-fluid”. The surface of the pore channels is suffi-
ciently great, and in transition from the true average filtration velocity to the filtra-
tion velocity, the friction force is spread all over the volume. Thus the friction force
can be considered a volume force. Therefore, the volume forces’ density can be
represented as:

f=fi+h
where f; is the projection of the volume gravitational force, f; = gsina = (z; — z2)g/!
in a case where the flow axis is inclined at the angle & to a horizontal plane
(see 18.6), f> is the projection of the viscous friction volume force caused by the
flow in a porous medium.

Further, assuming that the medium is isotropic and clearance is constant, the
true average velocity is switched to the filtration velocity:

pow wow _ op
s ot +psz ox 8x+p(fl+f2)'

Assuming the velocity changes in time are small, we can disregard the dv/ot
term. The second component in the left part (the inertia term) is also negligibly
small at low filtration velocities. Then:

Lo o+ o). (19:5)
X

Assuming the viscous friction force is linearly proportional to filtration velocity
w (i. e, assuming f> = piw), Eq. (19.5) can be transformed into:

a_p = p,'{w + pﬁg .
ox l
If it is assumed that A = —g/ pk , this assumption leads to Darcy’s law.

4. Closing equations. Mathematical models of isothermal filtration

As derived earlier, the conservation laws for any given porous medium are:
for the isotropic porous medium:

Q?£+dhp@=q
g (19.6)

w=—% (gradp + ),
y7i

for the anisotropic porous medium:

Q§£+deE=Q

. (19.7)
o kij op
. ”(axf+pfjJ

Of these four scalar equations, three are given by Darcy’s law, and one is the
mass conservation law. These equations include six unknown scalar functions: three
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components of the velocity vector, density, pressure and porosity. In the general case,
permeability and viscosity can be added to the list of the unknown functions. This
makes it clear that the systems Eqs. (19.6) and (19.7) are not closed. Moreover, it is
clear why just the conservation laws in themselves are insufficient for the production
of a closed equation system. The conservation laws are valid at viscous fluid filtra-
tion within all porous media. The porous media and viscous fluids can have various
properties. For instance, the fluid can be compressible and non-compressible, the
porous medium can be deformable and non-deformable, etc. Thus, to assign the
properties of a specific porous medium and fluid equations determining these addi-
tional properties are required (thus equations are called definitive).

With the isothermal filtration flows under consideration the definitive equations
usually have the format of correlation between density, porosity (permeability, vis-
cosity) and pressure, for instance, p = p(p), etc. In this case, the most general repre-

sentation of a closed system of equations (i. €., the mathematical model) is:

aQimivp;:o,
ot

w= —%(gradp +pf), (19.8)

p=p(p), D=D(p), k=k(p), pt=pu(p).
Here, the format of the pressure functions is assumed to be given. In the next
section various types of these function and the corresponding mathematical models
will be reviewed.

5. Filtration model of incompressible viscous fluid
under Darcy’s law in a non-deformable reservoir

The simplest model of isothermal filtration is when the fluid is assumed to be
incompressible, viscosity is constant and the reservoir is non-deformable. In this
case the definitive equations are assigned by the following equalities:

p =const, & =const, k =const, 4 =const, (19.9)

and the closed equation system of filtration in isotropic reservoir has the following
format:
divpw =0,
— k — (19.10)
W= (gradp+ pJ).

The system Eq. (19.10) includes four equations and four unknown functions
(three components of velocity vector and pressure). Density is no longer the un-
known function as it does not change. If necessary, it is assigned at the problem
setting (as well as the mass forces vector).
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The system Eq. (19.10) can be transformed. To simplify the arguments, the
mass forces are disregarded and the Darcy’s law is substituted into the continuity
equation. The result is:

div[—igradp) = —Edivgrad p= —iAp =0, or Ap=0,
H H H

where A is Laplace’s operator.
Therefore, the system Eq. (19.10) can be rewritten as follows:
Ap =0,
LS (19.11)
w=——gradp.
y7;

The closed equation systems Egs. (19.10) and (19.11) are a mathematical
model of the theory of a incompressible viscous fluid filtration in the isotropic
porous medium.

The equation systems of the theory of a incompressible viscous fluid filtration
in the anisotropic porous medium look similarly and are derived by substituting in
Eqgs. (19.10) and (19.11) the Darcy’s law for anisotropic porous media [Eq. (18.46)]
for the Darcy’s law for isotropic porous media.

Equations in the systems Egs. (19.10) and (19.11) are written in the universal
no-subscript format valid for any coordinate system. By projecting these equations,
for example, onto the Cartesian coordinate system, respectively, for Eq. (19.10):

e =0,
ox, dx, ox,
k{op
=——|—+
l ,u(ax, MJ'
k(3 (19.12)
—_X(9
W, ﬂ(axz'*”ﬂz}
k( op
w, = ,u(ax3+[#3}
and for Eq. (19.11) :
82_p+82p+82_p=0
ox;  ox; ox
# o (19.13)
k op
W, =————,
M ox,
w3=_1(_a_p

40X,
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The mathematical model for a compressible fluid also includes the equation of
state. Let’s review the consequences of this circumstance.

6. Gas filtration model under Darcy’s law. Leibensohn’s function

As mentioned, when considering fluid’s (gas’s) compressibility in filtration
through a non-deformable reservoir, it is necessary to assign in a decisive format
the equation of state (definitive equation) connecting density with pressure. The
equations of state can be different, but the model generation and all needed mathe-
matical transformations can be performed in a general form.

The general form of a mathematical model for the compressible fluid (gas) fil-
tration through a non-deformable isotropic porous medium with no consideration
of the gravitational force is defined by the following system of equations:

Q?t—pmivp;:o,

v—v=—£gradp, (19.14)
U

p = p(p).

This system can be converted into the format more convenient for practical
applications. It is done by reducing it to a single equation relative to one unknown
function. To derive such equation, Darcy’s law is substituted into the continuity
equation:

292 ¢ g - p£ gradp |= 29 _ fdiv(pgradp): 0.
ot Y7, o u

The further transformation is the introduction of the function P, which enables

the linearization of the expression under the divergence operator:
gradP = pgradp . (19.15)

The function P is called Leibenson’s function. Integrating Eq. (19.15) and
considering that p = p(p), results in:
P=[p(prdp. (19.16)
Eq. (19.16) provides the Leibenson’s function format when equation of state
£ = p(p) is given, and by substituting the equation of state into the earlier derived
equation:

ot
producing equation relative to only one function, pressure p. In a more general
form these transformations will be analyzed when discussing the elastic regime
theory.

®a—p - £div(gradP): o,
y7,
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After Leibenson’s function was introduced, the system Eq. (19.14) can be re-
written as follows:

2% _kpp—o,
o U
— &k
pw == gradp, (19.17)
p=p(p),
P= Ipdp.

The closed equation systems Egs. (19.14) and (19.17) define a mathematical
model of the viscous compressible fluid (gas) filtration theory within a non-
deformable porous isotropic medium.

The Mathematical models Eqs. (19.14) and (19.17) are equivalent and describe
non-stationary filtration flow. The systems become simpler for a non-transient pro-
cess, respectively:

divpw =0,

;=—£gMp, (19.18)
Y7,

p=p(p),

and:

AP =0,

p; = _k gradP,
H (19.19)

p=p(p),

P = (pdp.

Thus, under the transient-free filtration, the first equation in the Eq. (19.19)
system is Laplace’s equation for Leibenson’s function. By integrating it, this func-
tion can be determined and after that, the pressure and velocity distribution in the
reservoir can be found. The first equation includes two unknown functions (density
and Leibenson’s function). If, however, the equation of state (equation before the
last in the system) is given, it also can be represented as a differential equation only
for Leibenson’s function.

For the mathematical model Eq. (19.18) the reservoir is taken to be deforma-
ble as porosity and permeability are assumed to be functions of pressure. Therefore,
the pressure changes in the reservoir are so significant that viscosity is also as-
sumed to be a function of pressure. Thus, substitution of Darcy’s law into the conti-
nuity equation results in the generalized Leibenson’s function:

ADB(p)p _ div[k(p)
ot u(p)

P(P)gradPJ =0.
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For this reason, Leibenson’s function defined by Eq. (18.16) can be genera-
lized assuming:

k(p)

gradP = —== p(p)gradP.
u(p)

Solving this equation relative to the generalized Leibenson’s function, the eq-
uation to calculate P is obtained as:

P= [ B prp (19.20)

After all these transformation, equatlon system Eq. (19.8) takes the following
format:

2p
—AP =0,
ot

-  k
w=-——grad p,
M (19.21)

p=p(p), D=D(p), k=k(p), i£=u(p),
J'k(P)
u(p)

A specific implementation of the model Eq. (19.21) will be analyzed in Chap-
ter XXI when deriving the main equation of the elastic drive.

p(p)dp.

7. Uniphase filtration models in non-deformable reservoir
under nonlinear filtration laws

As mentioned earlier, Darcy’s law has the upper and lower applicability limits.
The mathematical models generated in the previous sections are valid only for the
filtration flows under Darcy’s law. If the linear filtration law is broken, these mod-
els are invalid and must be expanded to cover the nonlinear filtration laws. As was
shown, a filtration law is derived from the law on variation of kinetic momentum.
The general concept in generating the mathematical model is: the mathematical
model is a closed equation system with equations representing the conservation
laws with the addition of the definitive equations. And under a nonlinear case,
Darcy’s law must be replaced with the nonlinear filtration law.

With the nonlinear filtration of incompressible fluid (disregarding the gravita-
tional force) under Forchheimer law equation system Eq. (19.10) is replaced by:

div w = 0,

k — L
dp=-2w-pgLt_
grad p P w ﬂJk—|w|w
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and in filtration under the exponential law, by:

divw=0,

1-
» grad p.

w=c |grad D
Similarly, the mathematical model under non-transient gas filtration is:

div pw=0,
k— P
grad p=——w- f-=ww,
H JE"

p=p(p),
and:
div pw =0,
1-

w=clgrad p| » grad p,

p=p(p).
The analysis and integration of these systems will be dealt with in the next
Chapter.

8. Correlation between fluid parameters and porous medium
parameters with pressure

For a practical application of the generated models of uniphase filtration, the
functions p = p(p), D = D(p), k = k(p) and u = p(p) must be given in the decisive
format. Let’s write down main relationships between the fluid parameters of the
porous medium and pressure.

Under non-stationary processes, a substantial amount of oil can be extracted
due to the increase in its volume as pressure declines. In these processes, the fluid
compressibility must be taken into account. In gas, it is necessary to consider the
gas density correlation with pressure. Thus, the equations of elastic liquid, ideal and
real gases are treated as main equations of state.

In the future, pressure is assumed as a function of density only. As mentioned
previously, the processes where p = flp) are called barotropic processes. An exam-
ple of such processes is isothermal filtration.

By definition, liquid’s volume compression factor fiq is equal to the ratio of
relative change in the liquid’s volume dVji¢/Viiq to pressure change dp:

1 dV
fo=—-—h,
Vliq dp
The minus sign is introduced in order to make the liquid’s volume compres-

sion factor a positive value. Indeed, when pressure grows (dp > 0), the liquid’s vo-
lume decreases (dVq < 0), and vice versa. 1. e., the differentials in the numerator

(19.22)
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and denominator of Eq. (19.22) have opposite signs. It is usually believed that the
liquid’s volume compression factor is a universal constant, i. e., it does not depend
either on temperature or on pressure, but it is different for different liquids.

In Russian oilfields, fiq for oil ranges between 7%107'° Pa~' and 30*107'° Pa’l,
and for the formation water, between 2.7%107'° pa! and 5%107'° Pa".

Eq. (19.22) is a subtended form of the correlation between pressure and densi-
ty in an elastic liquid; i. e., it is equation of state. In order to derive the decisive
format from Eq. (19.22), liquid volumes are switched to densities. For a uniform
liquid, mass and volume are related as M = pV;q, so at M = const:

liq

dav, =d£=——1‘izdp.
P P

Substituting this expression into Eq. (19.22), results in:
M d d
ﬂliq = £____p = _L

M p*dp pdp’
wherefrom:

d,

7p = lBliqdp .

Integrating the latter relationship as follows:
° »
d
I_p = iBliq Idp N
Po p Po

the result is:
log£- = Bi(P—Do)-
Po

From this equation:
p=pe e (19.23)
The exponent B, (p— p,) is usually small, and the exponential function can

be expanded into a series. Limiting this expression to only linear terms, results in:
Bia(P=pPo)
e “1+ﬂ|iq(P“‘Po)-

From all these transformations, we come up with equation of state for an elastic
slightly-compressible fluid at low pressure gradients:

P =p1+ B, (p— ppl. (19.24)

Equation of state [Eq. (19.23)] must be used for large B, (p— p,) values. In-

stead of the volume compression factor, the inverse value is often used;
K, =1/ B, This value is called liquid’s elasticity modulus.
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Equation of state for ideal gas is often used as the equation of state for natural
gases (Clapeyron’s equation of state):

P =pRT, (19.25)
where R is gas constant, T is absolute temperature. For isothermal processes, this
equation assumes the following format:

£=RT=const.

P

Usually, the constant in equation of state is determined by assigning the gas
density and pressure under the atmospheric conditions assuming that temperature is
equal to the formation temperature Ties:

Pam _ const,

Patm
where p,.. is gas density at atmospheric pressure p,, .Therefore, the ideal gas equ-
ation of state is:

p=Lum (19.26)
patm

A different version of the equation of state (called the real gas equation of
state) is applied in the high-pressure gas fields (on the order of 40 to 60 MPa):

p=2zpRT, (19.27)

Where z is the gas super-compressibility factor equal to the ratio of ideal gas
density to the real gas density at given P and T. The factor accounts for the devia-
tions of the real gas state from the state prescribed by the equation of ideal gas.
The z factor depends on normalized temperature and pressure values T, and p,:

p=—P 7T (19.28)

r

pavg,crit T;lngCril

and can be determined either analytically or graphically using the cross-plot of
Fig. 19.2. p,, i and T, are average critical pressure and temperature. Natural

avg.cnit
gas includes numerous components (methane, ethane, propane, etc.); so, average
critical pressure and temperature are determined as follows:

_ Z”jpcmj _ Z”chmj
I
n;

pavg.cril - ’ pavg.cril -
) 2,

where 7 is the content in gas of the jlh component, Pey; and Tere, are critical pres-
sure and temperature of the /™ component, respectively.
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The RT value for isothermal filtration is constant and can be determined for the
real gas equation of state under atmospheric conditions:

patm =2 palmRT "

atm

In this case, equation of state for the real gas assumes the following format:

= Pun XPun)P (19.29)
Pan(P)
0 1 2 3 4 5 ] Z P’P
z z
_T”=i'2-fl/"¢
10 '258_-’_‘:——7/7 1o
oo NS g:%g:—//,é 0.9
RN S s |
0.8 \ N1 L A 17
. x\\j NS ;/ 5 .
AY.
- \ q 1.4//]/ //A// 1.6
y \\\5/' g
g 12 /4
”s \ N // /W////, ,% 14
\ / / / :2.01;)4
» N 7 13
30
00.3 ™ 1.2
.25
112 1_)4 "
L1
10 5 10
vo 0.9
8 9 10 u 2 13 14 P,
Fig. 19.2

Using Egs. (19.23), (19.24), (19.26) and (19.29), Leibenson’s function can be
calculated for each particular case.
For the elastic liquid with equation of state Eq. (19.23), Leibenson’s function is:

P= j'poe/’hq(P—Po)dp =ﬂ/)_() j'eﬁliq(P—Po)dﬂ uq(p_p()) —
lig

(19.30)
_&e/’nq“""o) +C =——p0—+ C.

B ﬂ lig ﬂ lig
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When the 8, (p— p,) value is small, Eq. (19.30) can be transformed by ex-

panding the exponent into a series, so that:

P=Lo 148, (p=-p)I+C=Lo 4 pp—popy+C=pp+C*,  (1931)
liq liq
* = cp Lo _
where C* = C+ Polo -
liq
For the elastic liquid with equation of state Eq. (19.24):

2
P= J‘po[l +p qu(p = p)ldp=p,p+ P liq[% - popj +C

or, as the fluid is only slightly compressible and the S, factor is small:

P=p,p+C.

Thus, Leibenson’s function for equations of state [Eqs. (19.23) and (19.24)] at
small pressure changes in a slightly compressible fluid, as it was expected, is the
same and is identical to Leibenson’s function for incompressible fluid. Indeed, for
a incompressible fluid p = p, = const, and Leibenson’s function is:

P= J‘pdp =pp+C.
For an ideal gas with equation of state (19.25), Leibenson’s function is:

2
P= [Pl gp=pprc=Le=P s, (19.32)
atm atm

For a real gas in the case of the isothermal filtration, Leibenson’s function is:
P = palmz(pa(m) p dp‘
patm Z(p)

The z(p) correlation at constant temperature and small pressure changes can be
considered linear:

z =21 + a(po - )], (19.33)
where zg is super-compressibility factor at p = po; at large pressure changes it is
exponential:

7=z, %" " (19.34)
and the constant a, should be selected in such a way that the Eqs. (19.33) or (19.34)
curve was as close as possible to the empirical curve in Brown’s graphs for z =
= z(p).

The procedure illustrated here was the simplest way to account for the changes
in properties of the real gas depending on changes in pressure and temperature.
More complex equations of state must be used under complex thermobaric condi-
tions, at filtration of multicomponent gases.

Experiments showed that the oil viscosity factor (at pressures above the satura-
tion pressure) and gas viscosity factor increase with the rising pressure. If pressure
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ranges significantly (up to 100 MPa), viscosity of the formation oil and natural
gases correlation with pressure can be considered exponential:

= pye P (19.35)
When the pressure change is small, the correlation is close to be linear:
u= pyll1-a,(p, = p)ls (19.36)

where 4, is viscosity at foxed pressure po, and a, is experimentally found factor

determined by the oil and gas composition.

To find the correlation between porosity and pressure, the stresses acting in the
fluid-filled porous medium will be reviewed.

Overburden covering the productive reservoir creates the so-called mining
pressure pmin, Which can be considered constant in the process of the reservoir de-
velopment. Mining pressure is determined as pmin= pmingH, where pmi, is average
density of overburden’s rocks, and H is the reservoir depth. If it is assumed that the
reservoir’s top and base are completely impermeable and totally assume the load
from overburden, the mining pressure is compensated by the stress ¢ in the reser-
voir’s matrix and pressure p of the fluid, i. e.,

Pmin = (1 - D) o+ Dp. (19.37)

Here, ¢ is true stress in the matrix of the porous medium per unit of the hori-
zontal area mentally identified at any point in the reservoir. It acts on the part of the
area (1 -). It is more convenient to introduce the so called effective stress Oy
which is defined as the stress difference between the matrix and fluid phase. It can
be found as:

Oetr = (1 —~ D)(o - p). (19.38)

Then, following Eq. (19.37):

Pmin = Oeff + P. (19.39)

Effective stress is physically interpreted as that portion of true stress o in the
solid phase, which is transmitted through the contacts of the matrix grains, is inde-
pendent of the presence of fluids and will exist also in the dry medium. The con-
cept of the effective stress is convenient also because it can be determined experi-
mentally: it is possible to measure load I, which models mining pressure pmin, and
pore pressure p, and find gess = I~ p.

Formation pressure p declines in the process of the accumulation’s develop-
ment, and the stress gesr in the matrix increases.

Porosity depends on pore pressure p as well as on the effective stress ges: & =
=(p, oeir). As pressure declines, the forces compressing each grain of rock de-
creases; thus, the grain volume increases and the pore volume decreases. Increase
in o results in additional deformations of the grains: the grain contact surface in-
creases, the grain packing become denser (see Fig. 19.3). Some grain regrouping,
the destruction of the cement and of the grains, etc., can occur.

It is usually assumed in cases where pmi, = const, that porosity depends only on
pressure: & = J(p).
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Fig. 19.3 Simlplified scheme of grain deformation in porous medium: a. before deforma-
tion; b. after deformation. p, = p, (overburden pressure).

The solid phase’s deformation is small, so it is usually assumed that porosity
correlation with pressure is linear. The rock’s compressibility law is presented, with
the introduction of the elasticity factor f., as follows:

- (19.40)
Vdp
where dV, is the change in pore volume within the reservoir element of vo-

lume V as pressure changes by dp. If the volume of the reservoir element is consi-

dered constant, then d?dp—=d¥L=d® , and the rock compressibility law as-
D
sumes the following format:
dD = f.dp. (19.41)
After integrating this equation:
D = Do +pc(p - po), (19.42)

where Qg is porosity at p = pq.

Laboratory and field studies of various granular media showed that the reser-
voir’s volume elasticity factor is on the order of . = (0.3 to 2)107'° Pa™'. If pres-
sure changes are significant, porosity changes are described by this equation:

D =D e i1 (19.43)

Experiments also showed that not only porosity but permeability as well sig-

nificantly changes with the change in pressure, and sometimes even larger than
porosity. Under small pressure changes the correlation can be assumed to be linear:

k = koll — ax(p — po)], axlp — po) << 1. (19.44)
Under large pressure changes the correlation is exponential:
k=kge ?, (19.45)

The above arguments are appropriate for porous rocks only. Permeability of
fractured reservoirs more significantly changes with the change of pressure.
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CHAPTER XX

UNIDIMENSIONAL TRANSIENT-FREE FILTRATION
OF INCOMPRESSIBLE FLUID AND GAS IN AN
UNIFORM POROUS MEDIUM.

1. Schematics of unidimensional filtration

Real hydrocarbon reservoirs have complex geometry, structure, etc., so simpli-
fied setting of edge problems is often used for modeling of the filtration flows.
These settings are called model settings. The simplest models deal with unidimen-
sional transient-free filtration within a uniform non-deformable isotropic reservoir.

In the simplest unidimensional problems, the coordinate system is selected so
that filtration parameters (velocity, pressure) will be functions of a single coordi-
nate. Unidimensional filtration flows possess different symmetries. Depending on
the symmetry, there are rectilinear-parallel, radial-plane and radial-spherical flows.
In a rectilinear-parallel flow the particle trajectories (flow-lines) are straight paral-
lel lines.

Examples of a rectilinear-parallel flow are: the fluid flow in the Darcy’s expe-
rimental device, the fluid or gas flow in laboratory equipment for the determination
of permeability (Fig. 18.6), etc.

In a radial-plane flow, the flow-lines are rays on the plane radiating from a
common center (pole). An example is the fluid flow to the central well in a circular

(AT
de

Fig. 20.1 Flow lines at radial-plane flow

At the radial-spherical flow, the particle trajectories are directed toward the
center (or from the center) of a hemisphere. Such a filtration flow may occur when
the reservoir top is penetrated and the fluid flow is directed toward the hemisphere
(Fig. 20.2).
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Fig. 20.2 Radial-spherical flow

In deriving the schematics for the unidimensional flows, the concepts of tra-
jectory and flow-lines are used. In definitions, kinematic parameters of the filtration
flow were used, and they reflect not the try, but averaged flow representation, i. e.,
the true particles’ trajectories and flow-lines may not coincide with average, mod-
eled parameters of the filtration flow.

2. Rectiliner-parallel filtration of incompressible fluid

In this section the unidimensional filtration flow parameters of a incompress-
ible uniform Newtonian fluid within an isotropic noncompressible reservoir are de-
termined. In such a case, the mathematical model is assigned by the following equ-
ation system:

Ap =0, w=—£gradp. (20.1)
7]

Projecting this equation onto the Cartesian coordinate system, results in:
2 2 2
3p+3p 9P _y,
ax? oy o

(20.2)
Kdp k3 kdp

pox' 7 poy’ T por

x

VA
=
P M -~ !
L 4
O:yil_ - — __ [Pl
/ — T
L
4y

Fig. 20.3 Rectilinear-parallel filtration

Suppose the reservoir is a rectangular 3D-box of a width B and thickness A,
limited at the top and base by impermeable planes, and by a charge contour (exter-
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nal reservoir boundary) on the left and a gallery on the right. Let’s select the coor-
dinate system as shown in Fig. 20.3, i. e., place the origin on the charge contour
plane. The name ‘“charge contour” indicates that, under the problem setting,
through the plane x = 0 a fluid inflow into the reservoir occurs, and the fluid further
flows to the gallery x = L. The axis Ox is directed parallel to the filtration velocity.
In this case, it is possible to assume that the unknown functions (pressure and filtra-
tion velocity) depend only on x coordinate. So, Eq. (20.2) may be rewritten as:
d’p k dp

dx2 =O, w, =- ;E W =W, =0. (203)

By integrating the first equation:

Zi =C,, and from there dp = Cdx, and further, p = Cix + C».

To find the integration constants C; and C,, it is necessary to assign the boun-
dary conditions, i. e., the pressure values at two points on the flow-line. Usually,
pressures py at the source contour and at the gallery (px > pgar) are known. So, to
find C, and C;, from the boundary conditions:

p=pratx=0andp = pgaatx=L.
By substituting the boundary conditions in the pressure equation:
D= C; and Pgal = C|L + Cz,

wherefrom:

— pk _pgal

C, and C,=p,

After substituting the values for the integration constants into equations for
pressure and the velocity, the problem of the rectilinear-parallel filtration is solved.

px)=p, -y,
(20.4)
kop __ k. _kP=Pu
pox pu ' op L
Let’s reformat this result. Multiplying the filtration velocity by the gallery area
S = Bh (Fig. 20.3), the value for the throughflow Q is obtained:

k Py~ Peat S,

I (20.5)

wS=0=

As the pressure gradient is:

Pi= Pea _ QM
L kS’
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And after substituting it into equation for the pressure distribution in the reservoir:

p(x)=p, —%x. (20.6)

As Eq. (20.4) indicates, pressure in the reservior at rectilinear-parallel filtration
is linearly distributed along the x cordinate with the filtration velocity constant in the
entire reservoir. It is also important that Eq. (20.5), derived as a result of solving the
problem for mathematical model of incompressible fluid filtration, exactly matches
the experimental results by Darcy.

A different interpretation of the Eq. (20.4) is often used for applied studies (like
the determination of reservoir parameters in the field). When determining the reser-
voir filtration parameters by the transient-free withdrawal technique, an indicator
curve is plotted. The curve is the graph of throughflow vs. pressure differences at the
charge contour and the gallery (this difference is called pressure drawdown). Thus,
the indicator curve is a graph:

Q = Cap,
where the proportionality factor C is called the productivity index. Apparently:
_ kS
= }E

Therefore, when Darcy’s law is observed, the indicator curve is a straight line.

Another problem deals with the determination of time required for “marked
particles” to move within the reservoir. In order to determine reservoir parameters
of a petroleum interval, some isotopes or other particles identifiable with special
techniques may be injected into the reservoir. The motion time of the “marked par-
ticles” is found from the motion law using the determination of the average true
velocity.

First the formula is derived in the standard way under which porosity is equal
to the clearance. Then, the corrections associated with the use of clearance instead
of porosity is introduced to the equation when determining the relationship between
the filtration velocity and true average velocity, see Eq. (18.12).

Suppose equation for the true average velocity is formatted as follows:

dc w
vVE—=—,
a o

and after the separation of the variable:

C

(20.7A)

dt =

2 .
w
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Let’s now substitute the filtration vector modulus [Eq. (20.4)] into the latter

expression:
L
a=2L_L_ 4
k D= Pe

By integrating this equation, the time taken by the “marked particle” to move
from the charge contour (x = 0 at ¢z = Q) to an arbitrary point within the reservoir
can be found (x = x, ¢t =t)):

Qu_ Ly

) (20.8A)
k pi— P

L=

For the particle to move along the entire reservoir from the charge contour to
the gallery (i. e., x; = L):

2
r-Pu_L (20.9A)
k p. - Pgal

However, in the initial equation clearance must have been used rather that po-
rosity. As a result, a different equation instead of the initial one should be used:
dx _w

=—=— 20.7B
Y dt s, ( )

Now, to switch from porosity to clearance, the structural factor introduced in
Chapter I is used to determine the capillary diameter in ideal porous medium

_ 0
Sy =—,
Pu
transform Egq. (20.7B) into the following format:
Y= é = —¢”w .
a @

As @, is a constant in an uniform porous medium, all further calculations

remain the same as above, and the final result accounting for the fact that porosity
rosity is not equal to clearance, gives the following equations:

t = Py Ly (20.8B)
¢ak pk - pgal
and
2
r=9Pr_L (20.9B)

¢ak pk _pga] '
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Egs. (20.8B) and (20.9B) differ from usually applied Egs. (20.8A) and (20.9A)
by the structural factor ¢,, whose value satisfies the inequality ¢, >1. Therefore,

the inclusion of the structural factor results in a decreased travel time of the
“marked particles”.
Another important parameter utilized in the solution of applied problem is av-

erage formation pressure p weighted over the pore space volume. It usually is
found as:

p=— [pav,,. (20.10)

where V. is total pore volume of the reservoir. This definition, however, is not ex-
actly accurate. Indeed, under porosity definition (@ =dV,,/dV ), the pore volume
is represented by a function similar to the following:

Vi = [aV,
14

which is defined over the same multitude of “physical points” as the reservior volume
V in which the voids are “spread”. Thus, the correct definition Eq. [(20.10)]should be:

=L [@pav, 0.11)
Vv
por vV
i.e., the volume over which integration is performed must be changed. It is

clear that another parameter may also be introduced. It is the reservoir’s aver-
age pressure:

— 1
== |pdv . 20.12
Pres v Vj'p ( )

Now, the introduced parameters are compared. For a uniform reservoir
(dV,,, =@dV and @ = const):

= 1 - 1
p= W‘Jpﬁdv =P = V&[pdV .

Thus, the average formation pressure for a uniform reservoir is equal to aver-
age value weighted over the pore volume. If the reservoir is non-uniform, the aver-
age formation pressure may not be equal to average value weighted over the pore
volume:

_ [poav | pav
p= 2 P

y -v
j@dv j@dv '
14 14
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Substitute Eq. (20.4) for pressure distribution in the reservoir into the Eq. (20.11)
and compute average pressure weighted over volume (which in this case is equal to
case is equal to the average reservoir pressure).

- L - +
p=—1 (B p, — P Pu g Pe P (20.13)
; L 2

Therefore, major filtration parameters at rectiliner-parallel filtration for an
incompressible fluid are determined from Eqs. (20.4), (20.8A), (20.8B) and (20.13).

3. Radial-plane filtration of incompressible fluid

Let’s now determine the pressure and filtration velocity distribution in the re-
servoir under the radial-plane environment. Suppose there is a central well with the
diameter r. intersecting a round reservoir with the thickness 4 and radius Ry
(Fig. 20.4). A constant pressure p (P« > p.) is maintained at the bottomhole. A con-
stant pressure is also maintained on the side surface r = Rk. Fluid inflow equal to
the well’s flow rate occurs through the side surface.

z

Fig. 20.4. Radial-plane flow in a circular reservoir

Filtration is transient-free. The side surface through which the inflow occurs is
called charge contour. The equation system remains the same and in a no-subscript
format is represented by Eq. (20.1). Projecting these equations onto a cylindrical
coordinate system, results in:

1 8( apj+ 1 821) d*p
roror) r 293¢’ az ’
k dp __koop _ kodp

por’ * pdg’ " por

According to the accepted flow scheme, the sought-for functions depend nei-
ther on ¢ (the flow is axisymmetric) nor on z (the flow is flat); so, in our problem

(20.14)

r
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g_p = g_p =0, p = p(r), and w, = w, = 0, w, = w(r). Under these conditions, the sys-
(4 Z
tem Eq. (20.14) takes the following format:
i(,d_l’)ﬂ), wokap (20.15)
dr\ dr M dr

It is important to note the fact that in the projection of Darcy’s law, or the
second Eq. (20.15), onto the coordinate axis r, the signs in the left and right parts
are the same. The reason is that the flow is occurring toward the well, and filtration
velocity is projected with the minus sign.

. d, o .
Now, the first equation rd—p=C is integrated and, after separating the va-
r

riables and integrating the last expression, results in:

pK—p=ClogR—"- (20.16)
r
When integrating, a following boundary condition is used:
p=pkatr=Rg
It is possible to use a different boundary condition such as:
p=pcatr=R
Thus:
p—p.=Clog—. (20.17)
r

c

Both Eqgs. (20.16) and (20.17) are equivalent.
The constant C can be found by the following procedure: multiply filtration
velocity Eq. (20.15) by the area of a side cylinder of arbitrary radius r (r, < r<r,):

2mrhw = 27rh k dp )
M dr
or:
0= 27zh£C ,
H
and C is found from this equation:
c=2H
27kh

Another approach is also possible: supposing in Eq. (20.17) r = Ry; then:

PP, =Clog5*—
"

c
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Solving this equation for C, results in:

C=—pk—~Rf)—c'
log—%
,

c

After substituting the determined value of the integration constant C into
Eqgs. (20.16) and (20.17), gives equations for the pressure distribution in the reservoir:

Qu R, Qu
_ QM 0B and p=p 4
2en 2y MO PE RS

p=p log—. (20.18)
T
At r = r. for the first Eq. (20.18) and r = Ry for the second one, the well flow
rate (volume throughflow) may be found as:

Q=M£&_Tpc (20.19)
H log =%
r

c

Eq. (20.19) is called Dupois formula.
Using this formula, the pressure distribution in the reservoir can be transformed
into the following format:

p=pk-L,f‘log& and p=pc+L,f‘logL- (20.20)
logf" r log_" T
r r

c c

Eqgs. (20.18) and (20.20) are equivalent and indicate that the pressure in the
reservoir is logarithmically distributed. Thus, at the radius values close to the source
contour radius, pressure changes insignificant, but on approaching the well they
change drastically (Fig. 20.5). Egs. (20.18) and (20.20) in space define the surfaces
generated by the generatrix rotation about the well’s axis. This surface of pressure
distribution is called the depression cone.

T

—_—
—_—

P Pr

p.

-—

R,

7

Fig. 20.5. Pressure distribution in a radial-plane flow
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The pressure gradient and, hence, the filtration velocity behave in a similar way.
The difference is that on approaching the well pressure drastically declines, whereas
velocity drastically increases. This velocity behavior may be shown by analyzing
equation relating velocity and the throughflow:

w= oul . (20.21)
2nh r

Such behavior of reservoir pressure and filtration velocity is physically under-
standable. Indeed, the same volume of the incompressible fluid flows through any
cylindrical surface concentric relative to the well (Q = const). The side surface area
near the charge contour is very high, so velocity there is small. Apporoaching the
well, the area gradually declines, and velocity increase (Fig. 20.6). In order for this

to occur, the pressure gradient must increase.

w

|
|
|
|
|
|
|
|
|
|

0r T

Fig. 20.6. Fluid’s filtration velocity in a radial-plane flow vs. radius

As follows from Dupois formula, the indicator curve equation under the radi-
al-plane flow, same as in the case of filtration in a gallery, is the equation of a
straight line (Fig. 20.7):

27k
Q=CAp=——R‘(pk -p.) (20.22)
plog—*

c

Ap

Fig. 20.7 Indicator curve of incompressible fluid flow under the Darcy law
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With the productivity index C = _2mh

Hlog R
I

Let’s now derive equations regarding the time the “marked particle” takes to
move in a radial-plane flow. As in the case of rectilinear-parallel filtration, two op-
tions are reviewed. The first option is a one with porosity being equal to clearance,
whereas the second one is using correction factor for clearance. From Eqgs. (20.7A)
and (20.21), time required for a “marked particle” to move from the charge contour
to an arbitrary point in the reservoir is:

—d—r=v=w Q

ir D 2mh@

After separating the variables in this differential equation and integrating it
with the integration limits from 0 to an arbitrary moment in time ¢ and from the
charge contour radius to r, results in:

Q
After the application of Dupois’ formula Eq. (20.19):
,u@log&(Rf -7
re

t = 20.23
: 2k(p, - p.) (2023)

Following Eq. (20.23) that a “marked particle” will traverse the distance from
the charge contour to the well over a time interval T:

#@logﬁ(Rf ~r?)
= e (20.24)
2k(Pk - Pc)

The replacement of porosity by clearance, as in case of rectilinear-parallel fil-

tration, results in the appearance of the structural factor s, =2 in Egs. (20.23)

#@log(R*/ )(RZ -1

#@log(R*/)(Rf )
L= and T = < .
2kg,(p, - P.) 2k, (P, = P.)

and (20.24):
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Next, the average pressure at parallel-plane filtration weighted over the pore
space is determined. For this purpose the pressure, distribution Eq. (20.20) is substi-
tuted into Eq. (20.10):

_ 1 h 2z R, p.—p R
p=——[dz [do || p, ~2=Lelog ™ Grar,
DR, ~r17) 6[ 6[ . ‘ log& r

r

c

and after integrating with respect to z and ¢:

R,

R,
2 pk_pc

p= T P~ 2 logR, rdr+jp* _If“ rlogrdr|.
(R =r) . log =% n log=%
T T

The first integral in brackets is easy to calculate, and the second one is inte-
grated part-by-part. The result is:

_ _ _ 2 2
p=pk—M10ng+——2—pk Pe [&long—%logn—i(sz*rf):l

log e (R 1) log Re L 2
. r,

Now, this equation is transformed by adding and subtracting the expression
R’logr./2 within the brackets. After some transformations, the result is:

- r2(pe—P) _ P—P.

p=pk_ Rzk Zc _ k R .

e e 2log —~
,

c

As R >>1, the second component may be disregarded; so, the final average
r

c

pressure over the pore space is:

7=n —”*—"1’% (20.25)
2log—*
.

c

4. Radial-spherical filtration of incompressible fluid

Let’s analyze the incompressible fluid’s radial-spherical filtration within an
isotropic nondeformable reservoir. Suppose there is a well with the radius r. which
penetrated the top of a reservoir. Constant pressure p. is maintained at the bottom-
hole. Assuming the reservoir thickness is sufficiently large, it is possible to identify
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a hemisphere with the radius R, (Fig. 20.8) at the surface of which constant pres-
sure p, is maintained and through which fluid filtrates at a rate equal to well’s
flow rate. The flow is non-transient, and the surface of the hemisphere is the charge
contour. It is possible to assume that the penetrated reservoir top in the well has the
shape of a hemisphere, the filtration velocity vector at any point in the reservoir
between the charge contour and the bottomhole is directed toward the center of the
sphere. In this case the problem has spherical symmetry, and it is convenient to
solve it in the spherical coordinate system.

Fig. 20.8. Radial-spherical filtration

The equation system remains the same and is represented in the no-subscript
format by Eq.(20.1). In the spherical coordinate system, Eq. (20.1) has the following

format:
13, 1o (), 1 3],
rz{ar[r or +sin¢8(p "o +sin2¢802 =0

_kop o __lkop o _ k1 9
" ursingdd

(20.26)

Couox’ T ru ﬁ
Under the condition of the process’ spherical symmetry, all unknown functions
depend only on r, so the system Eq. (20.26) becomes simpler:

i[,z d_szo, w, = ko (20.27)
dr\ dr M or

The integration of the first equation of the Eq. (20.27) system results in:

x

rzd—p=C,
dr

where C is the integration constant. After separating the variables and integrating,
the result is:

" Bedr 1 1
J.dp=CJ.—7, and from here, p, - p =C| ———|.
P r r r Rk
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To determine C, it is also possible to assume in the latter equation r = r.. As a
result:

C == p(1/ re—1/ Ry,

but as R, >> r.:

C= re (pk - Pc),
and the pressure distribution equation will transform into the following format:
1 1
p=p—r(p—p) -~ | (20.28)
r R,

Using the second Eq. (20.27) and Eq. (20.28), the flow rate is obtained:

kdp 27k
2 (b - p)-
pdr  p

The remaining parameters of the radial-spherical flow may be derived similar-
ly as the first two cases of the unidimensional flow.
As it is evident, the Laplace operator for all three reviewed cases of the unidi-

mensional flow may be written as
& == ) ) (20.29)
i

where the exponent & =0, 1, 2 and may be called the shape factor. At & =0, the
flow is rectilinear-parallel flow (£ = x); at & =1, the flow is the parallel-plane flow
(£=r); and at @ =2, it is the radial-spherical flow (£ = r). However, using the for-
mat common for all three cases in is not possible to obtain the universal solution
format, as the integral assigning pressure distribution is not computed uniquely:

[

0= 7D‘w—2m‘

—+C ata#l and j—_log§+C ata=1.

However, the Eq. (20.29) may be used as a common rule for memorizing the
Laplace’s operator format for different types of unidimensional flows.

5. Filtration similarity between incompressible liquid and gas

The previous solutions for the unidimensional flow are valid for the filtration
of an incompressible fluid. Now, these solutions will be expanded for gases. For this
purpose, the mathematical models of the transient-free filtration are reviewed for an
incompressible liquid and gas and establish their similarity. As it is shown in
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Chapter XIX, equation systems for an incompressible liquid and gas (equation sys-
tems Eqs. (19.10) and (19.18) disregarding mass forces) are, respectively:

div pw =0, divpw=0,
;=—£gradp, ;=—£gradp,
H H

p = const p=p(p).

Now, it is required to switch to Leibensohn’s function. For this purpose, Dar-
cy’s law is multiplied in the gas model by density; grad Pis used instead of p
grad p; and in the continuity equation Darcy’s law is substituted. The results are the
system Egs. (19.11) and (19.19):

Ap =0, AP =0,
_u_z=——k—grad D, p;=—£gradP,
g a (20.30)
£ =const; pP= J.pdp
p=p(p),

It is important to note that the gas equation of state is considered to be known.
A comparison of the first two equations of Eq. (20.30) shows that they are equivalent
but for the unknown functions (pressure p as opposed to Leibensohn’s function P
and filtration velocity w as opposed to filtration’s mass velocity pw). So, if the reser-
voir geometry and boundary conditions in the problems are similar, the solutions
will have the similar format. Therefore, if the earlier obtained solutions is consi-
dered for the unidimensional filtration flow of an incompressible fluid and replace
the functions, the solutions valid for the gas filtration are obtained. For instance,
the solutions for pressure distribution and filtration velocity in the reservoir for the
rectilinear-parallel flow [Eq. (20.4)] of a incompressible fluid will transform as fol-
lows for the gas filtration:

for incompressible

liquid for gas
- P-P
p(x)=pk—p—k—L17—g”x, P(x)=ﬂ——k—L—“”x,
__ﬁpk ~ Pga _ k F—-F, (20.31)

L 7
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In order to obtain pressure and mass velocity distribution at gas filtration in the
decisive format, the equation of state should be assigned. It is clear that after the
substitution of Leibensohn’s function, different pressure and mass velocity distribu-
tions are obtained, as well as equations for average pressure in the reservoir for each
of equations of state reviewed in Chapter I11.

Let’s analyze each case individually.

6. Unidimensional filtration flow of ideal gas

After establishing the similarity in the transient-free filtration of a incom-
pressible liquid and a gas, and assigning equations of state, the solutions for each of
the unidimensional filtration case should be considered. Suppose the ideal gas is
followings.

Rectilinear-parallel filtration flow of the ideal gas. For the ideal gas, the
substitution of Leibensohn’s function Eq. (19.32) into Eq. (20.31) results in the fol-
lowing pressure and velocity distribution, respectively:

pa(mp/f _palmp;al
palmp2+C=palmp:+C_ 2palm 2palm

xy »
2palm 2palm L

Pam Pf _ Pum P;l
— ﬁ 2patm 2patm
7 L '

After the transformations and multiplication of filtration velocity at the gallery

area results in:
2 2
p(x)= ,/pf ~"*Tpg“'x, (20.32)

pw

2 2
W:%%, (20.33)

k Pun(Pi = Pga)
pwBh=Q =—""" % & pp (20.34)

“4  2p,L

Eqgs. (20.32)—(20.34) enable the calculation of major filtration parameters in
rectilinear-parallel filtration of the ideal gas. Analyzing the mass throughflow
Eq. (20.34) it is easy to see that it may be derived from equation for the rate of an
incompressible fluid by substituting Leibensohn’s function for pressure and the
mass throughflow for the volume throughflow. Therefore, a complete similarity
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between the incompressible liquid and gas filtration is established by the following
ing substitutions of variables:

for incompressible liquids for gas
px) p()
w pw
0 On

At the gas filtration studies, beside the mass flow rate, a concept of the volume
throughflow Q,., normalized for the atmospheric conditions is commonly used.
It is defined by the following equation:

Qalm = Qm *
palm

Equation for the gas volume throughflow, normalized for the atmospheric
conditions, is:

k pk pgal
H 2pL

Using the obtained solution for the mass filtration velocity, it is possible to de-
rive equation for the “marked particles” flow time in a gas reservoir. For this pur-
pose, the filtration velocity Eq (20.33) is substituted into Eq. (20.7):

Y —— jp( )dx 2‘@”’; j ”33‘ xdx, (20.36)
aw k(pk gal) k(] — Pea) §
where Eq. (20.32) was used for p(x).
Upon integrating of Eq. (20.36):

3
__4lp | PP,
3k(p; = P)’ piL

Oum = Bh. (20.35)

This expression may be transformed by way of transferring p; into the brack-
ets. The result is:
_ 4B (p;, - p’(x))
3k(plf - pgzal)2

(20.37)

Eq. (20.37) enables determining time necessary for a “‘marked particle” to flow
to any point in the reservoir. In particular, at x = L:

— 4#¢L2(pl? - p;al)

(20.38)
3k(plf - p:al)2
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Eq. (20.38) can be made simpler with the use of a formula for weighted aver-
age formation pressure. Average formation pressure weighted over the pore space
in the ideal gas filtration is determined from the following equation:

1 LhB

p——anQdV—ﬁJJJp(x)dxdydz—
2
k

p p gal

————xdx,
Lp,

1Y
= z6[p(x)dx =%6[ 1-

where the same integral as in Eq. (20.36) needs to be calculated. Using the result
obtained earlier:

- 2 p3 - p3a
p=-——— (20.39)

3 pk - pgal

After that, Eq. (20.38) may be rewritten as:
20 4L p (20.40)

k(pi = pg)

As mentioned earlier, Leibensohn’s function for elastic fluid at small pressure
changes coincides with Leibensohn’s function for incompressible fluid. So, the
solutions for elastic liquid at small pressure changes look exactly as for incom-
pressible liquid.

Comparing the solutions for rectilinear-parallel filtration of incompressible lig-
uid and ideal gas, Eq. (20.32) indicates that pressure in a gas reservoir changes not li-
nearly (as it is for the flow of incompressible fluid), but in proportion with square root
of the coordinate (Fig. 20.9). Pressure gradient (the angle between curve 2 in Fig. 20.9
and the x axis) increases as the gas is flowing in the reservoir, and reaches its maxi-
mum at the gallery. Pressure nonlinearity in the reservoir causes changes in pressure
gradient, and under Darcy’s law, in filtration velocity. A comparison of rectilinear-
parallel filtration velocities for the flow of a incompressible liquid and ideal gas is
illustrated in Fig. 20.10. Ideal gas filtration velocity increases on approaching the gal-
lery. That causes equation of the “marked particle” motion to become nonlinear.
A comparison of “marked particle” motion time for the flow of a incompressible
liquid and ideal gas is illustrated in Fig. 20.11.

W(x)
W(L)

W(0)

0 L x

Fig. 20.9. Pressure distribution at rectilinear-parallel flow: I. incompressible liquid,
2. gas
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Fig. 20.10. Velocity vs. coordinate correlation fr rectilinear-parallel filtration: 1 —
incompressible liquid, 2 — gas
p

P

Pea

0

Fig. 20.11. Time vs. coordinate correlation of a marked particle under rectilinear-parallel
filtration: 1 — incompressible liquid, 2 — gas

Radial-plane filtration flow of the ideal gas. Using the similarity between
the incompressible liquid and gas filtration, the above solutions [Egs. (20.19),
(20.20) and (20.21)] are transformed by replacing Leibensohn’s function for pres-
sure, mass velocity for filtration velocity, and mass flow rate for the volume flow
rate. The result is:

R-P_ R,
=P ke Jogtk,
log(R, /r.) r
pw=£’;—h%, (20.41)
2nkh  P,-P

Q= M log(R /r).
We will now replace Leibensohn’s function in Eq. (20.41) by its repre-
sentation for an ideal gas [Eq. (1 9.32)]. As follows from this representation,

P=pa|mp2/2patm+c’ IJk=palmpZ/2patm+C’ and Pc = palm pz /2palm +C‘
Thus:
. _Pe—pl R

2 —
P =P T g 1) T
0,1
w=—="
p 2rwhr

- ﬂ'khpa!m pZ _pf
HUDyw log(R /1)

m
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Therefore, pressure distribution under radial-plane filtration of ideal gas is
found from:

2 2
2 Py — P, R,
= -k T _log—*~. 20.42
14 \/Pk log(R, /7.) g ; ( )

Fig. 20.12 illustrates a comparison between pressure distribution curves in the
reservoir under transient-free filtration of an incompressible liquid [Eq. (20.20)]
and that of ideal gas [Eq. (20.42)] with the same boundary conditions and the same
reservoir size. The curves show that pressure in a gas reservoir changes more slow-
ly near the accumulation limit and more rapidly, near the well than it does in an oil
reservoir (usually, the model of incompressible liquid is utilized for the calcula-
tions). The rate of pressure change determined pressure gradient, which, in turn,
determined filtration velocity. Thus, the indicated pressure behavior of the gas re-
servoir results in the violation of the Darcy’s law in the near-hole zone of the fields.
Thus, the solutions derived from nonlinear filtration laws are better suited for the
applied calculations of ideal gas flows. Later the solution of the corresponding
ponding problems will be reviewed and analyzed.

P

Fig. 20.12. Comparison of pressure distribution in the reservoir under transient-free filtra-
tion of incompressible liquid and perfect gas

The gas mass flow-rate equation in a gas reservoir is usually converted for the
volume flow-rate equation under atmospheric conditions. This is done by dividing
by the gas density under atmospheric conditions:

Q, 7h p;-p

Qatm = - -
patm ;upaun log(Rk /rc)

(20.43)

The indicator curve for gas wells is usually a correlation graph of volume flow-
rate vs. ( p; — p?). Therefore, following Eq. (20.43), the indicator curve is a straight
line (Fig. 2.13), and the productivity index is:

7kh 1
HPu 108(R 17,

(20.44)
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Qun

sz _Pcz
Fig. 20.13. Indicator diagram for gas wells

Mass velocity equation under the ideal gas radial-plane filtration, after the
expression for the mass flow-rate is substituted, may be converted into:

=£ Pam plf —pc2 l (20.44)
ﬂ 2palm log(Rk/rc) r '

Volume throughflow and filtration velocity equations under the ideal gas radi-
al-plane filtration are:

2 2
Q(r)=&=Qmpalm —_ ”kh pk_pc (2045)

P PunP  HPun log(Rk /'})P(") '

Lo Q) _k pi-pl ]
2zrh  p 2logR, /. p(r)r’

(20.46)

Now, let’s determine average pressure weighted over the pore volume under
the ideal gas radial-plane filtration:

p= 1 Ip@dV = —1—’]d22_’fd¢kj p} —L’f_—p—cz—log&rdr
Yoy LSS ST Pt ‘ log(R, /1) r. ‘

After integrating this equation with respect to z and ¢, and the subsequent re-
moval of p? from under the integral, the result is:

R 2.2
p=—2b -l P gp R g, (20.47)
R -r log(R,/7.) " r,

3

The integral Eq. (20.47) cannot be taken in a finite form and is calculated ap-
proximately. To demonstrate the approximate calculation and simplifications, the
following expression is introduced:

y= l-pczlp: lo _RL
log(R,/r,) ~r.~

c
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At r.<r <Ry, the inequality 0 < y <1 is valid for the new variable (indeed, at
r=R;, we have log R/r=1og 1=0, and y = 0; at r. < r <Ry, 0 < log Ri/r /log Ry/
/r.<1,and 0 < 1-p?/p} <1,500<y<1). Let’s expand the radical into series:

Taking only y-linear term:

a2 2
1/1—y=1———1 P! by log—R—".

2log(R, /r.) r

After the simplification, Eq. (20.47) takes the following format:

R _ 2 2
p= 22ka 1—1 P! Py logE"— rdr.
R; -1 log(R,/r.) "1,

This integral is integrated part-by-part (see the calculation of average pressure
weighted over the pore volume under radial filtration of incompressible liquid in
Section 2 of this Chapter). Disregarding the component containing r’/R?, the re-
sult is:

1-p2/p;
= —L e 20.48
p pk[4log(Rk/rc) ( )

Now, let’s determine the “marked particles” motion time in the gas reservoir
under the radial filtration. This time is:

> dr

Jwr)’

Substituting this term into the filtration velocity Eq. (20.46), results in:

r

tzgj-Zﬂlong /r,

p(r)dr.
J k(pi-pl)

The time required for the “marked particle” to move from the charge contour to
the well is determined. For this purpose, the above equation is transformed by sub-
stituting, under the sign of integral, pressure distribution Eq. (20.42) at radial filtra-
tion of ideal gas:

o 2OulogR, /1, "j 1 1=piip
k(pi—p)) *F

log R rdr.
2log(R, /1) r
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This integral was already derived for average pressure weighted over the pore
volume Eq. (20.47). So, as in the previous case, it can be computed approximately
by expanding the expression under integral into a series:

- PHlog (R, [1 )R 1)
k(pi = p2)
The assumption, while deriving Eq. (20.49), was that porosity is equal to clear-

ance. If this assumption is neglected and the porosity/clearance correlation is
accpted as J = ¢S, the Eq. (20.49) becomes:

(20.49)

e Bulog(R, /1. (R -r?)
¢ak(p: - pcz)

The introduction of the structural factor shortens the motion time of the
“marked particles”.

Note about the radial-spherical filtration flow of ideal gas. Using
Eqgs. (20.27) and (20.28) and the similarity in filtration of incompressible liquid
and the gas, it is possible to derive major filtration parameters also for the radial-
spherical filtration flow of ideal gas.

7. Parallel-plane filtration of real gas under Darcy’s law

In Chapter XIX, the generalized Leibensohn’s function Eq. (19.20) is intro-
duced. Let’s now assume that permeability is constant, and the density is associated
with pressure as in equation of state for the real gas [Eq. (19.27)]. In such a case,
Leibensohn’s function takes the following format:

kP2 (Pum) 4
p=FamPam’ [ 7 5 20.50
Pum J./t(p)z(p) P ( )

After assigning the Egs. (20.33), (20.34), (20.35) and (20.36), Leibensohn’s for
function [Eq. (20.50)] may be used for solving unidimensional filtration problems
for compressible fluids accounting for the super-compressibility factor and the corr-
elation pressure vs. viscosity. Let’s review as an example the problem of a well flow-
rate under the parallel-plane filtration.

To compute the flow-rate, the analogy between filtration of an incompressible
liquid and compressible fluid is used, as well as the equation for the mass flow-rate
utilizing Leibensohn’s formula:

_2nkh_PR-P

O = ToaRe 1)’
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Let’s now substitute the Leibensohn’s function [Eq. (20.49)]:

22k P Pu) TP,
M logR, /1) 1(p)z(p)
There are different ways to calculate the integral in the above equation. The
simplest way is to use the graphs in Fig. 19.2 to determine the values z(py) = z,

2pe) = 2o, and u(px) = p i, u(Pc) = 1t ¢, and to replace the variables z(p) and u(p) un-
der the integral by constant values equal to arithmetic averages:

m

szﬂc and L:ﬁk’;—”f. (20.51)

After that, equation of the mass flow-rate is formatted as follows:

27kh_p, g
0 - _Pun?Pa) [ pdp.

H uzlog(R, /1) ».
Now, the integral is computable, and equation for the real gas’s mass flow rate
considering the pressure and viscosity is:
0 = " Pun?(Pun)(Pi = 20

# o uzplogR/r)

Inclusion of the real gas properties’ deviations from those determined from
equation of state for ideal gas, as well as of correlation of viscosity vs. pressure results
in the flow-rate accuracy of up to 30 %.

Filtration parameters for unidimensional flow of elastic liquids. As mentioned
in the derivation of Eq. (19.31), under small pressure changes, Leibensohn’s function
for the elastic liquid coincides with Leibensohn’s function for incompressible liquid.
So, the elastic liquid under the transient-free filtration may be considered as in-
compressible, and the solutions derived for the incompressible fluid may be used for
for the calculations. However, when the pressure changes are large (such as in high-
pressure reservoir with a large pressure drawdown), the use of equation of state for
the incompressible fluid may cause significant errors. In such a case, equation of
state [Eq. (19.23)] and the corresponding responding Leibensohn’s function
[Eq. (19.30)] should be used. But in such a case the soultions will be exponential,
and usually they are not utilized in this form. Thus, models of ideal and real gas
are considered. The elastic liquid’s model is used in the filtration theory for solving
problems under non-stationary flows.

8. Radial-plane filtration of incompressible liquid and gas
under binomial filtration law

Let’s now review the ways to determine major parameters of the radial-plane
liquids and gas filtration at high velocity, when deviations from Darcy’s law
are caused by significant inertial components of the total filtration resistance.
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The incompressible liquid and gas filtration models in this case are as following:

divw=0, div pw=0,

k— P I k — P =
rad p =——w— f-=ww, rad p=——w— f-=ww,
gradp=—— B gradp=— vl
P = const P =p(p).

If the Leibensohn’s function is introduced, both models allow for the analogy
between the liquid and gas filtration also under the nonlinear filtration law. Let’s
multiply by density the filtration law in the gas model, and introduce Leibensohn’s
function. As e result, for the first two equations:

divw =0, div pw =0,

gradp:—%;—ﬂﬁ%lv—vlﬁ; gradp=—%p;—ﬂ%lpﬂp;.

Therefore, both models allow for the same analogy as under the linear filtra-
tion law.

To make the results more general, let’s obtain the solution of the transient-free
parallel filtration problem under the binomial law for the gas, and write down the
solution for incompressible liquid as a particular case of Leibensohn’s function for
equation of state, p = const.

Let’s project the binomial filtration law onto the flowline (onto the r axis of
the cylindrical coordinate system):

aP _u

4P Ky o ow 20.52
i /E(pw,) ( )

In order to reduce differential equation [Eq. (20.72)] to a format for integration,
the continuity equation is reviewed and the connection between the throughflow
and filtration velocity is found by integrating the continuity equation. The tran-
sient-free flow continuity equation in the cylindrical coordinate system is:

apw,r+apw¢+rapw1=0‘
or 2@ dz

As the flow is unidimensional and parallel-plane, all sought-for functions de-
pend only on r, and the continuity equation becomes simpler:

dpw,r _ 0
dr ’
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and after integrating:
pw,r=C =const.
By multiplying this result by 2% (where 4 is the reservoir thickness):
2npw,.rh = Q_ = const,

and from here, the mass filtration velocity is:

9.1
P 2mhr’

Substituting this expression into Eq. (20.52), results in:

P _u Q, 1+/3(Qm) 1

dr__l;—Zﬂh; ﬁ r

By integrating this equation from the contour radius to an arbitrary point with-
in the reservoir:

dr 27h =

uQ R B[l 1
P=pP _Z %m|gpgt |- ___ | 20.53
o 2 Tk @09

As r << Ry, we may disregard the expression in parentheses. Assuming r = r.,
Eq. (20.53) may be rewritten as:

LQ, . R ﬂ(Qm ]21
P=pP " %m|gpgk 4 I__ [ Xm | _ 20.54
w2 Tk o) 1 @09

Eqgs. (20.53) and (20.54) represent, respectively, the Leibensohn’d function
distribution in the reservoir and the correlation of pressure drawdown vs. flow-rate.
Now, the following equations will be used:

p = PP’

+ C for ideal gas, and
2Pum

P = p,p +C for a incompressible liquid

to transit from Leibensohn’s function to pressure. This results in the derivation
from Eqgs. (20.53) and (20.54) equations for pressure distribution and the through-
flow vs. pressure drawdown correlation with radial-plane filtration under the bi-
nomial law. For the incompressible liquid, the distribution of pressure in the reser-
voir is found from:

_, MO &_@(g)z 1.1
PP T k2w ) P R (20-59)
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and the pressure drawdown vs. throughflow correlation, from:

£ O, R ﬂpo( )21
L9, 20.56
p- b= aon b R o (20.56)

For ideal gas, pressure distribution in the reservoir is found from:

M QunPum g R BPunP (Q)z 11
= l atm Zatm | 3 -, 2057
p \[ k BT ok a7 R ( )

and the pressure drawdown vs. throughflow correlation, from:

2
lu Qa(mpatm 10 k + £ atm & atm ﬂpatmpa(m Q-’i!m _1_ 20 58
pi-p; = e log =t o 20k \2m) 1 (2038

Egs. (20.56) and (20.58) show that the indicator curves plotted,in the, O, Ap
coordinates for the liquids and Q,., (pi —p’) for the gases, are parables
(Figs. 20.14 and 20.15).

0 Qatm

pi-p!
p k_p c
Fig. 20.14. Indicator diagram at liquid’s Fig. 20.15 Indicator diagram at gas flow
filtration under the binomial law under the binomial law

Let’s now write down equation for the inflow into a well in a different form:
for a noncompressible liquid:

P~ p. =AQ+BQ?, (20.59)

and for gas:

- pcz = AiQatm + B Qa(m (2060)
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In these equations:

A=Llog—1—ei, Bz_ﬁ_l
2mkh 1 V@) r.

AI = %log Rk , Bl _ ﬂpa&mpalm

1
wh o or Wk(m)r,

are filtration resistivity factors constant for a given well. They are found experi-
mentally from well test results under a stabilized regime. The wells are studied un-
der five or six regimes with the flow-rate and bottomhole pressure measured for
each regime. After that the well is shut-in, and the stabilized bottomhole pressure in
the shut-in well is assumed to be the contour pressure p;. For interpretation of the
well test results, Egs. (20.59) and (20.60) are divided by Q and Qum, respectively,
which turns them into straight line equations:

%:A+BQ, (20.61)

2_ 2
% =A +BQ (20.62)

atm *

The graphs in coordinates Q, (p, - p,)/Qand Q,., (p} - p’)/Q,, are

straight lines for which A(A)) is the interval cut on the y axis, and B(B,) is tangent
of the angle between the straight line and the x axis (Fig. 2.16).

pi-p? The flow-rate Egs. (20.59) and (20.60) with
0 experimentally determined factors are widely
- used in the designs of field development. Be-
«a sides, A(A;) value found from well test results
provides an opportunity for the determination of
reservoir properties, such as hydroconductivity
factor:

OQuim

2 2
Fig. 20.16 Correlation at filtra- (pk - P )/ Qi v Oy

tion under the binomial law for an oil well:

kh | R,

—=——log—*;

uo 27
and for a gas well:

’fﬁ=mlog&_

uom o
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Equation of the real gas inflow to the well under the binomial filtration law is:

R, %(Qm )2l (20.63)

2 _ 2=#_;Qaimpalmlo ko4 Xaim
gr Zﬁ ’

pk pc k ﬂh ﬂh

rC

where ,21 and ; are determined from Eq. (20.51).

One should keep in mind that in real life it is incorrect to assume that a single
nonlinear filtration law is valid within the entire reservoir, from the well-bore to the
charge contour. At significant flow-rates, Darcy’s law is broken in a near the bottom-
hole, whereas within the rest of the reservoir the linear law is observed. As the flow-
rate increases, the volume where Darcy’s law is broken, grows.

9. Radial-plane filtration of incompressible liquid and gas
under the exponential filtration law

Let’s now project the exponential filtration law [Eq. (18.45)] onto a cylindrical
coordinate system. For a radial-plane filtration flow:

1/n
w, =c(d—pj s w,=w, =0.
dr

The mathematical model includes, besides the filtration law, the continuity
equation. Integration of the continuity equation is similar to that performed in
Section 8 and gives the same result:

2mpw,rh = Q, =const.

Because of this, the mass throughflow equation has the following format:

Q, =2mpw,.rh = 2mhcp(j—pJ" = const.
r
To integrate this differential equation, let’s raise to the power of n:
Q’I _ (27dlc)" rnpn(égJ
" dr
and transform it to the following format:
ap
A=r"p"—,
P dr
where A =(Q, /27hc)" =const .

Separating the variables:

A= prap (20.64)
r
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and introducing the pressure function P*:
P*= [p"dp, (20.65)

so that:
P* =djp"dp =p"'p.
After that, Eq. (20.64) may be rewritten as follows:
Ad—: =P*. (20.66)
r

After integrating from the bottomhole to the charge contour (i. e., using for in-
tegrating Eq. (20.66), the boundary conditions;r = ,,P* = R * and r = R, P* =
= Py¥), the result is:

P,: LA

de*=Pk'—P:=IA£:—= A ( 1 J A (20.67)
A r

P( rr

n-1\r"" R - (n=r’
Substituting A, represented through reservoir parameters and filtration para-
meters, in Eq. (20.67):
PP = o y
Q@ahe) (n—Dr”

k

and from this, the flow-rate equation is obtained:

n-l 1
Q, =2rher.” [(n—-1)(F - Pk (20.68)
On assuming an arbitrary point (r,P*) as the lower integration limit in Eq. (20.67),
the result is equation for the pressure function distribution in the reservoir:

P; - P: = _A _I_T ___1_1 (20.69)
n-1{ r" R
Or, eliminating A through Eq. (20.67),
P*(r)=F - (B - P:)r:“[ e ] r<r<R.  (20.70)
r k

The pressure function derived from Eq. (20.65) is:
for an incompressible liquid:

P*=pip+C, (20.71)
for an ideal gas (under the isothermal filtration):

" |
pr=[| PP | gy | Pum | P, (20.72)
Pam Patn n-1
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By substituting Egs. (20.71) and (20.72) into Egs. (20.68) and (20.70) equations
for the flow-rate and pressure distribution is obtained for the liquid and ideal gas, re-
spectively. Filtration velocity equation is then derived from the flow-rate equation.

Now, let’s list all equations for the radial-plane filtration under the exponential
law for an incompressible liquid.

The mass flow-rate:

n-l 1
0, =2aper.” [(n=1)p, - p}: (20.73)

the volume flow-rate:

n-l 1
Q. =2mhcr.” [(n-D(p, - p)}; (20.74)

pressure distribution in the reservoir:

o 11
P = p, = (p = P, '(rn_l _F]’ r<r<k; (2073
k

filtration velocity:

n-1

- 1
=2 _ fniyp, - pb (20.76)
2mrh r

If n = 2 is chosen in Egs. (20.73)—(20.76), the result is Krasnopolsky filtration
law formulae:
The mass flow-rate:

Q, =2mhpcyr.(p,—p.) (20.77)

pressure distribution in the reservoir:

i 1
p(r)=p,—(p,—pr. (———), r.<r<R; (20.78)

r R,

filtration velocity:
1
Q cr? ;

=—=—=_¢ - . 20.79
oh - o, - Pk (20.79)

The formulae for radial-plane filtration of ideal gas under the exponential
law are:
for the mass flow-rate:

1

=l -1 + n+ n

Q, =27hpier," %ﬂ[&%w: - P! ‘)] ; (20.80)
atm
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for the volume tric flow-rate normalized for the atmospheric conditions:
1

(pr - p:”')} : (20.81)

al
2rhpyer,” [(n -1
Qam =

Pam (n+1)

for pressure distribution in the reservoir:

+ n+ n+ n- 1 1
p(r)=p; 1_(Pk I_Pc l)rc 1[ Al _T} rLSrsR; (20.82)
r R;
and for filtration velocity:
il '
cr.” -1 n+ n+ "
w2 ot =D ey | (20.83)
2mh rp(r)| (n+1)

If n = 2is chosen in Egs. (20.80)—(20.83), the result is the formulae of the
Krasnopolsky filtration law.

Following Eq. (20.75), the pressure distribution curve for incompressible
liquid has the shape of a hyperbola to a power on n-1, i. e., the drawdown funnel is
a rotational hyperboloid. The funnel’s steepness near the borehole is higher than
that of a logarithmic curve. The p(r) curve for the gas, Eq. (20.82), is positioned
higher than for the liquid (at the same py and p. values). Calculations show that for
any py, Pe, Ry and r. values over 80 % of the total drawdown (px — p.) is lost at a
distance of 1 meter from the borehole. The mass throughflow for fluids, Eq. (20.73),
is proportional to the pressure drawdown to the power of 1/n. Thus, the indicator

curve Q = flAp) at 1 <n <2 has the appearance of

0 Y an exponential curve convex towards the flow-rate
> axis, and the curve’s exponent is a fraction, less
\\e than 2. At filtration under Krasnoselsky law, as

S 7 Eq. (20.76) shows, the indicator curve is a parabola.
Fig. 20.17 displays the incompressible liquid

3 flow indicator curves under the linear filtration law
e (n = 1), under nonlinear filtration laws (1 < n < 2)
Ap and n = 2. All the above is valid also for the gas
indicator curves if they are plotted in the coordi-

n+l

nates Oy, (or Qum) and p;" — p;‘”. Both for liquids

Fig. 20.17

and gases, the throughflow value is in proportion with the well radius to the (n —
1)/n power (\/Z for Krasnoselsky’s law), i. e., this correlation is much stronger
than under Darcy’s law.

Filtration velocity along the flow line changes same way under the nonlinear

filtration as it does under the linear filtration; for the liquid, w is in inverse proportion
with the radius, and for the gas, in inverse proportion with rp(r).
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CHAPTER XXI

UNIDIMENSIONAL FILTRATION
OF INCOMPRESSIBLE LIQUID AND GAS
IN A NONUNIFORM RESERVOIRS
UNDER DARCY’S LAW

1. Major types of reservoir nonuniformities

In nature, productive hydrocarbon reservoirs are rarely uniform, i. e., such that
the reservoir properties are identical for the entire reservoir. If permeability, porosity
clearance, specific surface area, etc. change in a reservoir, such reservoir is called
nonuniform.

However, permeability changes in the reservoir are sometimes so chaotic that
significant reservoir volume may be considered as uniformly permeable on the av-
erage. Filtration flow parameters in such reservoirs with great accuracy repeat pa-
rameters of the filtration flows reviewed in the preceding paragraphs for uniform
reservoirs.

Often, however, substantial reservoir volumes significantly differ from one
another in their reservoir properties. These are so-called macro-nonuniform reser-
voirs whose parameter differences strongly affect the nature of the filtration flow.
It may be acceptable for the calculations of elementary filtration flows within the
macro-nonuniform reservoirs to resort to simplified flow geometry and to derive
equivalent values of the filtration resistance factors. These values may be used with
the equations derived in the preceding paragraph for a uniform reservoir.

The following types of the macro-nonuniformities are identified in the hydro-
carbon reservoirs:

(1) Lamination nonuniformity. In such a case, the reservoir’s thickness is sub-
divided into several laminae. Reservoir properties within each lamina are
considered to be uniform and different from those in the adjacent laminae.
Such reservoirs are also called thickness-nonuniform. The separation boun-
daries between the laminae of different permeabilities are considered plane.
Thus, it is assumed in a lamination nonuniformity reservoir model that
permeability, porosity, etc. change only from one lamina to the next and
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are a piecewise-constant functions of the vertical coordinate. It may be as-
sumed either that individual laminae — interbeds are separated by imperme-
able boundaries (the case of hydraulically isolated laminae) or cross-flows
between the laminae must be taken into consideration (the case of hydrauli-
cally communicating laminae). In the first case, it is possible to determine
the filtration parameters using unidimensional flow schematics. In the second
case, an accurate determination, generally speaking, requires the solution of
two-dimensional filtration problems.

(2) Zonal nonuniformity. In such a case, filtration properties change in the la-
mination plane, i. e., the reservoir includes several zones (areas of the reser-
voir). Reservoir properties within each zone are assumed to be identical and
are assumed to change abruptly at the zones’ boundaries.

(3) Continuous or random nonuniformity. In real life, some reservoirs have re-
servoir properties which change continuously or randomly from one point
in the reservoir to the next. In solving forward problems of the subsurface
hydromechanics, reservoir properties are assumed given. So, for the reser-
voirs with a continuous or random nonuniformity these properties are as-
sumed to be given by the known continuous or random functions of the
coordinates of filtration volume points.

For instance, in the process of drilling, the drilling mud filters into the hydro-
carbon reservoir and degrade its reservoir properties. The reservoir invasion into
the reservoir while drilling occurs uniformly, and reservoir properties degrade con-
tinuously from the well into the reservoir. However, such nonuniformity may be
modeled as zonal as well as continuous.

Thus, the following may be identified as a result of simplifying filtra-
tion flows:

(1) Rectilinear-parallel, radial-plane and radial-spherical flows within non-
uniformly laminated reservoir.

(2) Rectilinear-parallel, radial-plane and radial-spherical flows within zo-
nally nonuniform reservoir.

(3) Rectilinear-parallel, radial-plane and radial-spherical flows within re-
servoirs where permeability is a continuous or random function of the
filtration volume points.

For completeness, filtration within nonuniform reservoir should be analyzed for
various fluids (incompressible and compressible fluids; and also for non-Newtonian
liquids under the linear and nonlinear filtration laws). However, the volume of this
monograph does not allow for such a detailed consideration, so the review is limited
to the analysis of most typical cases and will note that the methodological approch
remains he same.

Now the unidimensional liquid and gas flows are analyzed within the nonuni-
form reservoirs under Darcy’s law.
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2. Rectilinear-parallel flow within nonuniformly-
stratified reservoir

Suppose a horizontal layer with thickness & and width B includes n laminae with
permeability k; and porosity &, i = 1, 2, ..., n (Fig. 21.1). The reservoir is saturated
with a liquid or gas. Constant pressure p; is maintained at the charge contour. Con-
stant pressure pga (Px > Pgat) is maintained at the other boundary (gallery) positio-
ned at a distance L from the charge contour. In the case where no crossflows
exist between the lamina, the flow is rectilinear-parallel flow within each lamina using
Eqgs. (20.4) and (20.5) for determining pressure, filtration velocity and flow-rate for
the incompressible liquid filtration derived in the preceding Chapter:

p(x)=p, __M‘_L—pﬂalx

-_kop_ k. _kPPw

pox 4 p L7

WXS=Q=£p_"__ps_als‘
u L

klamlshl
kymy,h,

k,mh,

i

>

x

0 k,mh,
L
Fig. 21. 1. Rectilinear-nonuniform flow in a nonuniformly-stratified reservoir: 1 — p(x)

for the liquid, 2 — p(x) for the gas

X

The difference, however, is that the pressure distribution equation is the same for
all beds, but the filtration velocity and flow-rate will be distinct for each of them:

p(x) = p - PP, @L.1)
wi=£pk_pgal, (212)
y7i L
Q' =&Mh13_ (21.3)
7] L

Egs (21.1), (21.2) and (21.3) include the subscript i, which indicates the num-
ber of the lamina ranging between 1 and ».
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The differences in Egs. (21.1), (21.2) and (21.3) are, clearly, due to the fact
that although the pressure drawdown in all laminae is the same, the laminae reser-
voir properties and size differ. Apparently, the filtration velocity will be higher
wherever permeability is greater, and the flow-rate will be greater wherever the la-
mina cross-section is larger and permeability is higher.

Using the similarity between the filtration of incompressible liquid and gas,
from Eqgs. (21.1)-(21.3), expressed through Leibensohn’ function, formulas are
derived, which are also valid for the gas filtration:

P -P
P(x)=P, - Lga‘x, (21.4)
, P -P,
'—1‘; = (21.5)
.k P-P
Q;=—‘—" 3 2 p.B. (21.6)
y7i

Therefore, if we assume an ideal gas, and substitute the Leibensohn’ s func-
tion [Eq. (19.32)] into Egs. (21.4)-(21.6), the equations are derived for ideal gas
filtration in the nonuniformly-laminated reservoir:

pk pgal

X, 21.7
px)= 3 (21.7)
2 2 2 2
pwi - k,-pmm P — pgal — k,p(-x) D — pgal , (218)
W L Hp(x) L
’ 0 =KPun Pzl hB. 21.9)
:llpalm L

Now, let’s again use the filtration similarity of incompressible liquid and gas
and make calculations in a general format for both liquid and gas.
The mass throughflow for the entire reservoir is the sum of the throughflows in in-
dividual laminae:

0, ZQ Z Zk (21.10)

It is convenient in hydrodynannc calculatlons to replace equatlons of the fluid
flow within a nonuniform bed with the equation for the uniform bed of the same
size with the average permeability kavg. The value of this average permeability may
be determined from the condition of the flow-rates equality, i. e., from:

k B—Pu, , B - Pal)

k(P — B(P, -
Q — avg( gal)Bh_ ( gal)zkl ” (21‘11)
,UL i=1
one obtains:
kg =D kb /b, k= h. (21.12)

i=l i=1
Therefore, average permeability of a nionuniformly-laminated reservoir does
not depend on a fluid and is the same for both incompressible liquid and gas.
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By substituting the Leibensohn’s function values for the incompressible lig-
uid and ideal gas into Eq. (21.11), the flow-rate equations for the entire nionuni-
formly-laminated reservoir are obtained:

For the incompressible liquid:

B — n
0, = 2P PPl Sy (21.13)
ML i1
for the gas:
2 _ 2 n
g, = BPun(Pi = D) (21.14)
2lupalmL i=l

Fluid particles movement time for the incompressible liquid (not taking the
difference between porosity and clearance into account) may be determined from
Egs. (20.8A) and (20.9A). However, individual values of porosity and permeability
will pertain to each lamina:

2
P Lx and T, =9ﬁ__i_
ki Py~ Pg ki Py~ Pea

Similarly for the gas, Egs. (20.37) and (20.38) transform considering reservoir
properties for each lamina:

, B -p D) A8 ML~ )
l 3k, (p; "P;u)z l 3k (p; - p:al)z

t

i

3. Rectilinear-parallel flow in zonally-nonuniform bed

Suppose a horizontal bed of a constant thickness 4 and constant width B in-
cludes n zones of different permeabilities k;, porosities &;, and lengths [; (i =1, 2, 3,
..., n). Constant pressures p; and pgs are maintained at the bed’s boundaries
(Px > pea), [Fig. 21.2]. Boundaries of each filtration zone are perpendicular to the
flow direction along the x axis.

p
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Fig. 21. 2. Rectilinear-parallel flow in zonally-nonuniform reservoir. p(x) curve for
a liquid.
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A transient-free filtration of a uniform fluid occurs within the bed. So, in each
zone of the zonally-nonuniform bed we have a rectilinear-parallel flow described
by the same equations for pressure, filtration velocity and flowrate. For instance, at
the filtration of incompressible liquid:

p(x)=pk _ pk _pgal X,

L
__kdp_ k. _kPPa
T opx op ' p L
k P
U

wS=Q="tiPug

L

where pressures in the beginning and at the end of each zone are assumed to be,
respectively, the pressures at the charge source and the gallery, and the length is
equal to the zone length. Remember that in a nonuniformly-laminated reservoir,
pressure equation was the same for all laminae with different filtration velocities
and flow-rates. In this case, the filtration velocities and flow-rates are equal in all
zones, but the pressure distribution equations are different for each zone.

The amount entering the reservoir at the charge contour is exiting it at the
gallery. This is a consequence of the mass conservation law at the transient-free
flow for the flow-tube. Therefore, the volume throughflow is the same in all zones,
and at the reservoir’s cross-section having constant area the filtration velocity is
also the same in all zones.

So, the pressure distribution, filtration velocity and flow-rate equations for rec-
tilinear-parallel flow in zonally-nonuniform reservoir have the following format for
each zone of the reservoir (1<i<n):

p,(x):p,—pf"l””'x X, <X< X, (21.15)
w=&__1’f‘lpf+n’ (21.16)

72
Q—— "‘l Li_Enpp (21.17)

Lol

From Eq. (21.15), we can obtain the pressure gradient value for each zone:

dp;(x) —_Pi~ P,
dx l

i

, X <X< X,

Thus, the pressure gradient is constant within each zone but different from one
zone to the next. So the pressure distribution graph is a broken line with straight-
line segments inclined at different angles (Fig. 21.2).
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To set the problem, it is sufficient to assign pressures only at the charge source
and at the gallery. That is why the only known values are p, = py at x; = 0 and
Pn+l =Pgaat x,,,=L= Zli . Therefore, in order to use Eqs. (21.15)~(21.17) for the

i=l
computations, pressures at the boundaries of all zones must be calculated. To de-
termine these pressures, we will find a flow-rate equation expressed through the pa-
rameters given in the problem. Let’s solve Eq. (21.17) for all zones relative to
the pressure drawdown:

p, =Qu, [k, Bh,
py =Qul, Ik, Bh,

Do Pea = Qu, Ik, Bh.
After addition of Egs. (21.18), the result is:

= e = Zz /k,.

Solving this equation relative to Q, we will obtain equation for the flow-rate in
zonally-nonuniform bed at rectilinear-parallel filtration of incompressible liquid:

(21.18)

Bh pk pgal
kS,
i=l

Using Eqgs. (21.17) and (21.19), it is possible to determine pressures at the zone
boundaries. To find p,, Eq. (21.17) is used for the first zone as well as Eq. (21.19):

g PPz _ P~ pgal
1
h Zl Ik,
where the only unknown variable is pressure at the boundary between zones 1 and 2

(all other values are given at the problem setting). Solving it relative to p,, results in:
l] — P~ P gal

Sy,
i=1

In a case the reservoir includes two zones of nonuniformity, from the above
expression, the equation for pressure at the zones’ boundary is derived:

A p I
k, g“'k,'

Zz,. Ik,
i=1

(21.19)

P,=Pc—

Dy 7
P =
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Pressures at the other nonuniformity zone boundaries are found similarly.
Now, the nonuniform reservoir’s average permeability will be determined using
Eq. (21.19):

Q=B_hpk—pgal =kavg pk _pgal Bh,

“sp, #40 L
i=1

and:
DLk, (21.20)
i=1

Thus, average permeability in a zonally-nonuniform reservoir is determined
differently from the Eq. (21.12) law for average permeability in a zonally-uniform
reservoir.

Using the similarity in the filtration of incompressible liquid and gas, from
Eqgs. (21.15)—(21.17) and (21.19) (expressed through Leibensohn’s function) the
transient-free rectilinear-parallel gas filtration through a zonally-nonuniform reser-
voir is derived:

P.(x)=P.—P" Fa Lx, x, <x<x,

w=p-f2 - 2121)
ow = % it "z.PM , (21.22)
0. =%%h3, (21.23)
o =BhE b (21.24)

H Sk,
i=l

Let’s now insert Leibensohn’s function for ideal gas into these Eqs. (21.21)-
(21.24). The result is equations for pressure distribution, mass velocity, mass
throughflow and volume throughflow under atmospheric conditions at transient-
free rectilinear-parallel filtration of ideal gas through the zonally-nonuniform re-
Servoir:

_ piz_le

p;(x)= ] T, x, <x <Xy, (21.25)
pVV k palm pr pl+l (2126)

2:llpatm li
Qm k palm px pl+l hB (2127)

2:up atm li
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0 =B_hp:2 P
Sk,
i=1

Using Eq. (21.28), it is possible to determine average permeability value of a
zonally nonuniform reservoir at gas filtration. It is easy to see that the result will be
the same Eq. (21.20) as for incompressible liquid. The result is clear remembering
the permeability is a parameter of the medium and does not depend on the fluid
properties.

Using Egs. (21.27) and (21.28) the pressures at the zonal boundaries for gas
filtration can be found. To find ps we will equate the expressions from
Eqgs. (21.28) and (21.27) for the flow-rate in the zone 1 and will obtain the follow-
ing equation:

(21.28)

Pi—P; _ Pi =Py
L S,
i=1

where the only variable is pressure at the boundary of the zones 1 and 2 (all other
values are given at the problem setting). Pressures at the other nonuniformity zone
boundaries are found similarly.

The time of a fluid particle run in the zone i of an incompressible liquid model
will be found from equations:

ki

2
=GR g JPE_ L (21.29)
ki P = Pu ki p =P
Similarly, for the gas model:
_A0M - AP - p)
1 3k, (P12 - p12+|)2 ' 3k, (pi2 - pi2+l)2 ‘

In all equations for ¢; determination, the x value ranges as x, < x < x,,, . The to-

(21.30)

tal run-time of the particles within a zonally-nonuniform reservoir is clearly

T=i?}.
i=1

4. Calculation of continuously-nonuniform reservoirs

If non-transient rectilinear flow of incompressible fluid occurs in a reservoir
with continuously changing permeability (i. e., k = k(x)), the liquid and gas flow-
rates are calculated from the following equations:

k(x)ieBh a k(x) dP

o =-22 nd Q, =——2Z pn,
H uodx



404 CHAPTER XXI

Upon separating variables in these differential equations:

Ou dx and dP-—Q'"’u-dx—

Bh k(x) Bh k(x)’
and integrating them:
Pal L
I dp=— —— and dP = I#ix—
Pi k( ) 0 k

gives the distribution in the reservoir of pressure and Leibensohn’s function, re-
spectively:

L
Q.4 dx
Pi— P = and P, =P, ==t Oj@ (21.31)

ol

Therefore, in this case it is possible to determine all parameters of the fluid
flow if the function k(x) is given.

5. Radial-plane flow in a nonuniformly stratified reservoir

Suppose a round horizontal reservoir of thickness & comprises » interbeds of
thickness h;, permeability k;, and porosity &); each, where i = 1, 2, ..., n (Fig. 21.3).
The reservoir is saturated by a liquid or gas, and there is a radial-plane flow to the
central well. The charge source is removed from the well by the distance R;, and
constant pressure p; is maintained there, and constant pressure p. is maintained in
well of radius r. (px >p.). In such a case (provided there are no cross-flows between
the interbeds), there is a radial-plane flow in each of them, and the Egs. (20.22)-
(20.22) are applicable:

pk—pcl _&
R B

log—* r
,

c

p(ry=p, -

_kdp_kip—p)1

u dr ,ulog& r

c

ws =g 2B =P

U log&

c
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Pr

S Ll N

P

Fig. 21.3. Pressure distribution curves for a liquid (1) and gas (2) at radial-plane flow
in a nonuniformly-laminated reservoir.

These are equations for pressure, filtration velocity and flow-rate for an in-
compressible liquid with the difference that the pressure distribution equation is the
same for all interbeds, whereas the filtration velocity and flow-rate will be individual
for each of them:

- R
p(r)=p, < 3 ;f log—+
log—* r
A
wi=_tdp _kp.-p)l (21.32)
u dr ﬂlog& r
o i 27d€,-h,~(pk -p.)
wS =0 = R
M log—
.

c

The flow-rate for the entire reservoir is determined as the total of flow-rates
from all interbeds:

n ; n ; 2” - D, n
Q=2w5,=30 =——(’1"——1€—)Zkih,.. (21.33)
i=l =1 ﬂ log_r_ i=]

Average reservoir permeability value k,y, is determined from the condition of the
flow-rate equality in a nonunifomly-laminated and uniformly-laminated reservoirs:

27w gh(P — P) _ 27(p, — p.) i“‘
log X logRe T
# log # log
Te

c

ik‘.h,. n
and is given by equation k, = = , where h =) h is total reservoir thick-
Y avg h - i

ness. Equations for average reservoir permeability in a nonunifomly-laminated re-
servoir turn out to be the same for radial and rectilinear-parallel filtration.



406 CHAPTER XXI

Using similarity between the incompressible liquid and gas filtration, we derive
from Eq. (21.32) equations for ideal gas filtration in a nonunifomly-laminated reservoir:

P, - P!

P ——-—log&—,

p(r)= )
log —* r
T
2 _ 2
wi =_ﬁ£1_)=k.'pmm(l’k f{)l (2134)
KA oup,, logTr "
.
; . 2zkh(pl - pl)
wipS =@ ==l "Bl

HPum logﬁ
p

c

6. Rectilineal-parallel flow in a nonuniformly stratified reservoir

Suppose a round horizontal reservoir of thickness A comprises n ring-like
zones with different permeabilities k;, and porosity @; each, where i =1, 2, ..., n.
The boundary of each zone has the shape of the side surface of the cylinder coaxial
with the well. At the external boundary on the zone n, which is the charge source
r = Ry (ra+1 = Ry), constant pressure py (p, = pi) is maintained, and constant pres-
sure p. (p. = p1) is maintained at the reservoir’s internal boundary, i. e., at the bot-
tomhole, r = r. (r; = r.) (Fig.21.4).

P

R,

Fig. 21.4. Pressure distribution at radial-plane flow of incompressible liquid in a zonally-
nonuniform reservoir.

The problem setting is such that there is the unidimensional transient-free
flow of a uniform fluid. So, in each zone of this zonally-nonuniform reservoir there
there is a radial-plane filtration with the same calculation equations as for the uniform
reservoir:

=D r,
P;(’) =D —-‘—D”'—R—p-'—log i+l ,
log—*L r

r.
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W= k; dp Ml’ (21.35)
udr uloglst 7
T
ij=Q=m;:p_i)'
M log—+

T

Here, pressures in the beginning and at the end of the zone, respectively, are
taken for pressures at the charge contour and at the well, and the radii of the zone’s
beginning and end are taken for the charge contour and well radii.

Compared with the nonuniformly-laminated reservoir where the pressure distri-
bution equation was the same for all interbeds, whereas the filtration velocity and
flow-rate were individual for each of them, in this case the flow-rate equations for all
zones will be the same, whereas the pressure and filtration velocity distribution equa-
tion will be individual for each zone. Indeed, the same fluid amount entering the re-
servoir at the charge contour is exiting it through the well. This conclusion is based
on the mass conservation law at the transient-free flow. Therefore, the volume flow-
rate is the same in each zone, but the reservoir cross-sections have different areas.
Thus, the filtration velocity will be changing not only from one zone to the next but
also within individual zones. And pressure, filtration velocity and flow-rate distribu-
tion equations at the zonally-nonuniform parallel-plane filtration within each zone of
the reservoir nonuniformity (0 <i < n) have the format of Eq. (21.35).

As in the case of the rectilinear-parallel filtration, Egs. (21.35) cannot be used
for calculations as pressures in the problem setting are given only at the charge
contour and in the well. So, with the first step is finding equation for the flow-rate
expressed through pressures assigned in the problem setting. For this purpose the
flow-rate equations are solved for each zone relative to the pressure difference:

Qu R
—p ==t _Jog Dk
pk pn 2 llh g rn
ou r,
- = log—=
pn pn—l 2 lh grn—1
Qu h
—p, =—=_]og
pl pc 2 lh gr

c ZIngr;

thus:

(21.36)
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Using Eq. (21.36), one can derive the average permeability equation:
_@ Py — P _27dcavgh(pk _pc)

T R
Y. 3 log ml.c/ / slog rk
i=1 i

’

c

and:

log R
’

= c

(21.37)

Using Egs. (21.35) and (21.36), it is possible to determine pressures at the zon-
al boundaries. To find p(;) equating Eq. (21.35) (written for the flow-rate in zone 1)
to Eq. (21.36):

kz lpz .—/pc =— Py _rpc/r , (2138)
ogr/ 1, log i+ /i
N
where the only unknown variable is pressure at the boundary between zones 1
and 2 (all other values are given at the problem setting). The other pressure values
at the zone nonuniformity boundaries may be determined similarly.
Using analogy between filtration of the incompressible liquid and gas,
Eq. (21.35) is used to obtain equations for ideal gas filtration in a zonally-
nonuniform reservoir:

2 2
P,(r) — P12+1 _ Piv1 ~ Pini logh ,
. r.
log i+l i
T
2 2
wjp=_£d_P=ﬁ&Ml (21.39)
B up,, log™=t "
r

i

7d(ih palm(plil B plz)

w:pSl = Qm =
Tint
lupa!m log_

h

To find pressures at the zone boundaries, as we did for incompressible liquid:
first, derive the flow-rate equation expressed through pressures pi and p., and
and after that derive equation similar to Eq. (21.38).

The particle movement-time in each zone may be found from Egs. (20.23)
and (20.24) for incompressible liquid and Eq. (20.49) for the gas with the only
difference that the nonuniformity zone boundaries will play the role of the charge
contour and the well.
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CHAPTER XXII
FLAT TRANSIENT-FREE FILTRATION

1. Major definitions and concepts

Previously, the flow models to a gallery or to a single central well in a round
reservoir have been studied. Real-life oil and gas fields are developed by numerous
wells. Hydrodynamic problems arising in field development include bottomhole
pressure determination at given flow-rates or, conversely, flow-rate determination
at given pressures.

In solving these problems, one has to remember the existence of several oper-
ating wells interfering with one another. The result is that when new wells are
started-up in the field, the total production increases slower than the increase in the
number of wells (Fig. 22.1).

X0,

1 | 1 1 | | 1 J

012 3 45 6 7n

Fig. 22.1. Production vs. number of wells

Therefore, making the problems more complex in order to provide more ade-
quate description of the processes occurring in a hydrocarbon field, it is necessary to
review the setting and solution of the problems involving the simultaneous operation
of several wells. The simplest problems occur when the reservoir is assumed to be
flat, and the wells are assumed to be point sources or sinks. The solution of such
problems acquires a supposition of the potential nature of flow and the potential.

The flow is called potential if there is a scalar function ® such that its gradient
is equal to velocity v, i. e., the following equality is valid:

V= ~grad®,
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where the scalar function & is called the potential. This equation is similar to the
Darcy’s law:

w= —(k/ p)grad p.
If k and i are constants, then:
w=—grad(kp/ i) (22.1)
and:
d=kp/u. (22.2)
Thus, filtration of a liquid with a constant viscosity in an undeformable reservoir
(k = const) is a potential flow.

2. Potential of a point source and sink on an isotropic plane.
Superposition method

Let’s call a point sink the point on a plane which takes in the liquid. A produc-
tion well may be considered as a sink on an assumption that its diameter is infinite-
ly small. The flowlines on a plane around the point sink are straight lines directed
towards the well, and the equal potential lines are circles (Fig. 22a). An injection
well from which the fluid enters the reservoir is a source (Fig. 22.2b).

a) b) @ = const
@ = const
Sink x x
0
w
w
y y

Fig. 22.2. Source and sink on the plane

Let’s determine the potential of a production well (sink). For this purpose,
Eq. (22.1) is projected onto a cylindrical coordinate system. The result is:
do
w=—-:
dr
Because the well is a producer, velocity directed toward the pole of a polar coor-
dinate system is projected onto the Or-axis with the minus sign, and as a result Eq.
(22.3) does not include the minus sign. Now, let’s introduce the specific flow-rate g per
unit of the reservoir thickness, g = Q/h, and express it through filtration velocity:
Q0 2mrhw
h h
Therefore, Eq. (22.3) may be rewritten as:
g _dd
2 dr

(22.3)

=2mw.
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Let’s separate the variables in this equation:

qdr _ dod
2mr
and integrate it:
@ =(q/2n)logr+C, (22.4)

where C is the integration constant. Obviously, the same calculations are valid for a
case of the source on the plane:
O =—-(q/27m)logr+C. (22.5)

Not only the pressure, but also the potentials introduced by Egs. (22.4) and
(22.5) satisfy Laplace’s equation:
'®  I'P
+ =
ax? 9y’
Laplace’s equation is linear and uniform, and for this reason its solutions have
a very important property: the sum of equation’s particular solutions and the prod-
uct of a partial solution and of the constant is also a solution. This property allows
for the application in problem solving of a technique called superposition. The ma-
thematical definition of this technique is as follows. If there are N flows with
potentials:

0. (22.6)

P, =(q;/27)logr+C,, where i=1,2,...,N,

each of which satisfies Laplace’s equation, then the linear combination of these po-
N

tentials @ = z ¢ ®, where c¢; are arbitrary constants, also satisfies Laplace’s
i=l
Eq. (22.6).

Hydrodynamically, this means that if the potential of i well is found for a
case when the only operating well in the reservoir is this i"™ well, then in a joint op-
eration of all N wells the solution is found by algebraic addition. Therefore, veloci-
ty in the reservoir is determined as total summation of the filtration velocity vectors
produced by the operation of each well. Thus, when N wells jointly operate in the
reservoir, the resulting potential in an arbitrary point M is the sum of potentials of
all wells (Fig. 22.2a):

N N
D, =Y (g,/2m)logr +C at C=) C,, (22.7)
i=l i i=1
where r; is the distance between the point M and the i well (i=12,...,N),and C;
are constants.

The filtration velocity vector w at the point M is equal to the sum of the filtra-

tion velocities in each well (Fig. 22.2b):

W=wit Wt W, (22.8)
where the velocity vector modulus |w,| is equal to:

w,|= g,/ 2m;.
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b)

W

Wy

Fig. 22.3. Schematics of the filtration velocities at point M when four sinks (wells)
are operating (a) and the calculation of a resulting velocity at point M (b)

The superposition method can be used both in the case of an infinite reservoir
and in the cases when there is a charge contour of an impermeable boundary. In the
latter cases, imaginary wells are introduced for the problem solving. They help sa-
tisfying the necessary boundary conditions. Then, the performance of the aggrega-
tion of real and imaginary wells in an infinite reservoir is reviewed. This method is
called the reflection of sources and sinks technique.

3. Liquid flow to a group of wells with the remote charge contour

Using the superposition technique, it is possible to calculate the flow-rates,
bottomhole potentials (pressures), filtration velocities, etc., for a group of wells op-
erating in the reservoir with the remote charge contour.

Suppose there are n wells (Fig. 22.4) of radiuses r;, at which the potentials @, are

given; also, the charge contour radius R and the potential @, (contour pressure py)

are given, as well as the distances between wells r; (the distance between i* and fh
wells; obviously, r; = ;). It is required to determine the well (sink) flow-rates g;.

Fig. 22.4. Schematics of a group of wells with the remote charge contour.
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The potential at an arbitrary point M is given by Eq. (22.7). First, the point M
is placed at the bottomhole of each well to obtain n equations:

D, = zi(q, logr, +q,logn, +...4+q,logn,)+C,
b 4

1
@, =5 _(qlogr, +4,logr, +...+,logr,)+C, (22.9)

cn

Q,= 2L(ql logr, +4q,logn, +...+4,logr,) +C,
/4

which contain n + 1 of variables g; (i = 1, 2, ..., n) and C. To be able to solve this
system of equations, one more equation is added which occurs when the point M is
placed at the charge contour:

o, =2L(q1 logR, +g,logR, +..+qylogR)+C. (22.10)
T

It is clear that Eq. (22.10) assumes the distance between all wells and the
charge contour equal to Ry.

The obtain system of equations [Egs. (22.9) and (22.10)] include n + 1 variables
and can be solved appropriately. To find g;, parameter C is excluded from the sys-
tem. For this purpose each equation of the Eq. (22.9) is subtracted sequentially
from Eq. (22.10). The result is n equations:

D, -D, = i[q, log% +..+g, logﬁ +..+qy log&}
......................................................................................... (22.11

cl 1 In

/2
After the numerical values are substituted, the system Eq. (22.11) is a linear
system of equations with respect to ¢;. It can be solved using any technique for
solving systems of linear equations (Kramer, Gauss, etc.).
Let’s now review some application examples of reflection of sources and sinks
technique.

¢, -0, = 21 [ql log&+...+q,. log&+...+qN logBLJ.
.

In in cn

4. Liquid inflow to a well in the reservoir with
a rectilinear charge contour

Suppose the production well is in the reservoir with a rectilinear charge con-
tour, i. e., the reservoir is a semiplane through whose boundary the flow to the well
occurs. The distance between the well and the charge contour is equal to g, the po-
tentials at the charge contour (@, ) and in the well (®_) are given (Fig. 22.5). It is

required to determine the well flow-rate and the potential at any point in the reser-
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voir. In this case, the actual well is mirrored relatively to the rectilinear charge con-
tour. But the flow-rate of the reflected well is given the sign opposite to that of the
actual well’s flow-rate.

Let’s write down the potential for an arbitrary point M:

1
D, =?Z;(qlogrl —qlogn)+C,

and then place the point M first at the well’s wall, and then, on the charge contour.
The result is the system of equations:
1

(qlogr, —glog2a)+C,
V4

b =—
2

o, =L(qlogrk —glogr)+C.
2r

Fig. 22.5. Schematics of liquid inflow to a well operating next to the rectilinear
charge contour.

Let’s solve this system relative to g:
_ 27D, ~-D)

(22.12)
log2alr,

Using the potential expression Eq. (22.4), it is possible to rewrite Eq. (22.12)
as follows:

_ 2h(p ~ p) (22.13)
Mog2alr,

After the flow-rate is found, we will determine the potential at any point in the
TESEervoir:

1
o, =quogr,/r2+d>k, (22.14)

where g is determined from Eq. (22.12).
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If the charge contour were a circle of radius a, the flow-rate would have been
determined from Dupois’ equation:
_ 27kk(p, - p,)
dogalr,
In real life, the charge contour form is often unknown. It is evident, however,

that the charge contour MN (Fig. 22.6) is somewhere between a circle and a
straight line. Therefore, the well flow-rate under these conditions will be:

2”kh(pk _pc) > > 2,lkh(pk _pc)
dlogalr, —~ ploglalr,

Fig. 22.6. Schematics of a reservoir with different charge contours

Filtration velocity at the point M is determined as a geometrical sum of filtra-
tion velocities caused by the performance of the actual and imaginary source wells
(Fig. 22.5), 1. e.:

W=wWgs+ Wy,

where |—u—u| =q/2m and is directed to well A;

;A" =q/2m, and is directed away

from well A. At the charge contour where r; =r,, the filtration velocity vector is
clearly perpendicular to the charge contour line.

Following Eq. (22.14), the equation of the equipotential lines has the following
format:

r/ry=constor r’ +r. =c
Expressing r’ and r through the coordinates of the point M(x,y) and coordi-
nates of the well centers A(0,a) and A’(0,-a), gives r’=(x-a)’ +y’

and r’ =(x+a)’ +y’. After substituting these expressions into the equation for the
equipotentials and performing the necessary transformations:

[ 1+CJ2 2 4a’c
x—a— | +y°' =
I-c -
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o . . . . I+¢
which is the equation of a circle with the center at the point x, = ai— ,y=0and

-
the radius R = 2“‘/%_ 0

’;j"
AN

;'a"ﬁ\\\\
‘.Cl\

RN
\'.l‘

Fig. 22.7. Flow-line and equipotential line families at the liquid flow to a well sink in a
reservoir with the straight-line charge contour (or in an indefinite reservoir to the source
and to the sink).

Changing the value of the constant ¢, results in generating a family of the equi-
potential curves. They represent circles of different radius and the centers located at
different points of the x axis. The flow-line family is circles running through the
centers of both wells, and whose centers are located on the rectilinear segment of
the charge contour. And the equipotentials (isobars) are always orthogonal to the
flow-lines (Fig. 22.7).

5. Liquid inflow to a well in the reservoir near
the impermeable boundary

Suppose the production well is in the reservoir with the impenetrable boundary,
i.e., the reservoir is a semiplane. The distance between the well and impenetrable
boundary is a, the potentials at the charge contour @, and in the well ®_are given; the

charge contour radius is R (Fig. 22.8). It is required to determine well’s flow-rate. In
real life, such a problem may occur when a production well is located near a fault on
reservoir pinch-out line. In such a case, the actual well is mirrored relative to the im-
permeable boundary, and the same sign is assigned to the flow-rate of the reflected
well as of the actual well.

Then the potential at an arbitrary point M is:

D, =L(qlogrl +qlogr,)+C.
2
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Let’s place the point M first on the well’s wall, and then on the charge contour.
The result is:

1 1
D, =E(qlogrc +gqlog2a)+C and @, =E(qlong +qlogR,)+C.

q

Va4

Fig. 22.8. Liquid inflow to a well operating close to a straight-line boundary.

Solving this system relative to g, results in:
_2m(d, -D)

. 22.15
log R /2ar, ( )

Using the potential expression Eq.(22.4), it is appropriate to rewrite
Eq. (22.15) as follows:

_ 27h(p, - p.)

. 22.16
dlog R [ 2ar. ( )

6. Liquid inflow to a well positioned eccentrically
in a round reservoir

Suppose the well is in a reservoir with the circular charge contour but it is lo-
cated at a distance J from the center of the circle (Fig. 22.9). The distance between
the reservoir center and the charge contour is Ry; the potentials at the charge con-
tour @, and in the well @, are given. It is required to determine the well flow-rate

and the potential at any point in the reservoir. In this case, as previously, the actual
well — sink A is mirrored into the imaginary well — source A’ located at a distance a
from the well A on the extension of the line OA. The distance a is determined from
a condition of a constant potential at the contour; therefore, at points M, and M,
located at the charge contour.
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Fig.22.9. Liquid flow to a well eccentrically positioned in a circular reservoir.

Under the superposition technique, the potential at the points M| and M, are:
q R -6
O, =0, ="log—t2—+C, 22.17
LT T 0 B0 (R - ) @217

®, =0, =Liog Rt

— 4+ C. 22.18
2r "a+ (R +6) ( )

From the condition of the potential equality at the points M| and M», equation
for a is:

R-6__ R+
a-(R -08) a+(R +8)’

wherefrom:

a=(RI-6%)/65. (22.19)

In order to determine the flow-rate of well A, it is necessary to determine its
its bottomhole potential:

O =, =%aog¢ ~logr)+C. (22.20)

Subtracting Eq. (22.20) from Eq. (22.17):

®, -0, = Liog2HR=9 _
YT 2 Crla-(R, - 6)]

or, substituting the a expression [Eq. (22.19)] instead of a:

2 2
o, -, =L (R -8")/6(R,-0)
2r T rol(R}-6%)16—(R,—9)]
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Transforming in this equation the expression under the logarithm sign and
solving it relative to g gives the flow rate of a well eccentrically positioned in a
round reservoir:

2n(P, —-D)

R &)
log—*|1-—
gn[ ﬁ)

When the eccentricity is equal to 0, this equation converts to Dupois equation.
To find potential at all points of the reservoir, the superposition technique is
used by writing the potential at an arbitrary point M:

(22.21)

@, =L (logr,—logr)+C=-Llogl +C. (22.22)
2 2r T r
Subtracting Eq. (22.22) from Eq. (22.20) and using Eq. (22.19), results in:
_ q(,iR-9
O, =0 +F|log-Lt—*+ —|. 22.23
M ¢ 27r[ gr2 ré ( )

Potential at an arbitrary point in the reservoir may also be derived by subtract-
ing Eq. (22.22) from Eq. (22.17). In this case:
/)

q r
O, =0, ———|log-1—|. 22.24
M * 27r[ ng Rk) ( )

Clearly, Eqgs. (22.23) and (22.24) are equivalent.

7. On the use of the superposition technique
at the gas filtration

The problems solved earlier dealt with transient-free filtration of incompressi-
ble liquids. Now, in this section these solutions will be expanded for transient-free
filtration of the gas.

As the reader may recall, the superposition technique is based on Laplace’s
equation linearity and uniformity. As it was shown in the previous Chapter, at tran-
sient-free filtration Laplace equation in the case of incompressible liquid is satis-
fied by the pressure distribution, and in the case of compressible liquid and gas,
Leibensohn’s function. Therefore, the superposition technique may be used also at
gas filtration, but only for the potentials defined through Leibensohn’s function.

As the reader may recall, the system of equations for the incompressible fluid
and compressible fluid have, respectively, the following format:

Ap=0, AP =0,

;=—£grad D p—n_1= —kgradP,
H“ H“

P =const, p= p(p) .
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Thus, it is necessary to introduce the potential not for the filtration velocity
vector w but for the filtration mass velocity vector pw, i. e., the following equation
must be realized:

pw=—grad®*, (22.25)
Because of gas filtration:

p;z= —grad®* = —igradP,
M

and from there:

O* = k P. (22.26)

M

Therefore, under transient-free gas filtration the potential linearly correlates
with Leibensohn’s function.

To determine the potential of a producing gas well (sink), Eq. (22.25) is pro-
jected onto a cylindrical coordinate system:

_db*
dr -’

Let’s introduce the mass flow-rate g,, per-unit thickness of the reservoir (gm=

= Qn/h) and express it through mass filtration velocity:

_9, _2mhpw _
q,= PR 2mrpw .
Then Eq. (22.27) can be rewritten as:
Gn _ 40"
2o dr
After separating the variables:

(22.27)

CE Y
27r
and integrating this equation:

Q* = 2‘1—"'10gr +C (22.28)
T

where C is the integration constant.
The same train of thought is applicable for a case when there is a source
on the plane. Then:

(I)*=-—q"'—logr+C.
2

The potential thus introduced, just as the potential introduced through
Eq. (22.20), satisfies Laplace equation:

IO 30r
= +aa%=o. (22.29)
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So, to find solutions through the superposition technique at the transient-free
gas filtration, it is possible to use the earlier solutions for transient-free filtration of
incompressible liquids. The analogy between filtration of an incompressible liquid
and gas is established through the following substitution of variables:

For the incompressible liquid  For the gas

p(x) P(x)
w pw (22.30)
q qm
0ok, ok p
H H

Therefore, substituting the variables in the solutions for the transient-
free filtration of incompressible liquid gives equations for the transient-free
gas filtration.

The system of equations Eq. (22.11) for the flow-rate of a group of wells pro-
ducing from the reservoir with a remote charge contour (gas wells), under the
analogy defined by Eq. (22.30), will transform as follows:

R R
O* —O* = —L(qm, logﬁ+...+qm,. log—%+...+ ¢, log——"—}
27 T r;

......................................................................................... (22.31)

cl 1i in

O* —D* ! (qml log-Ri+...+q,m. logﬁ+...+qm,v logﬁ}
T, T,

’in in cn

For a gas well case, the equation for the per-unit thickness of a well operating
in the reservoir with impermeable boundary Eq. (22.12) transforms to the following
format:

27t(®; ~ ;)

— 22.32
InR? /2ar, ( )

qn =

Eqgs. (22.15) and (22.16) for the unit thickness flow-rate and the flow-rate of

an oil well from a reservoir with the rectilinear charge contour will transform for a
gas well as follows:

_2m(D* —-D*)

_—

22.33
log2alr, ( )

_ 2nkh(F, —F)

= 22.34
Mogalr, ( )

Q”l
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Equation for the potential at any point in the gas reservoir with a rectilinear
charge contour is:

*

D], =Lqm logr/r,+®,,
2r

where g 1s determined from Eq. (22.33).

Similar changes will occur in equations for the flow-rate of a well eccentrical-
ly positioned in a round reservoir [Eq. (22.21)]. and for the potential at any point in
the reservoir [Egs. (22.23) and (22.24)]. The result is:

27(D, — D))

m = s (22.35)
! lo & 1—-6—2
TR
. . q n R} -6
D, =P +2}log-- ,
M c 2”( grz "(‘6
. . g rn o
D, =P, —2ilog+— |. 22.36
M k 27r( gr2 Rk) ( )

Eqgs. (22.35) and (22.36), and Eqs. (22.21)-(22.24), at § — 0, have the passage
to the limit and become the equations for the potential of an arbitrary point under
the central well case. Indeed:

R

6,
o

a

therefore, at & — 0:

2
k

rzza—)—g and , > r
where r is the distance between the central well and an arbitrary point M.
Therefore:

q r{r q r q R,
O, ->P +—|log—| 2 ||=0, +—log—=P, ———log—=~.
M ¢ 27[( grz(rc)] S grc Y & r

8. Fluids inflow to infinite well lines and ring well rows

Let’s now review the equivalent filtration resistance technique commonly used
in the oil field development designing (Borisov). The technique uses the analogy
between the fluid flow in a porous medium and the electric current in wires.

Let’s go, without a derivation, over a solution of the problem of a fluid flow to
a single infinite well line. The well spacing is 20, and they are located at a dis-
tance L from a rectilinear charge contour. Let’s assume that the potential at the
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charge contour is @,, and on the well walls, @, (Fig. 22.10). It is required to deter-
mine the flow-rate of each well and the total rate N of the well in the line.

| B{l IB’ q)c| @c
—§=O==f== Q= O~} —0-——-
20| | |

IEEE
o 14l 4 | 9
PN + _____ DN

Fig. 22.10. A rectilinear well line

The problem is solved using the superposition technique. The line of the sink
wells is mirrored relative to the charge contour into the source wells. Then, the in-
terference of both well lines in an infinite reservoir is analyzed. The particles will
move at the highest velocity along the line AB running through the sink well and
the source well. The particles will move at the slowest velocity along the line A’B’
dividing in-half the distance between the wells, as due to the flow symmetry the
lines are impermeable boundaries.

The flow-rate of each well is determined from the following equation:

2z (@, -®,)

In2sh 7L +1n C.
c
e

- _;_(enL/a _ —nL/a)

L . L
where sh—’f— is hyperbolic sine. In a case L >0, the value
o

/% i small, and In 2sh(zLl/o)=Ine™’ =xL/o.

Thus, when L > &, the well flow-rate may be found as:
_2”((Dk-(bc)_ q)k_q)c

e

=771 c L 1 c’ (22.37)
—+h— —+—In—
o nr. 20 2 o7,
or, designating:
L_, 1,0
20 2 mr P

Eq. (22.37) may be formatted as follows:
(‘DK B (DC )

. (22.38)
p+p

q:
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Eq. (22.38) is analogous to the Ohm’s law. For this reason, Borisov called
the p value the ring well row external filtration resistance, and the p value, the
internal resistance.

Thus, the fluids flow to the well line may be represented by the wiring of
equivalent filtration resistances as shown in Fig. 22.11.

p
i)

)

¢

Fig. 22.11. Wiring of filtration resistances at the flow to an infinite well line.

The amperage here is an analog of the flow-rate ¢, and the electric potential
difference is an analog of the filtration potential difference. The composite rate N
of the well in the rectilinear line is:

— — _ ((I)K—(I)c) — D, —D.
0, =0ON =¢ghN = —7 L o =L 2 > (22.39)

—+——Ih— + n—
20Nh 27zNh 7mr, kh20N 27khN r7r,

Comparing Eqgs. (22.38) and (22.39) gives the external filtration resistance of
p=L/20kN , and the internal resistance, p' =In(o/7zr.)/27hN .

Suppose a semi-infinite reservoir with the rectilinear charge contour is devel-
oped by three parallel well lines of m,, m, and m, wells. Suppose all wells have

equal radiuses r,,r,,7, and bottomhole pressures p_,p.,,p.;- The composite
rates of the lines are Q,,0,,0, .
Te wiring of the corresponding filtration resistances is shown in Fig. 22.12.

12 P2 Ps
P o—{ T} — L I
OO0, ot 0; o;
o' | el 0 |, Ol | ps
Pa P P

Fig. 22.12. Wiring of filtration resistances at the flow to three well lines.
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The wiring is designed similar to the electric wiring using the Ohm’s and
Kirchhoff’s laws. Depending on what is given and what is required, linear algebraic

equations are written either for the rates Q,,0,,0, or for the bottomhole pres-

sures p,, P.,» P.; - The external resistances are determined as:
=L /20,hm,, p,=L,[20,hm,, p;=L,/20:hm,, (22.40)

where L, L,,L, are distances, correspondingly, between the charge contour and the

first line, between the first and second lines, and between the second and third lines
(if the problem is being solved using potentials in Egs. (22.39)), and:

P, =L [khB, , p, =1L, [khB,, p,=puL,[khB, (22.41)
where B, =20,m, (do not sum over i !), problem is being solved using pressures in
Eqgs. (22.39).

Internal resistances are determined from the following equations:
D SR -/ S P o M £ O
= In—, ———1In 22.42
P 27zkhm, 5 zr, F2= 2xkhm, 7&r, = 2wkhm,  7r, ( )

The rate of a single well in a ring well row which is composed of m wells
(Fig. 22.13)

Fig. 22.13. Design of a ring well row

In a circular reservoir of the radius R, :

2zh(@,-®,) _ 27kh(p - p.) (22.43)

Q‘ = Rm R2m Rm R2m
1n|: ;m-—l [1 - _RlTn_J} ﬂln{ Rm 1 (1 - R’Zm J
mr.K % k

where R, is the ring well row radius; r, is the well radius.

c
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If the number of wells in he ring row is greater than five, (R /R, )2"' <1,
Eq. (22.43) may be simplified. Besides, if R, /mr, = 0/xr, is subtracted, the approx-

imate equation is:

. Zﬂ'kh(pk—pc)
= . 22.44
¢ #(minR, /R +Ino/xr,) ( )

The external and internal filtration resistances are defined as:

p=t B g p=” n% (22.45)

2nkh R, 2xkhm 7,
For a case of two ring well rows coaxial with the circular charge contour, the
flow to the wells is calculated using the equivalent filtration resistance wiring as
shown in Fig. 22.14.

o+ Q0 Q:

Fig. 22.14. Wiring of filtration resistances in the case of a flow to two ring well rows

The external and internal filtration resistances are found from the following
equations:

R U R
= 1 ke H = In—
P omn R P T TR,
- U U o,
In =—Fr—In—% 22.46
o= 2mkhm, 71, WP 2khm,  7r, (22.46)

where R, R, are ring well rows radiuses, and m,,m, are a number of wells in a row.

For a case of three ring well rows coaxial with the circular charge contour, the
flow to the wells is calculated using the equivalent filtration resistance wiring as
shown in Fig. 22.12. The external and internal filtration resistances are found from
equations:

“o, Ry U “ o, Ry
=_ln—s -_— e b l
P = 2 en R P27 T R2 ' P3 T S e R,
M g ' 02 ' H g,
= In—-, In— = In—= (2247
P 2rkhm,  7r. 2= 2khm, v’ " 2mkhm, 7. (2247

where R, R,,R, are ring well rows radiuses, m,,m,,m, are a number of wells in
aring row.
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CHAPTER XXIII

NON-STATIONARY FLOW OF AN ELASTIC FLUID
IN AN ELASTIC RESERVOIR

1. Elastic reservoir drive

In the process of hydrocarbon field development, non-stationary processes of-
ten arise in the reservoirs. They may be associated with well infill or shut-ins,
changes in the rate of fluid withdrawal from wells, etc. Typically, for the non-
stationary processes the formation pressure redistribution changes in the filtration
velocity with time subsequent to the change in well flow-rates. The quantitative para-
meters of the non-stationary processes (the values of pressure, velocity, flow-rate
changes) depend on the elastic properties of the reservoirs and their saturating fluids
This means that the major form of the reservoir energy providing for the fluid flow
to the wells in the non-stationary process environment is the energy of fluids’ (oil
and water) and rock matrix’s elastic deformation.

A mathematical model introduced below considers the elastic forces in a single-
phase filtration flow. Thus, it is assumed that pressure at any point in the flow is
is above the liquid-by-gas saturation pressure.

When a well is put on-production in the elastic drive environment, the fluids’
motion begins at the expense of using the potential energy of the reservoir’s elastic
deformation. It begins near the bottomhole first, and then spreads to the more dis-
tant reservoir areas. Indeed, when formation pressure declines, the elastic counte-
raction of the reservoir against the overlying rock mass decreases. This results in a
decrease in the pore volume, which, in turn, increases fluids’ compression. These
entire phenomenons facilitate the displacement of the fluid from the reservoir to
wells. The volume elastic deformation factors for both fluids and the solid rock ma-
trix are very small. But due to significant reservoir volume and volume of its satu-
rating fluids, the fluid amounts recovered from the reservoir due to the reservoir
and fluids elasticity may be quite significant.

In some cases, the fluid flow to the wells is supported by pressure of the water
entering the reservoir from the charge area. In such cases, the reservoir drive is
called elastic water drive. There is also another variety of the elastic drive. It is the
enclosed elastic drive. There are oil accumulations within traps closed from all
sides: the productive reservoir pinches-out at a small distance from the oil accumu-
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lation or sliced by a fault or faults. At the initial stages of the development of such
accumulations, until the formation pressure declines to the saturation pressure lim-
it, the fluid flows under the closed elastic drive.

A typical feature of the elastic drive in the process of oilfield development is
the long time it takes for the formation pressure to redistribute or the fluid with-
drawal rate to change after the well began producing. The reason is that very signif-
icant resistance arises as the viscous fluid flows in the reservoir. The non-
stationary processes are in direct proportion with the reservoir permeability & and in
inverse proportion with fluid’s viscosity g, fluid’s volume compressibility fq and
solid rock’s matrix compressibility f..

The initial studies of the elastic drive by Muskat, Schilthuis, Hearst, Tseis and
Jacob did not take the volume elasticity of the reservoir into consideration. The
elastic drive theory which did consider the matrix’s elastic properties was devel-
oped by Shchelkachev (1999).

2. Calculation of elastic fluid reserves of a reservoir

The elastic fluid reserves are the amounts of the fluids that may be extracted
from the reservoir under declining pressure as a result of the reservoir solid ma-
trix’s and its saturating fluid’s volume elasticity. Although the elastic volume de-
formation factors are very low for both fluids and reservoir’s solid matrix (see
Chapter XIX), the reservoir volume is very big so that the fluid’s elastic reserves in
the reservoir may be very significant. As the formation pressure declines, the flu-
id’s elastic reserves of a reservoir naturally decrease. If the formation pressure in-
creases, the fluid’s elastic reserves increase subsequently.

The fluid’s elastic reserves in a reservoir may be calculated as follows. Let’s
conceptually identify a reservoir volume’s element Vy. Suppose Vp g is the fluid’s
volume saturating this reservoir volume’s element V, at formation pressure pg.
Let’s determine the fluid’s elastic reserves from its volume as measured under the
initial formation pressure. Let’s designate AV, as a change in the fluid’s elastic
reserves within Vp volume when pressure at all points of the reservoir changes
by Ap. According to Egs. (19.22) and (19.40), replacing the differentials of the fluid’s
pressure and volume and pore volume by finite differences, results in:

—BiiqVo 1ighp = AViiq and BcVoAp = AV

It was assumed, when deriving the formula for the fluid’s volume compressibility
factor fiig, that only the hydrostatic pressure acted on the fluid. For this reason, when
pressure increases (the compression environment), fluid’s volume decreases, and
vice versa. Thus fiq factor has the minus sign. Under the elastic drive, when
pressure in the reservoir declines, fluid’s volume decreases. Such fluid’s behavior
is caused by the fact that the fluid in question is positioned within pores, and
following the equation for ., under decreased pressure the pore volume also dec-
reases, and the fluid experiences the compressing action from the solid matrix.
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Thus, the minus sign in front of Bjiq is omitted. Assuming that the change in the
elastic reserves includes AVj;q and AV e

AVies = ,BlquO liqu + ,BcVOAp (231)

The initial volume of fluid saturating the reservoir volume element Vj is equal
to the total pore volume within the element:

Voiiq = DV, (23.2)

where & is reservoir porosity.
Now it is possible tp rewrite Eq. (23.1) as follows:

AVres = (Dfiiq + fc)VoAp, (23.3)
or:
AVies = 8 VoAp, (23.4)
where:
B =D Biiq + fe. 23.5)

B factor is called reservoir storativity or elastic capacity. Following Eq. (23.4), the
storativity § is equal to the change in fluid’s elastic reserves per reservoir unit vo-
lume at the formation pressure change by one unit:

. AV
B =
0P

If Eqs. (23.3) and (23.4) are related to an oilfield under development in the
environment of the closed elastic drive, the Vj should be treated as the reservoir
volume where pressure by a given moment in time changed by Ap. At that, by de-

finition, it is assumed that:
Ap = pk - pw.avg (236)

where p, is initial formation pressure and p, . is average pressure weighted over
the disturbed volume Vy. p,,,, may be calculated if the geometry of the disturbed
reservoir volume and pressure distribution within this volume are known.
By differentiating Eq. (23.4):
d(AVres) = fdIVo(1)Ap).

On the other hand, the change in the elastic fluid volume within the reservoir
over the time interval df may be found from:

d(AVres) = Q(D)dt,

where Q(¢) is the flow-rate of all wells producing from a given oil accumulation.
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By equating the right portions of these two equations, the differential equation
of the oil accumulation depletion under the closed elastic drive is obtained:

B d[Vo()Ap] = Q(H)dt. (23.7)

This equation for finding approximate solutions under the elastic drive theory
will be used.

3. Mathematical model of the elastic fluid non-stationary
filtration in an elastic porous medium

Hydrodynamics of the elastic filtration drive is extremely important not only
theoretically, but also in practice of oil gas field development. The knowledge of
these basics enables the most complete utilization of the formation fluids’ elastic
reserves for providing the flow into the wells, the correct understanding of the elas-
tic water-head system’s potential capability to displace the fluids, and the solution
of the so-called inverse problems of reservoir property determination based on the
flow-rate or pressure changes. As a rule, only a small portion of the hydrocarbon
reserves (2 to 5 %) is recovered under the natural elastic drive. However, there are
cases where the elastic forces are so great that a much greater fraction of the re-
serves may be produced. For instance, the oil recovery factor from a major Tengiz
Field in Kazakhstan under the elastic drive is expected to reach 20 %.

To derive major differential equations of the elastic fluid’s filtration in an elas-
tic porous medium, the flow continuity equation, the motion equations (Darcy’s
law) and equations of state of the porous medium and its saturating fluid will be
used. Also the mathematical model described in Chapter XIX with system of equa-
tions of Eq. (19.8) is used:

a?% +divpw =0,
w= —%(gradp +p), (23.8)

p=p(p), ©=3(p), k=k(p), u=u(p).

After discarding the mass forces and introduction of Leibensohn’s generalized
function, the system converts to the following format [Eq. (19.21)]:

oDp

o

p@:—gradP,

p=p(p), O=B(p), k=k(p), u=u(p),

po (k)
u(p)

—AP=0,

(23.9)

p(p)dp.
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The equations of state for an elastic fluid and an elastic porous medium as de-
rived earlier Eqs. (19.24) and (19.42) are used as equations of state for the medium
and fluid:

P =poll+ B (p— p) (23.10)

and:

D = Do +B:(p - po). (23.11)
It is assumed that permeability k and viscosity g are constant. Laboratory stu-
dies and the field development practice indicate, however, that on a number of oc-
casions as a result of arising deformations reservoir permeability also changes. It is
especially typical for the deep hydrocarbon accumulations. This case, however, is
not considered in the model under consideration. Therefore, the introduction of
another equation of state, k = k(J(p)), will make the model much more complex.
Thus, despite numerous developments in the elastic drive theory accounting for k =
= k(D)p) correlation, the introduction of this more general treatment would make
this Section too complicated, so the authors recommend all interested readers to refer
to the specialized monographs.

4. Derivation of the differential equation of the elastic fluid
filtration in an elastic porous medium under Darcy’s law

Let’s now review a mathematical model of non-stationary flow of the elastic
fluid. It is assumed that the fluid complies with the Darcy’s law and flows within a
deformable porous medium [Eq. (23.9)] with equations of state [Eqgs. (23.10) and
(23.11)} at k = onst and 2 =const. The complete system of equations has the fol-
lowing format:

99p _ap-o,
ot
p; =—grad P,

p=pll+ ﬂliq(p = Pyl
D=0+ B.(p— py),
k =const, y =const,

k
P== [pdp.

U

It is demonstrated that all equations in the system define the mathematical

model. However, for the problem setting and solution within the model’s frame-

work, it is desirable to transform equations to a single equation for the function to
be determined.



432 CHAPTER XXIII

After substituting Leibensohn’s function into first equation:

I@p) _ k
ot 7

A j pdp. (23.12)
Let’s now transform the left part by using equation of state for an elastic fluid
and elastic porous medium [Egs. (23.10) and (23.11)]:
p=pll+ By (p—py)l, @=Cy+ B.(p - py)
and calculate the product Jp:
@p=Bypy +(@opoBiq + PoBIP— Po)+ LB P~ Py)’.

The last member of this equation is small compared to two others and may be
disregarded (as a reminder: for the oils, B, is 7%107'° to 30*107'° Pa’'; for the

formation water it is 2.7%107'% to 5*107'° Pa™'; the volume compressibility factor
of the reservoir B, =0.3to 2*107'° Pa™"). Then, considering Eq. (23.5), results in:

Dp =Dpyll+ B (p~py)/By],
and from there, after differentiating with respect to time ¢:

0dp) _  0p
= (23.13)

Next, let’s transform the right part of Eq. (23.12):

-l foar)

Substituting the equation of state for the elastic fluid Eq. (23.10) under integral,
results in:

k k 2
;A(Ipdp):;A(pop+p0ﬂ“q[—1;——popj+CJ. (23.14)

Again, as the fluid is slightly-compressible and the S, factor is small, the
second component can be disregarded:

£ o) . @i

Substituting Eqgs. (23.13) and (23.15) into the source differential Eq. (23.12)
and obtaining the differential equation with respect to pressure:
.0p k

F 2o (23.16)
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or in Cartesian coordinates:

op_ [9°p 0’pdp
Ey _’{axz + % 92 ) (23.17)
The notation xis:
k
K=—7t. (23.18)
up

Eq. (23.16) is the main differential equation of the elastic filtration drive theory.
It is so called the piezo-conductivity equation. This equation is similar to the heat-
transfer type differential equations (Fourier equations), which is one of the basic
equations of mathematical physics.

The « factor describes velocity at which formation pressure redistributes at
non-stationary filtration of an elastic fluid in the elastic porous medium. It is usual-
ly called the piezo-conductivity factor by analogy with the thermal conductivity
factor in heat transfer equation.

The dimensionality of the x factor may be found from Eq. (23.18):

__k L L
(1 LU'MT'LM'T* T

[x]

>

where L, M and T are, respectively, the dimensions of length, mass and time. The
most common values of the piezo-conductivity factor encountered in the oil indus-
try are between 0.1 and 5 m%/s.

The piezo-conductivity equation is only applicable for a slightly-compressible
elastic fluid with ,B“q(p— P,)<<1. If this condition is not observed, then in trans-

forming from Eqgs. (23.14) to (23.15) the component with ﬂ“q cannot be disregarded.

It would result in a significant increase of equation’s complexity and its becoming
nonlinear.

5. Unidimensional filtration of an elastic fluid.
Point-solutions of the piezo-conductivity equation.
Main equation of the elastic drive theory

In this section the simplest point-solutions of the piezo-conductivity Eq. (23.16)
for the unidimensional flows will be reviewed.

5.1. Rectilinear-parallel filtration of an elastic fluid

Case 1. Inflow to the gallery at which constant pressure is maintained. Sup-
pose constant initial formation pressure py is maintained in the semi-infinite hori-
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zontal reservoir of a constant thickness i and width B. At the gallery (at x = 0)
pressure is instantaneously dropped to pg, and is subsequently maintained at the
same level (i. e., pga = const). At any remote point (x — e ) pressure is equal py at
any moment in time.

Under these conditions, non-stationary rectilinear-parallel flow of an elastic
fluid emerges in the elastic deformable reservoir. Pressure an any point x of the
flow and at any time may be determined by integrating the piezo-conductivity
Eq. (23.17), which for the unidimensional flow in the Cartesian coordinates is:

2
g—f:rraan,O<x<°°. (23.19)

The initial and boundary conditions formulated earlier are as follows:

p(x,f)=patr=0;
pix.t)=p at x=0, t>0; (23.20)
p(x,t)=p atx=co, t20.

The problem requires the gallery flow-rate Q(z) and pressure at any point in
the flow and at any point in time, 1. e., the function p(x,r).

Let’s use the dimensionality analysis to show that., arguments on which pres-
sure is dependent may be combined into a single dimensionless complex on which
the function p(x,7) will depend.

Let’s denote P=(p— p,,)/(p, — py) as the dimensionless pressure which, as

Egs. (23.19) and (23.20) show, depends on the time ¢, coordinate x and piezo-
conductivity factor «, i. e.:
P = fix,t, k).

Dimensionalities of these variables are as follows: [x] = L, [f] = T, and [k] =
=17, They may be used to construct a dimensionless complex x/ x/; . By as-
suming the value u = x/(2x/;) as a new variable, the problem is then limited to
finding the dimensionless pressure P which depends only on u: P = f{u). As a result
of such transition, the boundary conditions [Eq. (23.20)] can be rewritten:

P=0 atu=0;

23.21
P=1 atuy=-co, ( )

Because the differential Eq. (23.19) is linear, similar equation exists for the
dimensionless pressure P as for the dimensional pressure p:

oP 9P

9t Kax2'

(23.22)
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Using the complex function differentiation rule, partial derivative with respect
to the coordinate and time may be expressed through a derivative with respect to
dimensionless variable. As a result of differentiation:

OP_dPou_dP 1 _
ox dudx du2Jxt’
aP_dPau_dP[ 1 ]_dpdzP

W dmn el 2f7) ded

R TR TP 2 .
ox? ox\ox) oxldu2Jir) 2kt du® ox 4xxr du®’

Substituting the values of the derivatives into Eq. (23.22), results in an ordinary
differential equation:

2
d [;+2u£=0, (23.23)
du du

which must be solved under conditions listed in Eq. (23.21). For this purpose, the
parameter dP/du = & is introduced; then, Eq. (23.23) changes to:

%\ oug=0. (23.24)
du

And, after separating the variables:

if— =-2udu,
¢

and, performing integration:
log& = —u* +logC,,
finally results in:

$= P _ Ce™, (23.25)
du

where C) is integration constant.
After integrating Eq. (23.25) and applying the first condition in Eq. (23.21):

P= cl"je'"’du.
0



436 CHAPTER XXIII

Now, the second condition in Eq. (23.20) is used to find the integration con-
stant Cy. Taking the upper limit in the integral to infinity, results in:

1= Cluj‘e_"zdu.
0

It is known form integral calculus that Ie'"zdu =7 /2, so the preceding equa-
0

tion gives C, = 2/x, and finally:
=y
P=— Ie_" du . (23.26)
0

Integral Eq. (23.26) is called the probability integral. It is a tabulated function
ranging in value between 0 and 1 and has a special notation

x

2 2 , X
—_ J‘e"‘ du =erf| ——

r ; (2\/5]'

Thus, P = erf ( ] and the pressure distribution law in non-stationary recti-
N

linear-parallel filtration flow of an elastic fluid has the following format:

X

= - rf . 23.27
P =Pt (p—Ppue (2\/5] ( )

Typical pressure distribution curves at different moments in time in the non-
stationary rectilinear-parallel flow of an elastic fluid in a gallery produced at con-
stant bottomhole pressure p,,= const are displayed in Fig. 23.1.,

4

P

Pon
LLLLL L LLLLLL LI 1 0017
7777 777777 7777777777777

Fig. 23.1. Pressure distribution at different moments in time within a non-stationary rectili-
near-parallel flow of an elastic fluid with p,,, = const.
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Let’s find the gallery flow-rate Q. The plus sign is associated to the flow-rate
from gallery (x = 0) when the flow is moving against the x axis, and dp/dx>0.

k(o op
- u(aj 0= (aj (23:28)

where B and h are, respectively, reservoir’s width and thickness. After taking de-
rivative of Eq. (23.27):

Under Darcy’s law:

dp 2 {2\/_] Pk~ Pga
£ = =——= 23.29
(ax l:o (Pe=pe) T2 NT 2\/ V7Kt ( )
x=(}

Gallery’s flow-rate at any moment in time may be determined by substituting
pressure gradient dp/dx from Eq. (23.29) into Eq. (23.28):

k pk pgal
Bh. (23.30)
“u
The latter equation indicates that gallery’s rate declines with time in proportion
with 1/+/t and tends to zero at t — . At t =0, Eq. (23.30) gives in the infinite
value of the flow-rate, which is a consequence of pressure jump at the gallery
from p, to p,,at the initial moment in time.

Cumulative oil production V., by the time t is determined by:

k P Pea

Vi = |Q)drt =
J U

_2k(p - pyJBh‘J;

th e

]

i. e., immediately upon the beginning of the production it rapidly increases, but sub-
sequently grows very slowly (Fig. 23.2).

Q’ chm

0 t

Fig. 23.2. Fluid’s flow rate and production level vs. time after the gallery startup with
Dgal = CONSL.
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Case 2. Flow into the gallery where a constant flow-rate is maintained. Sup-
pose from the same kind of semi-infinite reservoir as in Case 1 at the moment in
time ¢ = 0 a gallery begins producing at a constant volume flow-rate Q. It is re-
quired to determine formation pressure at any point in the reservoir at any moment
in time.

Mathematically, the problem reduces to the integration of the same equation
Eq. (23.22) with different initial and boundary conditions:

p(x,t)=p, att=0;

w(x,t)=£a—p=w, =const at x=0, t>0; (23.31)
M Ox

p(x.t)=p, att>0, x - oo,

The first condition, as in previous Case, gives the pressure distribution in the
reservoir prior to the gallery start-up. Thus, at the initial moment in time pressure at
any points in the reservoir is constant and is equal to the contour pressure. The
second condition sets permanency of gallery’s flow-rate after its start-up. Follow-
ing condition 3, the disturbed zone boundary with time moves to infinity.

For integrating the piezo-conductivity equation, both portions of the Eq. (23.22)
are multiplied by x// and then take derivative with respect to x. The result is:

Loxot u '
then, changing the order of calculating the derivatives:
2
9fxp)_ Ip(KP] (23.32)
ot\ u ox ox* | u ox
Considering:
LA w(x, 1),
M Ox

Eqg. (23.32) can be rewritten as follows:

ow(x,1) _ Kazw(x,t)
ot ox*
This latter equation in its format also coincides with the heat-transfer Eq. (23.22).

Therefore, the solution of Eq. (23.33) will be similar to Eq. (23.26), with pressure
p being replaced by the filtration velocity w:

(23.33)

2

w=Cerf (L) +C,. (23.34)
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And one has to keep in mind that the initial and boundary conditions for w are:
wx,0) =0, w(0,0) =w,.
Using these conditions we will find the integration constants. At ¢ = O follow-

ing Eq. (23.34):

0=C, % feau+c,
0

and as je‘"zdu = \/—7;/2, then:

0
0=C+C,.

The second condition at x = 0 provides:
2 %
w=C—=|e"* du+C,.
1 1 \/'7; 6[ 2

From these two equations C; = w; and C, = -wy; therefore:

J
wix,t) = wl[l —erf(z j;ﬂ = fa_fc . (23.35)

In order to find pressure distribution in the flow, it is necessary to integrate
Eq. (23.35) with respect to x with constant time ¢.

1

X X \/;1—
K top 2 ME
— == I-— |e™ d
(-)[ax " N 5[ ¢
After integrating:
R
x| 2
k k 2 e
p(x,)-p(0,)) =—wx———=w, e du dx. (23.36)
pour Oj

The last component is then integrated part-by-part as:
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So, Eq. (23.36) can be rewritten as:

o, X |—e /4
)= p(0,1)="—x|l—erf + . 23.37
p(x,0)= p(0,1) X J{ e (2\/;) \/;x/Z\/_KT_:l ( )

Considering that p(0,f) is pressure at the gallery, i.e., p(0,f) = pga(?), from
Eq. (23.37) it is possible to determine the pressure at any point in the flow:

2 —xl14n
p(x,t) = pgal%{x(l—-erf( > j_’;)}—j_‘/g(l —e )} (23.38)

In order to determine the pressure change at the gallery pgu(f), the boundary
condition p(x,f) = px at x > o is substituted into Eq. (23.38). As at x > oo,

erf(L\)—H, the product x(l—erf(LD gives invalid solution of a co*(

2 2n

kind. Expanding this equation under Lopitale’s rule, it is possible to show that this

-x21an

product tends to zero. Also, considering that e — 0 when x — oo

2w
pga](t) =D~ k\/;l\/g

or:

ou2Jx
B =p —=——F. 23.39)
Dga Dy Bh k\/; (

At long time the solution of Eq. (23.39) loses its physical meaning. Indeed,
as the process is not time-limited, it is possible to indicate such ¢ values at which
Pga (1) <O. This result means that the accepted boundary condition w(0,t) = const =
= w; is excessively “rigid”, and its implementation would require large negative

pressure over a long ¢. In real life, such pressure will not occur but, rather, cavita-
tions near the gallery will arise.
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5.2. Rectilinear-parallel filtration flow of an elastic fluid.
The main equation of the elastic filtration regime theory

Suppose there is a production well of the “zero” radius (point sink) in an unli-
mited horizontal reservoir of thickness 4. Initial formation pressure within the en-
tire reservoir is the same and is equal to px. The well is started-up at the moment in
time 7 = 0 at a flow-rate Qy. As a result, a non-stationary radial-plane flow of an
elastic fluid occurs.

Pressure distribution in the reservoir p(r,?) at any point and any place in time is
determined by integrating Eq (23.16), which for the radial flow in the cylindrical
coordinate system is:

%) ’p 19
a_!t’= a_ré’+78_1:) (23.40)

The problem has the following initial and boundary conditions:

p(rat)z pk att:Oa

p(rit)=pyat >0 and r — oo (23.41)
Q=@(ra—p) =, =const at ¢>0.
ﬂ ar r=0

The first condition implies that at initial time 7 = O pressure within the entire
reservoir was constant and equal to the contour pressure. The second condition in-
dicates that the boundary of the disturbed zone (i. €., the radius at which pressure
is equal o the contour pressure) is moving with time and for long time tends to in-
finity. Following the third condition, the well’s flow-rate is maintained constant.

Let’s write the latter condition as:

) _ Gk
[r > Jmo = dh (23.42)

As previously shown, the dimensionalities of the equations should be ex-
amined. The pressure distribution in the reservoir depends on the five definitive
variables: r, t, x, px and Quu/(2mkh). Dimensionalities of these variables are as
follows:

[1=L, (=T, and [x] =L’T", [pu] = [p]. [Qus/(2mkh)] = [p],
where [p] is the dimensionality of pressure. Thus the pressure dimensionality re-
duces to a dimensionless format, P = p/py, depending only on two dimensionless
parameters (because out of five parameters, three have independent dimensionali-
ties (7, ¢, px)). Therefore:

_ Ot __r
P—f[f,zﬂkhpk} £ e (23.43)
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Thus, Eq. (23.40) can be converted to a regular differential equation. Let’s
take derivative of Eq. (23.43) and find the representation of the partial derivatives
with respect to independent variables ¢ and r through the variables with respect to
the variable:

P _OPE P _P £ FP_ 1 9P

& 92 or 9Em ot 4moE

Substituting these expressions into Eq. (23.40), results in an ordinary differential
equation:

°P (1 dpP
—+| =42 |m===0, 23.44
o (5 5) df (@49
which should be integrated with the conditions obtained from Eq. (23.41) through
the transformation to dimensionless format:

P(&)=1at £ >,

fd—P O . (23.45)
dé £=0 27kchp,
Let’s now use a substitution:
dp _
dé

and obtain from Eq. (21.44):
Ll + (l + 2§Jv =0

g \&
d?f ooz (23.46)

After integrating Eq. (23.46):
logé +logv=-&" +1ogC,, (23.47)

where C| is the integration constant.
Rearranging Eq. (23.47), gives:
P <
v _ce (23.48)
dg 4
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After integrating Eq. (23.48) from £to infinity, and accounting for the first con-
dition from Eq. (23.41):

oo e_§2
P(&) =—C, IT d¢. (23.49)
¢

C, can be found by multiplying Eq. (23.49) by ¢, directing £ to infinity and using the
second condition of Eq. (23.45):

c =k
27khp,

Then, Eq. (23.49) can be transformed to appear as:

P(&) = (23.50)

27zkh -[f

This integral is easily reduced to the tabular format by a substitution:
_rl di_du
4xr,’ E 2w’

Back substitution from the dimensionless pressure P to dimensional p = Pp,,
results in:

p(r,t)=p,. - I 23.51)

2/(4n)

2kh

The integral in Eq. (23.51) is called the integral exponential function. It is a
tabular integral and is denoted:

2 oo -u
N e
—Ei (——] = I du.
4’“ riaxt) u
Thus, pressure at any point in the rectilinear-parallel flow under the elastic filtra-
tion regime is determined from the following equation:

= _%_ —Fi __rz_ 52
p(r.t)=p, Zﬂkh{ El( 4’“]} (23.52)

This equation is called the major equation of the elastic regime theory. It is
widely used in practical applications for the interpretation of well testing results,
for calculations of pressure distribution at the elastic fluids’ filtration, etc.
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The integral exponential function may be represented as a series:

which converges at any x values (0 < x <o), y is Euler’s constant (an irrational value
whose approximate value for hydrodynamic calculation is accepted as 0.5772).

When the variable x changes from O to e, the function —Ei(-x) rapidly declines
from eoto 0. The graph of this function is displayed in Fig. 23.3. At small x values,
the series total may be disregarded; then:

—Ei(—x) =log 1 0.5772.
x

—Ei(—x)

|
I
1.5 \

1
N\
0.5 N

T~

0 0.5 1 1.5 2 x

Fig. 23.3. An integral exponential function.

The estimated error is:
2

025 % when x = — <0.01;
4t

5.7 % whenx=<0.1;

9.7 % when x = <0.14.
2
Therefore, for the values x = ;—m <1, pressure may be determined from equation:

Qi |, 4axt
A)=po— log—--0.5772|. 23.53
Pt =pe = | log— (23.53)
From Eq. (23.52), the fluid throughflow through any cylindrical surface of ra-
dius r and filtration velocity can be determined, respectively, from equations:
k dp

o(r,1) = ;Ezmh =Qe ', (23.54)
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=D (23.55)
2nrh

The latter equation tells us that the stationary velocity w, =Q%lzrh is

reached very rapidly at a short distance from the well as the value of the piezo-
conductivity factor is usually very high.

In theoretical studies of non-stationary formation pressure redistribution
processes, it is convenient to use dimensionless Fourier parameter fo and Fo, serving
as dimensionless time and determined from the following equations:
= E,_ Fo = ﬁz .

Ry

I

fo (23.56)

Depending on the problem, one or the other Fourier parameter may be used.

Strictly speaking, the major equation of the elastic drive [Eq. (23.52)] is valid
only for a point sink (at r. = 0) in a limitless reservoir (R, =o).

Shchelkachev (1990) compared the results obtained from Eq. (23.52) with the
results computed with the precise equation (Van Everdingen, Hurst), which considers

the finite radius of the well .. He found that the pressure error as determined from
Eq. (23.52)is

0.6 % at fo =100
2.3 % atfo=25
5% at fo=10
and 9.4% at fo=5

of the charge contour radius (or the radius of the circular impermeable reservoir
boundary).

Let’s now estimate the practical meaning of this error. Suppose k' = 1 m?s,
r.=0.1 m. Then, assuming fo = 100:

2 012

t=fole =100——=1s.
K

Therefore, already 1 second after the well startup the bottomhole pressure cal-
culations from Eq. (23.52) will have an error of no greater that 0.6 %. Therefore,
for the wells of a regular size, Eq. (23.52) provides for a high accuracy at the very
early stage (and even more so, at the later stages) of the pressure redistribution
process.

Direct calculation showed that in most practical cases, when a well was pro-
ducing from a finite open reservoir, a simple Eq. (23.52) for an infinite reservoir
may be used for a long period of time. The error of the bottomhole pressure does
not exceed 0.08 % at Fo<0.2,1% at Fo<0.35and 1.9 % at Fo<0.5.
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To calculate formation pressure at any point in the open circular reservoir at
r<0.1R_, it is also possible to use Eq. (23.52) with accuracy of up to 0.2 % for the

infinite reservoir (provided R, 2 lOsrc, 0.1R,, Fo<0.2).

In addition to these estimations, it is important to note that the bottomhole
pressure difference in the finite (open and closed) and infinite reservoirs does not
exceed 1 % if Fo<0.33, R, 250r, orif Fo<0.35, R, 21,000r,.

Solutions of Fourier’s differential Eq. (23.40) for different cases of the elastic
fluid filtration within limited open and closed reservoirs are represented by infinite
series of the special Bessel’s functions.

In conclusion, let’s see how the piezometric curves look near a well producing
at a constant flow-rate Qp (Fig. 23.4). For the point close to the bottomhole
Eq. (23.53) can be used. By taking derivative of this equation with respect to the
coordinate r, the pressure gradient can be found as follows:

op/or = Quu(27kr).

This equation shows that pressure gradient for r values satisfying the inequality

r* <0.03*4x for any practical purpose does not depend on ¢ and is determined

from the same equation as for non-transient parallel-plane filtration of an incom-

pressible fluid. For these r values, the piezometric curves are logarithmic curves

(Fig. 23.4). Bottomhole pressure declines with time; the # angles of the tangents at
the bottomhole are equal for all curves.

p

“|_p=p, t=0
¢
5 b

9 <

y77773 /////////////(/{///ﬁ /(L

VLUl

Fig. 23.4. Piezometric curves at startup of a well with a constant flow-rate Q ; . — well

radius; R, — radius of the circular charge contour or radius of the circular impermeable
reservoir boundary.

6. Approximate solution techniques of the elastic drive problems

It was shown in the preceding paragraphs that the solutions of boundary prob-
lems for the non-stationary filtration of an elastic fluid in an elastic porous medium
within infinite and finite reservoirs may be obtained using the well-known integra-
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tion methods of the piezo-conductivity (heat-transfer) differential Eq. (23.16).
However, in many cases such solutions are represented by the complicated equa-
tions in form of infinitely-slowly converging series or an improper integral contain-
ing special functions. For this reason, attempts were undertaken to find effective
approximate solutions of the non-stationary filtration of an elastic fluid in an elastic
porous medium. In the next section some of these methods, which gained wide acc-
eptance in the solution of the elastic drive problems, will be reviewed.

6.1. Method of sequential change of stationary states

One of the simplest approximate techniques for the solution of the elastic drive
problems is the sequential change of stationary states (SCSS) method developed by
I.A. Charny (1963) and commonly used in practice.

At each movement, the reservoir is subdivided into two areas, one disturbed and
the other, undisturbed. It is assumed that in the disturbed area, which begins from the
well’s wall, pressure is distributed so that the fluid flow within the area is non-
transient, and the external boundary of the area is serving at a given moment in
time as the charge contour. Pressure within the undisturbed reservoir area is con-
stant anywhere and is equal to the initial contour pressure. The motion pattern of
the movable boundary between the disturbed and undisturbed areas is determined
from the material balance equation and boundary conditions.

The separation of the flow into two areas (disturbed and undisturbed) calls for
the consideration of the formation pressure redistribution process as if occurring
into two phases. During phase one, the disturbed area boundary continuously expands.
As soon as it reaches the reservoir boundary, phase two begins. In a theoretical
study of the process in conditions of an infinite reservoir, we are dealing only with
phase one whose duration is not restricted.

Let’s now conduct the calculation of non-stationary unidimensional flows of
an elastic fluid using the SCSS technique.

A rectilinear non-stationary filtration of an elastic fluid.

Case 1. Inflow to the gallery where a constant flow-rate Q is maintained. Sup-
pose at the time t = 0, a rectilinear gallery is started-up from a horizontal reservoir
of the thickness # and width B. A constant flow-rate Q is maintained in the gallery.
Prior to the start-up, pressure in the entire reservoir was constant and equal to px.

By the moment in time ¢ after the gallery start-up the disturbed area boundary
will spread to length I(f) (Fig. 23.5). Pressure distribution within this area is consi-
dered to be steady-state (see Chapter XX, sec. 2), i. e., it is described by the linear
equation:

p(x,0)=p, —T(l(t)—x), 0<x<i@). (23.57)
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Px

pgall

pgalz (tl) [(tz)

Rt 7—————=X--

Fig. 23.5. Pressure distribution in the rectilinear —parallel flow after the PSSS technique.

It is required to find the rule of motion in time of the disturbed area’s external
boundary I(¢).

Eq. (23.7) is used, which is the condition of the production over a period d¢ be-
ing equal to the change in the fluid’s elastic reserve within the disturbed reservoir
area over the same period of time:

Qdt = fd[V ()Ap], (23.58)
where V(t) is the volume of the disturbed reservoir area:
V(¢) = Bhi(2), (23.59)

_pk+pgal — pk_pgal

AP = Py~ Pyavg = Pi 2 > (23.60)
Inasmuch as at x = 0, py(¥) = pga(?), from Eq. (23.57):
0=kPPug,
and from there
QU®) _ P~ Pou (23.61)

2kBh 2
After substituting Egs. (23.59)-(23.61) into Eq. (23.58):

—g 9 g L4
e=4 dt(Bhlszh)’

and, as Q = const:
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and from there:
2cdt=d* (k=ki(up)).
After performing integration:
I =+2x . (23.62)

Therefore, Eq (23.57) for pressure distribution in the reservoir will have the
following format:

p(x,t)=pk—7%'[—:;(\/2x‘t—x), 0<x<\2xt,
plx,t)=p,, x>~2k1

The p, — p,, pressure drawdown found using the approximate Eq. (23.63) dif-

(23.63)

fers by 25 % from the value determined from the exact Eq. (23.39).

Case 2. Inflow to the gallery where constant bottomhole pressure is main-
tained (pga = const). In the same reservoir as in Case 1 the production gallery
started-up at the moment in time ¢ =0 with a constant bottomhole pressure pg, =
= const. Before the production startup pressure in the entire reservoir was constant
and equal to py It is required to find pressure distribution, the rule of motion in time
of the disturbed area’s external boundary I(¢), and change in time of gallery’s flow-
rate Q(1).

Gallery’s flow-rate under the transient-free conditions is:
=k(Pk—Pgal) Bhap
@) Tuox

The problem is solved similarly to Case 1 with the only difference that the fol-
lowing expressions should be substituted into Eq. (23.58) for fluid’s elastic reserve:

V() = Bhl(1),

o

x=0

pk +pgal — pk _pgal
2 2

Ap pk pwavg pk-

( pgal)

Bh,
u@)

o=

and as aresult:

P~ o) gy g =ﬂ‘s[3h1—p* - pg*"]
M) 2

After performing the arithmetic transformation and integration:

I(t)=2Jrr .
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Therefore, pressure distribution within the disturbed reservoir area is deter-
mined by the expression:

1
p(x,t)= Dy _(pk _pgal)(l_m} 0<x$2\/§, (2364)

p(x’t) =Py X> ZN/E,
and the gallery flow-rate:
_ k(pk B pgal)

Q(t)—“—zﬂT

The gallery flow-rate error as determined from Eq. (23.65) compared to the
precise Eq. (23.27) is 11 %. Therefore, it is better to use the sequential change of
stationary states method in the case of non-stationary rectilinear-parallel flows
when a constant pressure drawdown is given.

Radial-plane non-stationary flow of an elastic fluid.

Case 1. Flow to the well whose flow-rate Q is maintained constant. Suppose in
an infinite horizontal reservoir of a constant thickness # at the moment in time ¢ = 0,
a production well of a radius . begins producing at a constant flow-rate Q. Prior to
the well start-up, pressure in the entire reservoir was constant and equal to py.

Under the SCSS technique, it is assumed in the time ¢ since the well start-up a
disturbed area of a radius R(¢) forms around the well. Pressure within this area will
be distributed under the stationary law:

Bh. (23.65)

_ Qu . R
p(r.)=p, > log pt (23.66)
Pressure within the rest of the reservoir is constant and equal to initial forma-
tion pressure py.
It is required to find the rule of motion in time of the disturbed area’s external
boundary R(f).
Pressure distribution curves at different moments in time in such a flow are
displayed in Fig. 23.6. The well flow-rate can be found from equation similar to
Dupois formula:

py t=0

Fig. 23.6. Pressure distribution in the radial-plane flow at different moments in time under
the PSSS technique (withdrawal is conducted at Q = const).
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2ah(p, - p. (1))
‘“"g(R(/ )
The size of the disturbed area may be found from material balance Eq. (23.58) at:
V)= 2{R @) =12, Ap=p, = Pyg- (23.68)

Weighted average formation pressure p, . in the transient-free radial-plane
flow (see Chapter XX, sec. 3) is determined from Eq. (20.25):

Q= (23.67)

pk —pc
ZIOgBQ

r,

¢

pw.avg = pk -

and from there, in considering of Eq. (23.66):

. R _ pk+pga] _ Qﬂ
Ap - pk pw,avg - R(t) - 27zkh . (2369)

2log—+=

r

c

The rule of motion in time of the disturbed area R(r)’s external boundary may
be found by substituting Eqs.(23.68) and (23.69) into the material balance
Eq. (23.58):

4xdr=d (R*(t)-r?),
and after integrating from O to ¢ and from r. to R(¢):

R(t)=+r’+4x . (23.70)

Then, Eq. (23.66) is used to determine pressure at any point in the reservoir at
any point in time ¢

JrP +4x
p(x,t)=p, - Ox log s Sr<yrl+4m,

27kh (23.71)
p(x,0)=p,, r>r’ +4x.
The pressure drawdown at the moment :
r’+4x
Ap.=p - p.)= Qﬂ i 8 : (23.72)

c

Comparison of Eq. (23.71) results with the pressure drawdown determined from
the exact Eq.(23.52), shows that the relative error decreases with time and is 10.6%
when fo=&t/r.= 100, 7.5 % when fo= 10°, and 5.7 % when fo = 10",
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Case 2. Flow to the well where constant pressure p. = const is maintained. In
case of the radial-plane fluid flow into the well started-up at a constant bottomhole
pressure p. = const, the rule of motion in time of the disturbed area’s boundary is
expressed by an integral in the form of a slowly converging series, so the solution
is not quoted here. The calculation of motion in time of the disturbed area’s boun-
dary in this case may be determined from the graph (Fig. 23.7).

R(®)

.
810’ Z
6'103 /‘/
410’

2-10°

0 05 1 15 210fo
Fig. 23.7. Dimensionless radius of the disturbed area R(z)/r. vs. dimensionless time £, at

fluid withdrawal with a constant bottomhole pressure p_ = const.

Well’s flow-rate is determined from Dupois’ Eq. (23.67) at p. = const.

A comparison with the exact calculations shows that the error in rate’s deter-
mination using the SCSS technique is about 5 %.

It is important to note that in case of both linear and radial filtration, the pres-
sure gradient in the transition point from the disturbed to undisturbed area expe-
riences a disruption, which is one of the reasons of discrepancies between the
SCSS calculations and the exact calculations. The SCSS, however, is an effective cal-
culation technique, and thus it is commonly used not only in the problems asso-
ciated with filtration of single-phase fluids but even in the problems of gas and lig-
uid flow and problems of fluid/gas separation boundary motion.

Pressure distribution in the filtration area as determined by SCSS technique is
a rather rough approximation. The technique works much better for the flow-
rate vs. pressure drawdown correlation, especially at radial filtration.

6.2. Pirverdian’s technique

This method is similar to the SCSS, but is more accurate. According to the SCSS,
the non-stationary flow at each moment in time is mentally subdivided into two
areas, disturbed and undisturbed. Their boundary is also determined based on mate-
rial balance equation. As opposed to the SCSS technique, however, pressure dis-
tribution in the disturbed area is assigned in the form of a squared parabola, so that
the piezometric curve at the boundary of the areas were tangential to a horizontal
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line representing pressure in the undisturbed area. Pressure distribution will no
longer be stationary, and the pressure gradient at the boundary of the areas becomes
equal to zero. This provides for a smooth connection of the pressure profile in the
disturbed and undisturbed areas.

Let’s review the rectilinear-parallel non-stationary flow of an elastic fluid.

Case 1. Inflow into a gallery where a constant flow-rate Q is maintained. Sup-
pose a gallery started-up producing at a constant flow-rate Q from a horizontal re-
servoir of a constant thickness # and width B. Prior to the production start-up, pres-
sure px in the entire reservoir was equal.

p
P =

Fig. 23.8. Pressure distribution in a rectilinear-parallel flow under the Pirverdyan’s
technique.

By the moment in time ¢ after the start-up, the disturbed area boundary will
advance by the length I(f), and the pressure distribution curve within this area will
be a parabola. The pressure distribution graph in the reservoir by the time ¢ after the
gallery start-up is displayed in Fig. 23.8. The parabolas equation describing the
pressure distribution in the disturbed area is as follows:

_*
it)

The gallery’s flow-rate is determined from Darcy’s law:

p(x,1)= P = (P~ P )(1 ] , 0<x<I(r). (23.73)

M ox

(23.74)

x=0 *

The pressure gradient at the gallery g_p o can be found by differentiating
x

Eq. (23.73) and substituting x = 0 in the obtained expression:

_ 2(pk - pgal)
=TT (23.75)

P
ox
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Substituting Eq. (23.75) into Eq. (23.74), the equation for the gallery flow-rate
can be obtained:

2& (P — pgal)Bh

TR

(23.76)

The rule of the disturbed area boundary motion is determined from the materi-
al balance Eq. (23.58) and considering Eq. (23.59) at Ap=p, - p,,,,,- Now, it is

possible to determine the weighted average formation pressure within the disturbed
area by the moment ¢ in time using the distribution Eq. (23.73):

1 @ ’ (P = Peal)
pw.avg_v(t)V(J:)p( l() J‘{pk_(pk pgal)( l( )J}" pk__3‘—.

Therefore, the pressure change is:

(py _pgal)

Ap:pk_pw.avg = 3

Using Eq. (23.76), the above equation can be transformed to:
Ap — (pk B pgal) = Q/d(t)
3 6kBh

and further, by substituting Eqs. (23.59) and (23.77) into the material balance
Eq. (23.58):

(23.77)

2 Qu
Qdt=p dl:Bhl ®) 6th]

wherefrom:
6rxdt =di*(1),
and, after integrating from O to ¢ and from Q to I:

I(t)=\/6xt . (23.78)

Thus, the pressure distribution equation in the disturbed area assumes the fol-
lowing format:

p(x,t)=p, — 2th,/ (l—fj 0<x < j6xt),

p(x,t)=p,, x>,/6Kt.

(23.79)
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The calculation of pressure drawdown (p, — p,,) from Eq. (23.79) results in

an error of about 9 % compared with the exact solution, i. e., 2.5 times smaller than
using the SCSS technique.

Case 2. Inflow into a gallery where a constant pressure pgy is maintained.
Suppose there is the rectilinear-parallel flow of an elastic fluid to the gallery, which
is started-up producing at a constant bottomhole pressure pg, = const. Prior to the
production start-up, pressure py in the entire reservoir was equal.

To obtain an approximate solution using the Pirverdian’s technique the same
approach as in Case 1 is used. Let’s substitute the expressions for the throughflow,
volume and pressure drawdown into the material balance Eq. (23.58):

=2_’i(pk_pgal)
uo )

(Pk - pga]) )

¢ 3

Bh, V(t) = Bhl(t)a AP = pk_pw.avg =

The result is differential equation:
6xdt=I1(@)dl(@),

after integrating, the rule for the flow in the disturbed area boundary is obtained:

1(t)=+12kdr .

Substituting the found rule into equations for pressure distribution Eq. (23.73)
and flow-rate Eq. (23.76), gives the pressure equation within the reservoir’s dis-
turbed area:

2
W)= Dy 7D T Py . ,

and from the gallery’s flow-rate:

&(pk_pgal)Bh=2£(pk_pgal)Bh‘

=2 23.80
Q a 1) M J12xdt ( )

The calculation of the gallery flow-rate from the approximate Eq. (23.80) re-
sults in an error of about 2.5 % compared with the exact solution, i. e., better than 2
times more precise than using the SCSS technique.

6.3. Integral relationships technique

The integral ratios technique proposed by Barenblatt, similar to the boundary
layer techniques for the viscous fluid flow, provides approximate solution of some
problems of non-stationary filtration for an elastic fluid with the needed accuracy.



456 CHAPTER XXIII

The technique is base on the following assumptions:

1. At any moment in time the reservoir is subdivided into the finite disturbed
area and non-disturbed area where there is no motion.

2. The pressure distribution in the disturbed area is represented by a binomial
in the powers of the coordinate x or r (in a case of the radial flow, a loga-
rithmic term is added) with the time-dependent coefficients so that for a rec-
tilinear-parallel flow:

p(x,t)=a0(1)+al(t)%+...+an(t) X 0<x<i(), (23.81)

")

for a radial-plane filtration:

n

r.t)=a,(t)lo +a,(t)+a,(t t r.<r< 2
p(r.1) =ay(t)log—— () () +a,(t)— (1) n+1()R,,() R(1), (23.82)
where the number of terms n is selected depending on the desired solution
accuracy.

3. The binomial coefficients ag, a1, az, ..., G, and the size of the disturbed area

I(t) — or R(¢) are derived from (a) the conditions at the gallery (or the bottom-
hole), (b) the conditions of pressure continuity and smoothness of the pres-
sure curve at the boundary of the disturbed area, and (c) special integral ratios
which are found as follows:

In the case of inflow to the gallery, both the right and left portions of pieso-
conductivity Eq. (23.19) are multiplied by x*(k =1,2, ...,) and integrated over the
the entire disturbed area:

jx*a—pdx= x jxk—pdx. (23.83)

In the case of inflow to the well, the right and left portions of differential
equation is multiplied by 7 (k = 1, 2, ...) and integration is performed over the en-
tire disturbed area:

L Op | 8( BpJ R
—dr=x = |r'dr. .84
j. o j.rar rarr r (23.84)

If the Eqgs. (23.81) and (23.82) are substituted into Eqs. (23.83) and (23.84),
respectively, and the necessary integrations is performed, the missing relationships
for the determination of the factors aq(?), a;(f), ... and I(t) — or R(r) will be
obtained.

The first of these integral relationships (at k = 0 in the case of inflow to the
gallery, k = 1 in the case of inflow to the well) is material balance equation from
which the coordinate of the disturbed area boundary /(¢) or R(z) is found.
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If it is assumed n = | in Eq. (23.81) and #n =0 in Eq. (23.82), the solution cor-
responding to the SCSS technique Eqs. (23.63), (23.64), (23.71), depending on condi-
tions at the gallery or the bottomhole, will be obtained. If n =2 in Eq. (23.81), then a
specific case of the integral relationships technique is the Pirverdian’s method.

Now, the integral relationships technique will be used to solve, for example, a
problem of the parallel-plane non-stationary filtration of an elastic fluid to the well
of radius r; put on production at the moment in time ¢ =0 with a constant flow-
rate Q. The formation pressure at the initial moment is constant within the entire
reservoir and is equal to py.

The pressure distribution is assigned within the disturbed area [, < r < R(¢)] as:

r r
1) =alog——+a, +a,—, 23.85
p(r.t)=a, gR(t) a +a, RO) ( )

i. €., a linear binomial.

Factors ag, a; and a; are determined from the conditions at the bottomhole and
at the disturbed area boundary.

The condition at the bottomhole, according to Eq. (23.41), is:

Q=Tra— at r=r. (2386)

At the boundary of the disturbed area:

p=p, at r=R(),

B_p =0 at r=R(), (23.87)
or

where the second condition is the pressure curve smoothness condition.
The factors determined from these conditions are:

_Qu Ou QK (23.88)
2k 27ich

aO—ZIIkh’ a=p+

(the components proportional to r and a’ are discarded in view of their

smallness).
Substituting Eq. (23.88) into the right portion of Eq. (23.85), results in:

Qu r r
—p + 2 gL 1. 23.89
pr) pk+27d¢h[OgR(t)+ R(t)} (23.89)

The movement rule for the disturbed area boundary R(¢) is found from the ma-
terial balance Eq. (23.58) and considering Eq. (23.68) (this equation may be ob-
tained from the integral relationship Eq. (23.84) at k = 1).
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Weighted average formation pressure p, .. in the disturbed area may be de-

termined using the pressure distribution Eq. (23.85):

1
— | p(r,)dV =
V(t)v(-[)p ’

I IO <) N '/ AU
- (| p—Erog——+ZE 1| bahrd
2(R@0-12) I{pk 2mkh CRG@) 2zkh\ R@))|

pw.avg =

r

After integrating and discarding the resulting expression of the terms with rf:

Puae=Px— 12Q7/:h , and then, from Eq. (23.68),

Qu
=p, - == 23.90
Ap pk pw.avg 127Zkh ( )
Substituting Eq. (23.68) for V(¢) and Eq. (23.90) into the material balance

Eq. (23.58), after simple transformations:

12kdt = d(R*(t) - r?),

R(t) = ;[r2 + 12kt .

Therefore, the pressure distribution within the disturbed area will be:

Qu \/rf+12xt - r

p(r,t)=p, — log —_—— |,
 2nkh r Jri+12, (23.91)

r. Srsw/rf+12m, p(r,t)=p,, r>,[r‘,2+12KI.

Relative error 0 in the pressure drawdown calculations [px— p(#)] using
Eq. (23.91) for different values of the Fourier’s parameter fo (= Kt/rf) is:0=-49%
at fo=100, 6= —4 % at fo=10’, §=-3.2% at fo=10*.

Thus, the approximate values of the average pressure drawdown Ap,. found by the
integral relationships technique are underestimated compared with the precise values.

and after integrating:

6.4 “Averaging” technique

The essence of the “averaging” technique (Sokolov, Guseynov, ....) is in that
the time derivative dp/dt in the elastic drive Eq. (23.40) is averaged over the entire

disturbed area and is replaced by some time function:

op
Ft)=—5— | =rd 23.92
0 Ro-7 ] 3 ( )
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whose value is determined from the initial and boundary conditions. Eq. (23.40)
will then assume the following format:

1 d( op
F@t)= .
) e ( arj (23.93)

This substitution makes the equation simpler and its integration easier.

Let’s determine the pressure distribution at the non-stationary flow of an elas-
tic fluid to the well with a constant flow-rate Q. The conditions at the bottomhole
and at the disturbed area boundary are represented by Eqgs. (23.86) and (23.87).
Integrating Eq. (23.93) with respect to r under those conditions:

R ¢ VLA L O B Y S DUV O o
p—pk+2ﬂ_khlogR(t)+ S {z(r R (1)) rlogR(t)] (23.94)

The function F(¢) is determined from the second condition: Eq. (23.87):

__ Qux

Substituting Eq. (23.95) into Eq. (23.94) and disregarding the terms with r’:

= Q,U r Qlu 1 r2 < < 23 6
PEhct o et 27tkh[ R ) FSTSRO.(23.96)

In order to determine the disturbed area coordinate R(z), it is necessary to take
derivative of Eq. (23.96) with respect to ¢, substitute the result into Eq. (23.92) and

considering Eq. (23.53) for F(z):
R(t)=+r +8xt. (23.97)

Comparing Eq. (23.96), and considering Eq. (23.97), with the exact solution
Eq. (23.53) shows that the relative error in the determination of pressure draw-
down pi — p. does not exceed 5 %.

In conclusion, we would like to mention an approximate result by Chekalyuk
(1965). He proposed to determine the rate for a well started-up at a constant bottom-
hole pressure using Dupois’ Eq. (23.67), where the disturbed area radius is found as:

RO =1+ .

This equation is very important for practical applications as there is no simple
exact solution of the elastic fluid production on condition p. = const. Calculations
indicate that Chekalyuk’s equation is precise, with the flow-rate determination error
no greater than 1 %.
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7. Elastic fluid flow to an aggregate well

Many oil and gas fields are associated with water-bearing reservoirs are devel-
oped under the water-drive. In the course of the development, pressure in the ac-
cumulation declines, and the bottom or edge water encroaches into the accumula-
tion. The areal extent of the oil (or gas) accumulation decreases. It is important in
designing the development of such a field to know the amount of the encroached
water as well as formation pressure at any moment in time (it is usually assumed
that pressure in the entire accumulation at a given moment in time is constant, i. €.,
the calculations deal with weighted average pressure). Such a problem taking into
account the fluid contact advance is highly complex. However, at the initial devel-
opment stages, with small amount of information about the reservoir and its specif-
ics, the estimation may be made without consideration of the water encroachment
into the accumulation. The oil or gas accumulation is modeled as a round one and
is considered as an aggregate well of a constant radius R,. The aquifer around the
well is considered to be either infinite or finite.

Let’s set the problem as follows. A hydrocarbon accumulation of the areal ex-
tent S is considered as an aggregate well with the radius R, =vS/7 . The aquifer
extends to infinity. Prior to the production start-up, pressure within the entire aqui-
fer is R;. At the moment in time assumed to be the initial time ¢ = 0, bottomhole
pressure declines to p. and is maintained so during the entire production period.
It is required to determine the amount of water entering the aggregate well during
the time interval ¢.

Assuming the aquifer’s thickness is constant and equal to h, with permeability k,
water viscosity u,, and elastic capacity 8, we may use the elastic drive equation for
the radial-plane water flow to the aggregate well Eq. (23.40):

g_it’ _ ‘;_’;leu %%’:J, (23.98)
which should be solved under the following conditions:
p=p, att=0 R, <r<oo; (23.99)
p=p atr=R,t>0; (23.100)
p=p,at r=oco, (23.101)

By integrating Eq. (23.98) under the conditions of Eqs. (23.99)—(23.101) the
pressure distribution within the aquifer p(r,t) is determined. Water flow-rate is de-
termined from the following equation:

0, =ﬂi[a—p) 27R (23.102)

2z
or J,x.
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and the produced water volume, from this equation:

wi(t)dtQ=M J’(a—p) dt. (23.103)
0 H 0 ar r=R,

w

This problem was solved by Van Everdingen and Hurst (1949) using the
Laplace transform. First of all, equation for the produced water volume was re-
duced to dimensionless format:

= “n
Q(fo)—————zﬂth:( Y IQ (n)dt (23.104)

where fo = lz is Fourier’s parameter, i. €., dimensionless time.

2

Equation obtained for Qis:

O(fo) = (23.105)

I J (u)+Y (u)

Here, Jo(u)and Yo(u) are zero order Bessel’s functions, respectively, of the first
and second kind. Tables were prepared and the graph plotted for Q(fo) function
(Fig. 23.9).

The problems become more complex if the assigned bottomhole pressure in
the aggregate well is variable, 1. €. p. = pc(r). In such a case, the superposition prin-
ciple under elastic drive conditions may be used.

Suppose, pressure declines with time as shown in Fig. 23.10. Let’s designate
the moment in time under consideration as #,, and subdivide the entire interval
0<r<t, into n segments at a stem equal to Az. Then 1, = Ar*n. We will replace the

pt) curve by a step-correlation and will assume that pressure within one step is
constant. Under the superposition principle and from Eq. (23.104):

! 27khR?
Jo. (g =72 PR, (Ap,O(f0) + Ap, Ofofo,)+
(1]

w

(23.106)
+Ap, Q(fo - fo,)+..+Ap,, Q(fo— fo, ),

Kkt ok, Kk(t—t)
R R R

i. e., pressure decline at bottomhole of the operating aggregate well has the same
effect as if at the moment in time # = At, in addition to the well operating with
pressure drawdown Apyg; a second well with pressure drawdown Ap, began operat-
ing in the same location. By the moment #,, this second well would have been oper-
ating during the time interval 1, - #,, so its variable is fo—fo, =7(z, —1,)/ R?, etc.

where fo—fo, =

’
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Fig. 23.9. Dimensionless volume of water O extracted from the aggregate well vs. Fouri-
er’s parameter f, for an indefinite reservoir (p . = const).
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Fig. 23.10. Pressure dynamics at the bottomhole of an aggregate well.
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Fig. 23.11. Dimensionless pressure drawdown p vs. Fourier’s parameter f, for an aggregate
well in an indefinite reservoir at Q. = const.
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Fig. 23.12. Aggregate well flow-rate dynamics.

Eq. (23.106) is the solution of the set problem if bottomhole pressure is time-
variable.

Significant for field development may be the problem of determining bottom-
hole pressure p () in the aggregate well if the flow-rate Q,, is given. This problem
may be solved by integrating Eq. (23.98) with the conditions of Egs. (23.99) and
(23.100), and the Eq. (23.101) must be replaced by the following:

ra—p=% at r=R,. (23.107)
dr 2nkh

Let’s denote the dimensionless pressure drawdown as:

p(fo) = [pk p.(fo)]. (23.108)

2nkh
QW W Z
The Van Everdingen and Hurst (1949) solution is:

4 o —u %fo U
f — 23.109
(O) & 5[ J (u)+Y (u) ( )

where J, («) and Y, (u)are first-order Bessel’s functions, respectively, of the first

and second kind. The graph of the ;(fo) function is presented in Fig. 23.11.

If the flow-rate Q,, is variable, we will replace the continuous Q,(?) curve by a
step-correlation (Fig. 23.12) and will subdivide the time interval ¢ = #, into n steps
t, = nAt, where t, = At, t; = 2At, etc. then the superposition principle is applied as-
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suming that at the moments in time ¢y, f,, etc., new wells located in the same place
will start operating at the flow-rates AQy, AQ, etc.

P — P(R,,1)= 2‘;;}! [AQ, p(fo) + AQ, p(fo-fo,) +...+ AQ, p(fo-fo,_)]. (23.110)

If a finite closed aquifer of radius Ry is assumed, the following condition is
realized at the boundary:

dop/or=0atr =Ry 23.111H)

The solution at p. = const in the dimensionless format as a function of fo and
R = Ri/R, is an infinite series:

— R* -1 > e“"JX(a,R)
fo) = -2 - , 23.112
Q=572 2 it~ J5a o) R
Where ay, a,, ... are the equation roots:
J, (a,R)Y, (a,)-Y (a,R)Jy(a,)=0. (23.113)

The Q(fo) curves for various values of the reservoir’s dimensionless radius R

are listed in Fig. 23.13 and Att.1. The smaller the reservoir’s radius, the smaller is
the elastic reserves, and the shorter time is needed for the extraction of the entire
fluid’s volume, which may be recovered from the reservoir on the account of flu-
id’s elasticity at a given pressure drawdown py — p.. For instance, for R = 1.5 be-

ginning from fo = 0.8, Q = 0.625 and remains constant, which means no extrac-

tion; for R = 2 the extraction stops at fo = 3, etc.
If a finite aquifer at a constant given flow-rate Qy is assumed, the dimension-
less pressure drawdown will be:

1 j (3R*-4R*log R—2R*-1)

— 2
p(fo)——R2 _l(—4-+fo D) +
. Bt 12 (23.114)
+2 Z 2 ez Jl (ﬂnli) ’
BBz B (Jo (ﬂnR) —Ji(B, ))
Where S, , are the roots of equation
J (BRY, (B)-J,(B)Y, (BR)=0. (23.115)

Fig. 23.14 and Att. 1 show that the smaller the reservoir size, the more drastic
pressure drawdown increases at the water production at a constant flow-rate. When
the time value is low, the boundary effect is not noticeable (for instance, with R = 6

to the fo value equal to 6, ; values are the same as for the infinite reservoir).
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Fig. 23.13. Dimensionless volume Q withdrawn from aggregate well vs.Fourier parame-
ter f, for a closed reservoir of the finite size (p. = const, R= R /R, ).
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Fig. 23.14 Dimensionless pressure drawdown p vs. Furier’s parameter f, for the aggregate
well operating in a finite-size closed reservoir (@, =const, R R /R,).
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Fig. 23.15. Dimensionless pressure drawdown p vs. Furier’s parameter f, for the aggre-
gate well in a finite-size open reservoir (Q, = const, R = R, /R, ).

In this section the graphs for the dimensionless pressure drawdown p (fo) for
a finite open reservoir with a constant pressure at the boundary (p = px at r = Ry)
from a constant withdrawal (Q, = const) will be displayed (Fig. 23.15), The
smaller the reservoir size, the sooner the constant depression sets up, i.e., the sooner
the first phase of the elastic drive ends and the second phase, the stationary filtra-
tion, begins.

The problem of an elastic fluid flow to the aggregate well in an infinite reser-
voir at the flow-rate Q,(f) may also be solved approximately using the integral rela-
tionships technique. The problem setting is described by Egs. (23.98), (23.99),
(23.101) and (23.107). Let’s find the pressure distribution in the reservoir and bot-
tomhole pressure in the aggregate well.

Under the integral relationship technique (see Section 6), the solution is
sought for as a binomial with powers of r with the addition of a logarithmic term
for a parallel-plane flow (see Eq. (23.82)) where R(z) is the disturbed area radius,
and ay, ay, az, ... are time functions. The pressure distribution Eq. (23.82) is valid
for the disturbed area, i.e., for the values R, <r<R(t); for the values
R(t) < r < oo, pressure equals to initial pressure px. The first power binomial will

be considered:

p(r.t)=alog—— +a, +a (23.116)

r
R() "Rty

For the determination of parameters g, a,, a,, we will use the conditions at
bottomhole of the aggregate well [Eq. (23.107)] and at the disturbed area boundary:
p=p. at r=RQ); (23.117)
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op/or=0 at r=R(2). (23.118)

The latter equation is the condition of the p(r,f) curve smoothness. From this
condition:

0.0,  R@

27kh R(t)-R,’

_ . _0,0u, RQ@
D= 0mh RO-R,

154
(23.119)
Substituting this Eq. (23.119) into Eq. (23.116) gives the pressure distribution:

k)
r

0,(0u,

PO = P R~ R ]

[R(t) log -R(1)+ r} . (23.120)

Note, that in Eq. (23.120) and all subsequent equations it is not possible to dis-
regard the well radius R, compared to the disturbed area radius R(?), as it was done
previously when we were analyzing the flow to a regular well with r, = 0.1 m.

The disturbed area radius is determined from the material balance Eq. (23.58)
which is reduced to the following format:

(X6 ,
0 - R {R (’2)+——R(’)—5L———R(’) log———R(t):l. (23.121)
0.1t  «(R(@t)-R,]|12R; 4 3 2 R

z

If Q.. = const, IQw(t)dt =0,(1), and Eq. (23.121) becomes:
0

- =fo=———
R’ R(1)-R,

3
1 [R(t%@_&_@logi@} (23.122)
2R} 4 3 2 R

Z

Eqgs. (23.121) and (23.122) are transcendent equations relative to R(f). By solv-
ing them graphically or on the computer for different moments in time and substi-
tuting the found R(?) values into Eq. (23.120), the pressure distribution in the reser-
voir at any time will be found. In particular, at r = R, bottomhole pressure in the
aggregate well from Eq. (23.120) is:

= ey Q0u, RO _pn+r 3.123
p(R,.0)=p.(1)=p, 27dch[R(t)—Rz]|:R(t)log R "+ Z:'- (23.123)

2
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The calculation procedure using the approximate Egs.(23.120), (23.123),
(23.121) or (23.122) is as follows: (1) find the production amount IQW (®)dr from
0

the given water flow-rate vs. time correlation Q,(f) by the moment in time under
consideration; (2) calculate IQw(t)dt/Qw(t); (3) find R(r) for the same moment
0

in time using Egs. (23.121) and (23.122); (4) substitute found R(f) value into
Eqgs. (23.120) and (23.123), thereby finding pressure distribution p(r,t) and bottom-
hole pressure pc(¢). one can evaluate the error by using Eq. (23.123) by reducing
it to a dimensionless format and comparing its values with the values listed in tables.
It is important to note that for large time values, when R(f) >> R,, it is possible to
leave in the right part of Eqs. (23.121) and (23.122) only the first term and in the
denominator to disregard R, value compared to the R(r) value. In such a case:

IQW(t)dt/Qw(t) =R%(1)/12x . (23.124)
0
Denoting:
o Jo.war1g, (=0, 23.125)
z 0

where fo' is a known dimensionless time function:

R(r)=4/12f0' R,. (23.126)
If, however, Q,, = const:
R(t)y=J12x . (23.127)

The use of Eqs. (23.126) and (23.127) substantially simplifies pressure calcu-
lations.
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CHAPTER XXIV

NON-STATIONARY FLOW OF GAS
IN A POROUS MEDIUM

1. Mathematical model of non-stationary gas filtration

Basics of the gas flow in a porous medium have been developed by L. S. Lei-
bensohn. He was the first to derive differential equations for non-stationary ideal
gas filtration in a porous medium under Darcy’s law. This non-linear parabolic dif-
ferential equation was later called Leibensohn’s equation.

It was assumed in the derivation of this equation that porosity and permeabili-
ty do not depend on pressure (i. e., the reservoir is non-deformable), and gas vis-
cosity also does not depend on pressure, i. €., the gas is ideal. It is also assumed
that filtration is isothermal, i. e., the gas and reservoir temperature remains con-
stant. It was shown later that the non-stationary gas filtration may indeed be ap-
proximated as isothermal because the gas temperature change occurring under
changed pressure is to a significant extent compensated through heat-exchange
with the porous reservoir matrix, ant the gas contact surface with matrix is huge.

However, at gas filtration in the bottomhole zone of the reservoir non-
isothermal behavior of gas filtration is substantial due to the localization of the ma-
jor pressure drawdown near the borehole wall. (This effect is utilized in interpreta-
tion of thermograms in operating wells for fine-tuning the inflow profile across the
reservoir thickness, so-called depth flow-rate metering). In analyzing filtration
process in the reservoir as a whole these local effects may be disregarded.

Mathematical model of non-stationary isothermal gas filtration includes flow
continuity equation, motion equation (Darcy’s law) and equations of state of the
gas and porous medium:

pr+divav=o,

w= —ﬁgrad D,
Y]

P! P = Pu! Pur» D =const, k =const, 4 = const.
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After the substitution of Darcy’s law into continuity equation and introduction
of Leibensohn’s function, the equation system is transformed as follows:
d k
0P _kpp-y,
o u

pw=—£grad D, (24.1)
Y7,

P = path2
2Pum

+const.

First equation of Eq. (24.1) after substituting the Leibensohn’s function, may
be rewritten as:

0P _ Punk 52 (24.2)
o 2p,M

Let’s now transform the left part of the above equation. Considering the poros-
ity is constant and the ideal gas equation of state in the isothermal process is:

p = palmp
patm
or.
98P _ PunD 9P
O  Pun O

after the transformation the following equation with only one unknown variable,
pressure:

9p__k_ Ap*. (24.3)
o )

The derived differential equation for non-stationary isothermal filtration of
ideal gas Eq. (24.3) is Leibensohn’s equation. It is a parabolic type nonlinear diffe-
rential equation in partial derivatives. It is valid in a case where Darcy’s law is rea-
lized. Porosity variability is disregarded because the porosity factor enters the equa-
tion as a product p@, where gas density is much more variable than porosity.

Eq. (24.3) is represented in a no-subscript format valid for any coordinate sys-
tem. In the Cartesian coordinate system the equation is:

a—pz k azp2+a2p2+azp2 Ap2
ot 2w\ o’ oy’ 97’ )
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It also may be written differently by multiplying it by pressure p and keeping
in mind that:

ap 1 ap
P "2
ap _ K
ot ,u(/) i
or in Cartesian coordinate system:
p’ _ kp.

2.2 2.2 2.2
op L 9p +a”]. (24.2)

,u@[ ox> oy 9

In this format, under both coordinate and time derivatives is one and the same
function p® but the factor in front of Laplace’s operator is variable and contains the
sought-for function p(x,y,2,f).

It is easy to show that non-stationary filtration of a real gas with equation
of state:

k3

= palmp
Pun?(P)

and in consideration of viscosity being a function of pressure x (p) and porous me-
dium being non-deformable (@ =const, kK =const), is described by the following
parabolic type nonlinear differential equation:

3 p _k a( 1 ap2]+a[ 1 ap2]+a[ 1 apZJ
drz(p) 28\ ax\ u(p)a(p) ox ) dy\ m(p)a(p) By ) dz\m(p)ap) & ))

To solve the specific problems in non-stationary gas filtration, differential eq-
uation in the Eq. (24.3) or Eq. (24.4) format should be integrated over the entire gas
accumulation with the initial and boundary conditions.

Eq. (24.3) or (24.4) is a complex nonlinear equation in partial derivatives.
In most cases it does not have exact analytical solution. It may be integrated using
the computer or solve it approximately. The approximate solutions techniques are
well developed. Some of them have already been reviewed earlier in this book as
applied to the elastic drive problems (for instance, the technique of sequential
change of the stationary state, etc.).

Numerical techniques in solving various non-stationary gas filtration problems
based on Leibensohn’s equation are also well substantiated in applied problems of
gas field development. The most common are the techniques of finite difference
and finite elements. The practice of the gas field development changed over time
(increase in depth, pressure and temperature, multi-component nature of many
gases). All these needed to be taken into account in the main Leibensohn’s equa-
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tion. It is possible to use Leibensohn’s function for ideal gas under low pressures
in deformable reservoirs. For real gases under high pressure and in deformable
reservoirs, Leibensohn’s function should be calculated as Eq. (19.20):

k(p)
H(p)

At non-isothermal filtration, changes in gas properties with temperature should
be considered.

Eq. (24.3) was derived using Darcy’s law as the motion equation. Subsequent
studies (Charny, Minsky, etc.) showed, however, that for the natural gas filtration the
nonlinear (binomial) filtration law should be used. The mathematical difficulties in
solving the so produced differential equation become even greater.

One of the efficient directions in solving Leibensohn’s equation is its lineari-
zation, i. e., reducing it to linear Fourier’s equation.

P= p(p)dp.+const.

2. Linearization of Leibensohn’s equation
and the main solution of linearized equation

If nonlinear differential equation [Eq. (24.3) or Eq. (24.4)] is replaced by a li-
near equation (i. ., if it is linearized), the differential equation simplifies to a linear
equation with exact analytical solutions. Clearly, such exact solutions would be ap-
proximations for the nonlinear equation. The error of such replacement may be es-
timated by the comparison with a computer-found solution of exact equation.

Different ways for linearization of Eq. (24.3) or Eq. (24.4) have been pro-
posed. In the case of the radial-plane flow to a well, the non-transient gas filtration
theory (see Chapter IV) predicts a very steep pressure drawdown funnel, and pres-
sure over most of the reservoir is only slightly different from contour pressure.
Based on this, Leibensohn proposed to replace variable pressure p in the coefficient in
front of Laplace’s operator in Eq. (24.4) by constant pressure py equal to initial re-

servoir pressure. Then, denoting 77 =}<pk/ M1 D, another equation will be obtained
instead of Eq. (24.4):

a 2 ~ az 2 az 2 az 2
—apz—z"( T 5 j @4

This is linear piezo-conductivity equation relative to P (compare with

Eq. (23.17), where 77 is a constant similar to the piezo-conductivity factor). This
way of linearization, when the variable factor in Eq. (7.109) is taken for a constant,
is called Leibensohn’s linearization. For instance, Charny (1961) proposed to re-
duce Eq. (24.4) to the linear format by replacing variable pressure in the coefficient
in front of Laplace’s operator by:

Pavg = Pmin + 0-7(pmax - pmin)y
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where pmax and pmin are maximum and minimum gas accumulation’s formation
pressures during the estimation period.

Now, the linearized Eq. (24.5) is used to solve a problem of gas flow into a
well of infinitely small diameter (a point drain) located in an infinite size reservoir
of thickness h. At the initial moment the reservoir is undisturbed, 1. e., formation
pressure in the entire reservoir is constant an equal to px. From this point forward,
the gas production begins at a constant flow-rate Quy. The goal is to find the forma-
tion pressure in the reservoir with respect to time p(r.?).

For the radial-plane filtration, Fourier’s Eq. (23.40), and for gas filtration:

p* -(3p* 1op?
L/ Lo |, 24.6
ot ”( or? * r or (24.0)

This equation needs to be integrated under the initial condition:
pr)=platr=0; (24.7)

with the boundary condition for remote points of the reservoir being:
p’(r,t)=p} at t>0 and r > . (24.8)

Let’s write the condition for bottomhole pressure. For this purpose, let’s intro-
duce the expression for the mass flow-rate based on Darcy’s law for radial-plane
filtration in the differential format:

Pum K 9p
Q,=pwS="20p——C0mh.
Pam HOr
Using equations:

dp _op’
2p P =P
P or or

and:
Q. = Panum»
one obtains:
_ 7k . E ‘
Pawil Or

Qi = PWS

From this equation the condition at the wall of an infinitely small radius gas
well is obtained:

2
P _ QunPankt 41 . (24.9)
or 7kh
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Thus, to solve the assigned problem, Eq. (24.6) should be integrated under the
conditions of Eqs. (24.7)—(24.9).

In this Chapter, a similar problem is solved with the elastic liquid production
from an infinite and initially undisturbed elastic reservoir through a well at a con-
stant flow-rate Q. The mathematical setting of the problem is represented by
Eq. (23.40) under the condition of Eq. (23.41). Then these relationships for the elastic
liquid are quoted and compared with the relationships of Eq. (24.6) and Eqgs. (24.7)-
(24.9) for the gas.

o _ 9P 13 P _ P 19
ot or* ror) ot or’ ror
p(r.)=p,atr=0; p(rty=patt=0;
p(r,t)=pgat t>0 and r — oo} p'(r,)=p; at t>0 and r —eo;
2
ra_P= Ou  _o raL=M at r=0.
or  2nkh or  akh

As it can be seen, pressure in all ideal gas equations is squared, whereas it is to
power one for the elastic liquid. The piezoconductivity factor for liquid is replaced

by r}= kp, for the gas, and Qu/27kh is replaced by Q, . p...!7kh. The rest re-

mains the same.
As it was shown, the solution of the problem for an elastic liquid is the major
equation of the elastic drive-Eq. (23.52):

_ o o
Pt =py 27rkh[ El[ 4mﬂ'

The similarity between filtration of an elastic liquid and gas indicates that if in

Eq. (23.52) pressure is substituted by P x by ;7, Qul27ikh by QumpPamit/7kh, this
gives the solution of the set problem for the gas:

2
pi(rp)= p? ~LamPunk| _pil T || (24.10)
27k | ant)]
or.
2
p(r,ny= |pt—LamPunkt| gl T || 24.11)
2nkh ant)]

This is the main solution of Leibensohn’s linearized equation.
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2
For small values of the variable r_~’ as in the main equation of the elastic
4nt
drive theory Eq. (23.53), the integral exponential function can be replaced by a lo-
garithmic one:

4;7t
2= p? — LamPank| | AT o900 24.12
p( ) pk 277kh n rz ( )
or.
4;7t
riy= | pt = QamPamt| | AT o 0ns | 24.13
p(r,t) Px 2fkh /2 ( )

Once again, the solution Egs. (24.10)—(24.13) are approximate ones as they
are obtained from integration of Leibensohn’s linearized equation.

a) b)
p t=0 p
pk tl pk

r. r 0 t

Fig. 24.1. Pressure distribution in the reservoir under non-stationary gas flow to a well at
different moments in time (a) and pressure dynamics at certain points in the reservoir (b).

Eqgs. (24.12) and (24,13) determine pressure distribution around the gas well
operating at a constant flow-rate from the moment in time f. These depression
curves have the same shape as for non-transient filtration: they are very steep next
to the well (Fig. 24.1a). If the value of r is assigned, it is possible to find pressure
change at a given point with time. In particular, it is posible to determine pressure
change at the bottomhole (r = r.) after the well began operating (Fig. 24.1b):

QunPunkt| | 4711
)= | p? —ZamPamlZ | 10 7 5772, 24.14
p(r) = [pi - sl = 419
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3. Point solution of an automodel problem
on axisymmetric gas flow to a well with
a constant flow-rate

The previous section includes a solution of the problem of non-stationary
ideal gas flow at a constant flow-rate to a well of infinitely small diameter. The so-
lution was obtained by integrating the linearized differential equation.

Barenblatt (1982) used analysis of dimensions to show that at certain initial
and boundary conditions the non-linear Leibensohn’s equation has exact solution.
This is important as the derived exact solution may serve as the standard for com-
parison with approximate solutions.

As in Sec. 2, the problem of non-stationary radial-plane gas flow at a constant
flow-rate to a well in an infinite reservoir will be analyzed. In this case it is neces-
sary to integrate the non-linear Leibensohn’s equation:

dp_ _k (op* 19p° (24.15)
ot 24\ dr* roar) ’

under the same initial and boundary conditions [Eqgs. (24.7)-(24.9)].

Barenblatt showed that as set here, the problem is an automodel one, i. e.,
pressure depends on some complex, which includes both variables r and ¢, and par-
tial derivatives differential Eq. (24.15) is reduced to a regular differential equation
which is integrable.

In order to establish the variables on which pressure is dependent, a dimensio-
nality analysis should be performed. As follows from the problem setting, pressure
distribution in the reservoir depends on five definitive parameters (n = 5): r, ¢, px,
k20D QuimPam 1 1 7kh.

Let’s denote length dimensionality as [L], time dimensionality as [7], pressure
dimensionality as [p]. Then dimensionalities of these parameters will be:
=L =T, [pd = [pl. (/2] = L*[p] ' T™", [QutmPatm st / k] = [p]°.

Three of these parameters have independent dimensionalities: r, ¢, px (i = 3).
As follows from Il-theorem (Chapter V, p. 4), the sought-for function, i. e., pres-
sure reduced to dimensionless format F = p/py, will depend on two dimensionless
complexes (n —k =5 — 3 = 2). It is easy to check that these complexes are:

f — r = r and l = Qalmpan;lu s
k - 2khp?
nd nt
280 >

F = plpy = F(&A).
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Taking derivative of the F function with respect to r and ¢ and substituting
derivatives into Eq. (24.15), gives the function F satisfying the regular differential
equation:

22 2
¢F 1P EdF

+ 24.16
T TP (@410
The initial and boundary conditions [Eqs. (24.7)-(24.9)] are as follows:
dr’
§d§ =Aat £=0;, F({,A)=1at £=co, (24.17)

Eq. (24.16) was numerically integrated under the conditions of Eq. (24.7). The
results are presented (Table 24.1) for the values 4 = 0.01 and A = 0.04994. & in the
table is such value of the variable & that for &< £, the values of EdF/d& differ
from A by less than 0.01 %. This means that for £< &7, it may be stated that
EdF?/dE = A. Upon integrating this equation:

F=F*& )+ Alog(&&)

or:

F=JF (& )+ Alog@E) for E<£& . (24.18)

For this reason the values of F(£,4) for £< & are not included into
the table.
By comparing the dimensionless pressure values p/p, = F(£, 1) in Table 24.1

with those calculated from Eq. (24.12), it is possible to find the error introduced by
linearization of Leibensohn’s equation.

Table 24.1
Numerical values of automodel solution
A=0.01 A =0.004994

s F(&,A) $ F(¢,A)

£ =0.005787 0.9701 & =0.003886 0.9842

001157 8'332; 0.01555 g'gggz

0.01923 0'9793 0.03109 0'9912

0.03472 0.9825 0.06218 0'9947

0.06553 ' 0.2487 ’

0.09645 0.9845 0.4974 0.9964

0.1582 0.9870 0.9949 0.9980

0.2816 0.9899 1.492 0.9988

0.5285 0.9930 2487 0.9996

0.7754 0.9948 3.482 0.9999
1.269 0.9970
1.763 0.9982
2751 0.9994
3.738 0.9999
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4. Solution of the problem of gas flow to a well using sequential
change of stationary states technique

As indicated in Chapter XXIII, Section 6, this technique is based on the fol-
lowing assumptions: at each time the reservoir is subdivided into two areas, one
disturbed and the other, undisturbed. It is assumed that in the disturbed area, which
begins from the well’s wall, pressure is distributed so that the liquid flow within the
area is non-transient, and the external boundary of the area is serving at a given
moment in time as the charge contour. Pressure within the undisturbed reservoir
area is constant and is equal to the initial contour pressure. The motion pattern of
the movable boundary between the disturbed and undisturbed areas is determined
from the material balance equation and boundary conditions.

Let’s apply this technique to the solution of the problem reviewed in Sections
1 and 2, i. e., the problem of non-stationary flow of gas to the well at a constant
rate Qum. However, as opposed to the problem in Section 1, the finite well radius
equal to r. is considered.

At any time, the disturbed area is a round area of radius R(?), pressure within
which is distributed under the stationary condition [Eq. (20.42)]:

2 2
2 PP R(t)
= -tk e Jog 2 r <r<R(). 24.19
p \/pk oe R 1) g nSr ()] ( )

Outside of the disturbed area, pressure is equal to the initial pressure (the un-
disturbed state):

D = px, ¥ > R(2).

It is also possible to write the expression Eq. (20.43) for the flow-rate of the
disturbed area:

0 - h _pi-p_

" Upn IR/ 1)

(24.20)

In the problem under review, bottomhole pressure is a function of time.
For the convenience of further discussion, Eq. (24.20) is rearranged to:

plf - pc2 _ Qatmpatm.u

lnBQ 7h
r

c

Substituting this equation into the pressure Eq. (24.19), gives:

p=\/pZ—M—“‘—'"ﬁln@. r<r<RO). (2421)
r

7k
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i. e., pressure distribution expressed through the given flow-rate and reservoir pa-
rameters.

In order to find R(r), material balance equation is used. The initial gas reserves
(at p = px) within the reservoir area of radius R(r) are:

M, = x(R() - WDp, = n(R*(t) - 1? @ Lam . (24.22)

am

The current gas reserves may be expressed through weighted average pres-
sure p:

M., = 2(R() - r2 @p = n(R>(t) - 2 o Lo p | (24.23)

where p is determined from Eq. (20.48) for transient-free filtration:
A 1-p*/ sz
=p | —Fe P | 24.24
P pk[4ln(Rk /r) ( )

The gas is produced at a constant flow-rate Q, . so that the gas mass produced

by the moment in time ¢ is equal to p,_Q, f. Therefore:

MO - Mt = pzlszlmt
or, by using Eqgs. (24.22) and (24.23):

(R @)= 2 @ Lam (p, — by = p, Ount. (24.25)

atm

Substituting Eqgs. (24.23) and (24.24) into Eq. (24.25), results in:

2_ 2 22
w(R2 ) -r g Pom _Pi=P) (P —po)t

Pu 4P, IR/ T.) up, In(R@)/1.)’
and thus:
4kp ~
R (t)—r? =—Zt1 = 4fjt
y7.%]
or.

R(t)=+r’ +4ifjt . (24.26)
For the time values for which 47t >> r’:

R(t) =27t . (24.27)



480 CHAPTER XXIV

Now that the motion rule of the disturbed area boundary is known according to
Eq. (24.16) or Eq. (24.27), it is possible to determine pressure at any point of the
reservoir at any time using Eq. (24.21), as well as bottomhole pressure change at
any point in time:

ARt + r?
p= \/plf - Qatmpalmﬂ In n T

o , (24.28)
r Sr<yrl+4iit, p=pi. r>nl + 4t
= 2
2 leplmﬂ 477t+r‘
_ — ZamPamf (VTP T e 24.29

Eqs. (24.28) and (24.29) are valid for the infinite reservoir and for finite open
and closed reservoir of radius R, In the latter case, they are only valid for the first
phase of the motion until the pressure drawdown funnel reaches the reservoir
boundary, i. e. for:

R(t)=2J7it <R, .

Pressure changes in the second phase depend on the reservoir’s boundary con-
ditions. If the reservoir is closed, pressure will continue declining over the entire
reservoir, including the boundary. If the reservoir is open (p = py or r = Ry), 1. e,
under the water drive, then a stationary regime will form in the second phase with
the constant pressure drawdown p; — p., where:

R
p. =\/pkz_wln_~/: .

7kh r

c

5. Solution of the gas flow to well problem
using averaging technique

Let’s review another technique applicable to the problems of non-stationary
gas filtration — the technique of averaging time derivative over the space domain.

Consider an example of rectilinear parallel filtration of a real gas. The exact
differential equation for this case is:

A _k i[_l’_a_PJ
ot z(p) D\ ox\z(p)ox))

Suppose, it is possible to substitute 7 = z(p,,,) instead of supercompressibility

z(p), where pa, is some average pressure in the moving gas. Let’s now introduce the
denotation p; = p/z(p). Then the latter equation becomes:

9, _K[a[ dp
ot P= /@[Bx(pl ox D (24.30)
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Suppose, there is an initially undisturbed gas-saturated reservoir of the width B,
thickness h and length L. From one side (x = 0) the reservoir is penetrated in a gal-
lery, and from all other sides it is bounded by impermeable planes. At the moment
in time ¢ = 0 the gas begins to produce trough the gallery at a constant mass flow-
rate, which may be expressed, under Darcy’s law, as follows:

2
Q, = pwBh ='D=L{’ka_pgh = Bhg%ﬂé&‘
PanmM Ox 2pumt Ox

It is required to determine pressure in the reservoir at any moment in time
t>0. For this purpose, Eq. (24.30) should be solved within the domain
0< x < L,t 20, which satisfies the initial condition [Eq. (24.31)] and boundary con-

ditions [Eqgs. (24.32) and (24.33)]:

pi=puoatt=0; (24.31)
2
a—p'——Q—/i at x=0 where Q=%, (24.32)
ox k Bhip,.,
2
PL_0at x=L. (24.33)
ox

As under the change of stationary states technique, it is assumed that at each
moment in time there is a finite disturbed area, I(¢), at the boundaries of which the
following conditions are realized:

2
pi=pl P _ 0 at x=1r). (24.34)
" oox
The pivot in this technique is the acceptance of the condition:

P _roy (24.35)
ot
which is equivalent to a supposition that pressure in the entire disturbed portion of
the reservoir changes at an equal rate; then, Eq. (24.30) changes to the following
format:

. 0'p!  20u
—SL="—""F(@). 24.36
57 P ) ( )
Integrating this equation twice with respect to x, gives:
pl= %&%xz +bx+c=F(). (24.37)
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Using the boundary conditions at the gallery [Eq. (24.32)] and at the disturbed
zone boundary [Eq. (24.34)], let’s find the integration constants b and ¢ as well as
the function F(£):

b_Qlu _ .2 _Q,Ul(t) F(t)_ Qz

T T Y i
The result is:
2 : Qul(t) X
=p’ — 1- 0<x<l(t 24.38
Py = Pio Zk[ l()J x<I(r). ( )

Determine the /(¢) function. For this purpose, the initial Eq. (22.30) is inte-
grated twice with respect to the coordinate and time:

(1) ¢ OV,
ﬂ‘[‘[%dtdx:'z"[ Mdtdx,
00 ot 0

Then, using the boundary conditions [Eqgs. (24.32) and (24.34)], the equation
for weighted average pressure is obtained:
70t
200(1)

p=po- (24.39)

Let’s accept a hypothesis that weighted average pressure is:
1 !
p=- jpl(x,t)dx
! 0

for this particular case, then it is determined from this equation:

T 1! oul(, xY Qul
p= IJ. p(x,Ddx = J ’1:%20 Zk( TJ dx = plzo_?' (24.40)

0 0

Reduce equations for p, [Egs. (24.39) and (24.40)] to a dimensionless format

format and equate them:
o = fI- Qu(®) (24.41)
2®l(t)plO 6kph

This equation is used for the determination of /(). However, a very simple ap-

proximate equation may be derived. Denoting Q / k2. and expanding the
right part of Eq. (24.41) into a series:
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Keeping two first terms of the series:

|_0dW) _ | ou()
6kpy, 12kply,

In this case, Eq. (24.41) takes the following format:
B, ou

22Inp,  12kp)

I(t) = /65@—'% . (24.42)
u

Substituting this expression into Eq. (24.38), gives the pressure as a decisive
function of the coordinate and time.

At the time T when the disturbed zone reaches the impermeable reservoir
boundary ({(#) = L), the first phase has ended. To determine its duration, let’s assign
in Eq. (24.41), I(¢) = L and find the time T:

T=£%[1_ /1_% . (24.43)
ZQ 6kp,,

One can find the approximate T value from Eq. (24.42) and see that the error
does not exceed 3 to 4 %.

During phase two, pressure at the boundary x = L declines, and the condition of
Eq. (24.33) is realized. Equations for the phase two of the gas reservoir depletion
are constructed in a similar way. After similar calculations, we establish pressure
distribution law in the reservoir:

and from there:

2 2 Qux X
= -=—|1-— | 0<sx<L, 24.44
P= Py Zk( ZLJ gy (24.44)

and pressure distribution law at the gallery:
~ 2
2 0z oul

= | = 24.45
Pis (p“’ 2®L] 3 (2449

6. Application of superposition principle to problems
of non-stationary gas filtration

The superposition technique (flow superposition method) is used to solve li-
nearized equation of non-stationary filtration [Eq. (24.5)]. This equation is linear and
uniform relative to pz. Therefore, if p;z(x,y,z,t), where i = 1, 2, ..., n, defines pres-
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sure distribution as a result of the performance of i™ well and is a solution of

Eq. (24.5), their linear combination pl= z:c,.p,.2 is also a solution of Eq. (24.5).

The superposition technique enables the solution of numerous problems occur-
ring in the design of gas field development.

Using the superposition technique, we will derive equation of bottomhole
pressure buildup after gas well shut-in and will show how the gas interval reservoir
properties may be determined from the pressure buildup curve.

Suppose a gas well in an infinite reservoir was producing over a long period of
time T at a constant flow-rate Qun, and was suddenly shut-in at the moment T in
time (i. e., flow of gas to the well suddenly stopped).

Using the superposition technique, it is assumed that at the moment in time
t =T an injection well began operating at the same injection rate simultaneously
with the production well. Then:

QumPaum [ . 2:2571 _ 2.25(t-T)
pi—p: =T oh log E —In ; . (24.46)
Besides, at the moment of the well shut-in the following equation is realized:
2.251¢
2 —_ 2 T = Qatmpalmlu ln . 2447
pk pc ( ) 27d(h — —rcz ( )

Let’s subtract Eq. (24.46) from Eq. (24.47):

2250T . 2250t | 2.25(~T)
2 1) — 2 T =Qalmpalmlu 1 -1 +1 —
pi ()= p.(T) T 7 " n 2
) (24.48)
_ Qo 2257G-T) 1)
27kh " T

If prior to shut-in the well operated for a long time T, and t — T << T, then:
t n 2257t -T)

In—<x<1 >
T r

c

and the term log #/T in Eq. (24.48) may be disregarded. Then:

2.257T
2 - 2 T) = Qalmpatmlu In——L__|. 24.49
PiD=piT) =0 | In =5 (24.49)

Suppose the moment of the well shut-in T is a new beginning of the time
count: ¢’ =t —T. Then Eq. (24.49) may be written as:

2.257t
gtv_20=%‘_u_1—, 24.50
P(t)=p (O ==2 S In—2 (2430

c
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The bottomhole pressure buildup curve is shown in Fig. 24.2. One can see from
Eq. (24.50) that the correlation p’(t')— p>(0) vs.log ¢’ is linear (Fig. 24.3).

P.

pL0)

0 t
Fig. 24.2. Bottomhole pressure distribution after the well is shut-in.

Pit)-PX0)

o
OQ
crfr"'OD’B
S5
~“0
A - o
a

0 Int'

Fig. 24.3. p(¢)- p2(0) vs. Int.
Let’s identify in the right portion of Eq. (24.50), a term containing log .

22577
2 - 2 0)= Qalmpalmﬂl I+M1 2451

c

i= ZQ"I; l; is the tangent of the angle between the straight line AB and x-axis, and

OA is the segment cut by the AB line on the y-axis, which is equal to:

04 = LunPunty 2257 _ y, 2257 (24.52)
27k

c c

During the well testing under non-stationary regime (conducted in order to de-
rive reservoir properties), p. values are obtained at different times ¢’ after the well is
shut-in. These data are processed in coordinates pf (")— pf (0) and In ¢’ (or log 1’).

The experimental points are shown in Fig. 24.3. Usually a straight-line seg-
ment may be identified on the experimental line. From this segment, the values of
i =tgarand OA are determined. Knowing these values and the well flow-rite prior
to the shut-in, it is possible to determine the reservoir hydroconductivity factor:

.,ﬂ = Qalmp'a(m (2453)
y7; 2m
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and the complex parameter:

ﬁ l OA/i
—=——e"". 24.54
rr 225 ( )
On the AC segment, the experimental points deflect from the straight line due
to the gas inflow into the well after the shut-in, which was not taken into account in
Eqs. (24.46)—(24.48), and due to some other factors.

Eq. (24.46) may be rewritten as follows:

2 _ 2=Qatmpatm#ln !
Pem P = n T i-T
or.
pit) = pt—in XL (24.55)

Pressure buildup curves after the well was shut-in are also processed using Horn-

L Eq. (24.55) in this coordinates

er’s technique in coordinates p’(t') and In

represent a straight line. From the inclination angle of this line one may determine
hydroconductivity factor [Eq. (24.53)]. By extrapolating the line to the y-axis

(lnT#=0), formation pressure px (which is usually unknown) is found.
t

7. Approximate solution of gas production from closed reservoir
problems using the material balance equation

Let’s review several problems associated with the gas production from a
closed round accumulation of radius r.. Prior to well penetration of the reservoir,
pressure in the entire accumulation is constant and equal to py.

Two simple cases are considered: (a) the gas extraction occurs at a constant
flow-rate Q,m; (b) bottomhole pressure p. remains constant.

In the case (a), we are interested in the pressure decline at the reservoir boun-
dary p(?), and in case (b), the pressure decline at the reservoir boundary pg(t) and
the decline of the flow-rate Qam(?).

Both problems are solved using the technique of the sequential change of sta-
tionary states, i. €., using the laws of non-transient gas filtration and equation of gas
accumulation depletion. The substance of this latter equation (the material balance
equation) is in that the amount of gas extracted from the reservoir over some time
interval is equal to the decrease of the gas reserves in the reservoir. Because the
reservoir is closed, the reserves are limited and not replenished from the outside.

If p is gas density corresponding to weighted average formation pressure p,
and Vpy is the pore volume which is assumed to be constant, the gas reserves decline
over an infinitely small time interval dt will be:

—V.dp =—vnd£;m—”=-f;—"“vndﬁ. (24.56)
atm atrn



NON-STATIONARY FLOW OF GAS IN A POROUS MEDIUM 487

The mass of the gas extracted over the same time interval is:

Q,(dt = p,.Q,.dt . (24.57)

By equating Eq. (24.56) and Eq. (24.57), differential equation of the gas ac-
cumulation depletion is obtained:

~Vpdp = P, Ot - (24.58)

It was shown in Eq. (20.58) of Chapter IV on transient-free radial-plane gas
filtration that the difference between weighted average pressure p and contour
pressure py is small (in our case py is pressure at the closed reservoir boundary).
It was found by Lapuk (1948) that under the same boundary conditions the forma-
tion pressure distribution curve in the case of non-stationary filtration is positioned
somewhat above the corresponding curve for transient-free filtration. So, the condi-
tion p = p, isassumedand p, is substituted for p in Eq. (24.58):

- Vl'ldpk = palmQa(mdt - (2459)

Let’s review case (a) where Qum = const. In this case:
dp, =—PLanPun_g, (24.60)
n

Upon integrating this equation under the initial condition p = p, at t = O:
p.=p, — Punun t, (24.61)
Vl'l

i. e., pressure at the reservoir boundary linearly declines with time (Fig. 24.4).
In order to find how bottomhole pressure changes with time, Eq. (20.43) is used to
find the well flow-rate:

2.2
0, =2 PP (24.62)
llpalm ln(Rk /rc)
and find bottomhole pressure from it:
2 Pum@
= ——am=an_In(R, /1) .
pc \/pk ﬂ'kh ( k c)
Substituting Eq. (24.61) into this equation results in:
O ) O
palm atm almpalm
= —SHm=alm | Zamtam In(R, /1) . 24.63
pc \/[ pn Vn j Id(h ( k c) ( )

The p. vs. t graph is displayed in Fig. 24.4.
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P P.

0 t

Fig. 24.4. Pressure p,(¢t) and bottomhole pressure p, (¢) dynamics at the boundary
of a closed gas reservoir at gas withdrawal with constant flow-rate.

To determine py vs. t correlation in the case (b) with p. = const, let’s substitute
the flow-rate Eq. (24.62) into Eq. (24.60) and divide the variable:

dp, O . _7kh  di

-V ), E———————. (24.64)
"pi-pl 1 InRr)
. . kh . .
Introducing the notation A =—————— and integrating Eq. (24.64) from 0
HIn(R, /1)
to ¢ and from p, to py:
t Py
jdt=—v—”j N
0 A Pa pk - pc
and from there:
- _ Vn (pn — D )(pk + D, )dpk . (24.65)
2Apc (pn+pc)(pk_pc)
p. Q..

p.

Fig. 24.5. Pressure p, () and flow-rate Q,, (¢) dynamics at gas withdrawal with constant
bottomhole pressure.

Assigning different py values at the accumulation’s boundary, starting with p;
and smaller, it is possible to find the corresponding ¢ values in the accumulation’s
development life. Substituting the same py values into Eq. (24.62), the flow-rates at
the same moments in time will be found. The graph of py(¢) vs. Qum(?) is presented
in Fig. 24 5.
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CHAPTER XXV
FILTRATION OF NON-NEWTONIAN LIQUID

There are cases of unusual hydrocarbon behavior in some oil and gas fields,
which can be explained by the manifestation of non-Newtonian properties by the
fluids in the process of filtration. These properties are usually called anomalous.
Filtration specifics of the non-Newtonian oils are mostly due to elevated contents
of high-molecular-weight components (resins, asphaltenes, paraffin).

With the evolution of enhanced oil and gas recovery techniques ever more
numerous substances are being injected into the productive reservoirs. Many of
such substances (high-molecular-weight compounds, polymers) also display non-
Newtonian properties. Same goes with the drilling mud. A classification of non-
Newtonian liquids was provided in Chapter XVI. Here and thereafter it is quoted
just as non-Newtonian viscoplastic liquid (NVL).

1. Viscoplastic liquid: filtration law and mathematical model

In Chapter XVIII, the NVL filtration law Eq. (18.26) was quoted without deri-
vation, just as an experimental fact. Now the hydrodynamic law for the simplest
case of the NVL filtration flow in the ideal tube formed by a single capillary sys-
tem will be derived. The velocity profile under the stationary flow is displayed in
Fig. 16.10, and the equation for the liquid throughflow in a tube is Eq. (16.48),
which indicates that the average velocity V of a viscoplastic fluid in a tube of the

diameter d is found as:
2 4
y=d8p) 445l 1145l | (25.1)
32u 3\ dAp ) 3\ dAp

where Ap is pressure gradient in the capillary over a segment of length L, 7, is ini-

tial (cutoff) shear stress, and 4 is plastic viscosity factor.

Let us consider an ideal single capillary system (Fig. 18.14). In such a case, the
the flow in each capillary is described by Buckingham’s equation [Eq. (25.1)]. A modi-
fied format of this equation is usually applied for the description of NVL in ideal
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porous media, with the last bracketed term discarded. So, the NVL “filtration” flow

in a capillary is found as:
2
y=48p 4dnl ) (25.2)
32ul 3{ dAp

Note, that both Egs. (25.1) and (25.2) determine the true average filtration ve-
locity under the pressure gradient only along the capillary axis of the symmetry.

In order to transfer from true average velocity to filtration velocity, it is neces-
sary to determine the throughflow through an elementary cell and then “spread” it
over the entire cell facet, i. e., by multiplying Eq. (25.2) by 7d*/4 and dividing the
result by a® (see Fig. 18.14 for the size of elementary cell). As a result of such

transformation:
4
w=4 | 44l (25.3)
128ua 3{dAp )| L

where w is the modulus of filtration velocity.

As mentioned, Eq. (25.3) determines filtration velocity in a single capillary
system for a case when the pressure gradient direction coincides with the direction
of the capillary axis of symmetry. Generally speaking, the mutual orientation of the
direction of the capillary axis of symmetry and of the pressure gradient can be arbi-
trary. For this reason it is necessary to review a problem of the NVL filtration in a
single capillary system. The results of such a transformation, without the deriva-
tion, is:

k 4 vy
w=——|1-=—2— LIV p. (25.4)
[ 3' p‘J Jd

Here, [; is the basis vector assigning the direction of the capillary system’s axis
of symmetry (its direction coincides with the direction of the filtration velocity vec-

tor); |l vV jp\ is modulus of the scalar product of the basis vector and pressure gra-
dient; y=47,/d is the value of the initial (cutoff) gradient for the capillary sys-

tem; k =7d*/128ua’ is permeability. The Latin subscripts i and j indicate vector

and tensor components; the summation is assumed with respect to them. Eq. (25.4)
is not yet the NVL'’s filtration law as it is valid only if the flow initiation conditions

are met (for an isotropic case, IVpl > 7). In order to evaluate the NVL filtration law
in the ideal tube formed by a single capillary system, it is necessary to formulate the
condition for the flow initiation. For such formulation, one can be use the inequal-

ity that follows from the condition of negative work of the friction forces during the
liquid flow in a porous medium:

wV.p<0. (25.5)
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After substituting filtration Eq. (25.4) into inequality (25.5), the condition of
the flow initiation in the direction /; is:

k —3—1—zzvpvp>o
)

It follows from there that:
IV, p|>4/3y. (25.6)

Thus, in the model of ideal tube formed by a single capillary system, the NVL
flow initiates on condition that the vector gradient projection length onto the capil-
lary axes of the symmetry direction is greater than the cutoff gradient, which is
4y/3. After the condition of the flow initiation is determined, the filtration law of

the NVL in the ideal tube is:

w'._—k(l 4|l /4 ’]llvlp, at |l p|>§}’ (25.7)

w,=0 at ]l,.V,.p‘Sé}'.

Similar transformations can be performed on Buckingham’s Eq. (25.1) (i. e., with-
out discarding the nonlinear term). Then the filtration law can be obtained as
follows:

4
k 4 vy l 14 4
,.=— 1- LIV . p,at [V.p|>—y. (25.8)
" |llep’ [|I.Vjpl] o | pl 3},

Note, that the flow initiation condition in Eq. (25.8) includes the value of y,
whereas the filtration law Eq. (25.7) includes the value of the cutoff gradient with
the numerical factor. This is due to linearization of the exact solution when switch-
ing to the NVL law used in the filtration theory. The numerical factor, by analogy
with the Kozeny-Karman theory, can be considered as the shape factor. The filtra-
tion laws [Egs. (25.7) and (25.8)] can be expanded for the case of isotropic porous
media. In the case of isotropic porous media, the linear and nonlinear NVL filtration
laws assume, respectively, the following formats:

W, =_£( 4\V7 I]v,.p, at |V,.p|>%}’ (25.9)

w, =0 at |V,.p|S%7,
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W, =—

i

4
2=t el Y, v, .
ul’ 3]Vjp|+3[|vjp|] pat[Vopl>y  (25.10)

w, =0 at ‘Vip|S}/,

i

where ’V i p| is modulus of the pressure gradient.

The filtration laws [Egs. (25.7)—(25.10)] are written in the subscript format. In
the vector format, the Eq.(9.15) filtration law takes the format similar to
Eq. (18.26), and the nonlinear filtration law Eq. (25.10) is:

4
W:——k—[l 4_7 l( /4 ]Jgradp at |grad p|2 ¥,

—_—— +_
/] 3|gradp| 3 |gradp|

w=0 at |grad p|<y.

The NVL filtration mathematical model includes the continuity equation and
the filtration law. The viscoplastic liquid is assumed incompressible; so, the equa-
tion system in the mathematical model is:

divw=0

ok 4 y 4

2 P d dplz2y. 25.1
w ﬂ[ 3|gradp|]gra p at lgrad pl2 3y @5.11)
w=0 at |gradp]£-‘3£7

The NVL filtration law can also be expressed differently. As the pressure gra-
dient vector can be formatted as follows:

gradp = |grad p|r7,

where 7 is a basis vector assigning the direction of the pressure gradient vector.
Then, multiplying the expression in the right part of this equation by the gradient gives:

_ k 4k _
w=——gradp+——i.
H 3u

So, if the first equation (assigning the NVL filtration law) is substituted into the
continuity equation, it results in:

Ap+§wﬁ=o

ﬁz:—ﬁgradpiﬁ}ﬁ at |gradp|>i}’. (25.12)
/] 3u 3

)
]

0 at |gradp|$%7
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For parallel-rectilinear filtration in the Cartesian coordinate system, 7 = const
and Vn=0. So, the mathematical model of NVL filtration is different from the
Newtonian liquid filtration mathematical model [Eq. (5.1)] only in the filtration law.
But for unidimensional flows in the generalized curvilinear coordinate systems (the
cylindrical and spherical), 7 # const and V7 #0. Therefore, in a general case, the
mathematical model of NVL filtration is different from the Newtonian liquid filtra-
tion model not only in the filtration law.

2. Rectilinear-parallel filtration flow for the viscoplastic liquid

The solution of the flow-to-gallery problem is important for the processing of
laboratory core study results, where the rectilinear-parallel flow is realized.

Suppose a reservoir comprising of a rectilinear block of width B and thick-
ness h. The reservoir is bounded on the top and base by impermeable planes, on
the left by the charge contour, and on the right, by the gallery. The coordinate system
(as indicated in Fig. 25.1) is selected, i. e., the origin is placed at the charge contour
plane. Ox axis is directed parallel to the filtration velocity vector.

Fig. 25.1. Rectilinear-parallel filtration flow of viscoplastic liquid (VPL).

It is possible to assume that the sought-for functions (pressure p and filtration
velocity w) are dependent only on the x coordinate, and equation of the system
Eq. (25.12) becomes:

dzp_

—= 4ky =w,=0. (25.13)
X

0, wx=£’d_p_ » W, =W,
pldx| 3

The first Eq. (25.13) is easily integrable:
% = C,, therefore, dp = C\dx, and further p = C,

i. e., the same result as for a Newtonian liquid (see Chapter XX).
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To find the integration constants C; and C,, we need the boundary conditions
(pressure values at some points along the flow line). Let’s assume that pressure
values are known at the charge contour and at the gallery:

p=pcatx=0and p = pgaatx=1L.
Let’s now insert these values into the expression for pressure:
Px = C; and pga = C 1L+ C,
and from there:

Clz_pi_l#“_ and C2=pk .

so the pressure distribution equation is:

P =p, —ﬁL—pgix. (25.14)

Therefore, pressure distribution in the reservoir at NVL filtration is distributed

under the same law as for filtration of a Newtonian liquid {see Chapter XX,

Eq. (20.4)). The difference with the Newtonian liquid is that the above pressure dis-

tribution in the reservoir is valid not for all pressure gradients, but only when the
following condition is realized:

4
d —.
lgra p‘>3}/

So, using Eq. (25.14), it is possible to find the pressure gradient modulus:

= P " Pea (25.15)

d =
Igra pl L

)
dx

and by adding the flow initiation condition to equation that gives pressure distribu-
tion during NVL filtration:
pk pgalx at pk pgal >i}/ (2516)
L L 3

This is the correct format of the pressure distribution equation at NVL filtra-
tion. This equation, however, can be formulated differently when NVL’s rheologi-
cal properties are included into it. Before presenting this equation, let’s find the so-
lution of filtration velocity and flow-rate problem.

Let’s substitute the expression for pressure gradient [Eq.(25.15)] into
Eq. (25.13):

p(x)=p, ~

we=———= (25.17)
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Moreover, the obtained result can be used to determine the flow-rate. For this
purpose, the filtration velocity should be multiplied by the gallery area § = Bh. The
result is:

wa=Q=£ﬂ_—p‘dS—ﬂS
“u L 3u
or

Q=§[%-%y}$. (25.18)

This is equation for the flow-rate determination at viscoplastic liquid filtration
to the gallery. As it can be seen, if it is assumed y = 0, then it results in the expres-

sion for the Newtonian liquid flow-rate Eq. (20.5).
From Eq. (25.18), the pressure gradient can be derived:

pk_pgal =%+i}/
L kS 3

and substituting into the equation for pressure distribution in the reservoir
Eq. (25.16), results in:

px=pk—%x—7a. (25.19)

The same equation can be derived in a shorter way. Let’s use the second equa-
tion of Eq. (25.13):

dey

w=£'€11_ .
©ouldx] 3u

Let’s open the modulus sign, and as ldp/ dx < O|:

After solving this equality relative to the differential and separating the va-
riables:

U 4
—dp=twdx+—yx.
p = widn T dx
As w_=Q/Bh, it is possible to exclude velocity out of this equation:

—dp=5=dx+—px (25.20)
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and integrate it from the charge contour to arbitrary x value (0 <x < L):

Py x

4 Q 4},}
dp= £ +2ylx.
pjp J(th 37

The result is Eq. (25.19):
ou

p)=p, —==x-p.

kS

It is possible to integrate Eq. (25.20) from the gallery to arbitrary x value:

and obtain:

LO 4
=p  + —=+-
o pgal (k Bh 3

}’j(L -x).

Jo

P L

Lo 4
= L2 4
pgj_‘p J(th 37

(25.21)

Similar calculations can be performed also for the nonlinear filtration law

Eq. (25.10). However, due to nonlinearity of differential equation associating veloc-
ity and pressure gradient, a simple analytical solution is difficult to arrive at. Indeed,
after projecting the filtration equation onto the coordinate axis:

A /S S
pldx 3 3(@)
dx

After multiplying this equation by the gallery cross-sectional area and trans-
forming gives this format:

0

4

Q =@ d_p_i}/.i_l 7 3
Mlde 373 (dpj

dx

The indicator curves can be plotted for 3
Eqgs. (25.18) and (25.22). The plotted lines are
displayed in Fig. 25.2.

A particular feature of the indicator curves at o7
filtration of the viscoplastic liquid is that all lines
do not run through the origin, but cut some seg-
ment on the “pressure drawdown” axis. The seg-
ment cut by curves 2 and 3 corresponds to the ini-
tial gradient value, and the segment cut by curve 1
corresponds to the value4y/3.

, (25.22)

|grad p|

Fig. 25.2. Indicator curves using
Egs. (25.18) — 1, Eq. (25.22)—2
and Eg. (25.18), without the num-
eric parameter 4/3 at y — 3.
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Thus, the filtration law Eq. (25.9) approximates well the nonlinear filtration
law [Eq. (25.10)] at pressure gradients greater that4y/3. If the numerical factor 4/3

at the initial gradient ¥ is not included into the filtration law Eq. (25.9), the indica-

tor curve will be the straight line 3. This figure shows that the approximation with-
out this numerical factor results in greater errors than the filtration law Eq. (25.9).

Moreover, the real porous medium comprises numerous micro-capillaries of
diverse diameters. So, as pressure declines, the capillaries are being “plugged”
starting with the smallest ones and then the largest. Thus, the indicator curves in
Fig. 25.2 correspond to some averaged parameters, and the “increase” of the cutoff
gradient value in the filtration law Eq. (25.9) enables the consideration of the smal-
lest “plugged” capillaries.

The initial (cutoff) gradient value in the porous medium can be determined us-
ing Eq. (25.5) obtained for the NVL flow in a capillary, i. e., the value based on the
ideal tube model, but accounting for linearization of Buckingham’s equation:

. 167,

4
=—y=—2 25.23
v =37 3 ( )

where 'is “new” cutoff gradient taking the 4/3 factor into account, which by
analogy with the Kozeny-Karman theory can be dubbed the shape factor.

3. Rectilinear-parallel filtration flow of viscoplastic liquid
in a nonuniformly-stratified reservoir

In this section, the rectilinear-parallel filtration in a nonuniformly laminated re-
servoir will be reviewed. Usually, permeability and porosity differ from one bed to
the next. Therefore, as follows from Eq. (25.23), the cutoff gradient will also differ.
The same equation indicates that the higher permeability (k is proportional to d),
the lower the cutoff gradient, and vice versa.

Let’s assume that the filtration law with the cutoff gradient is valid for each in-
terbed/lamina:

i e R

w =0 at =‘Vjp|5}/;,

(25.24)

i

where @ is the lamina/interbed number.

Let’s review the bed composed of three interbeds of different permeability
ky> ky> ks, then y; <y < y3. It is assumed that the pressures at the charge contour
and at the gallery in all interbeds are the same.

In this case, as pressure grows, the interbeds will sequentially begin to transmit

liquid. Indeed, if ]grad| <7, there is no motion in the entire reservoir. At ¥, < |grad|< v
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filtration will occur only within the first interbed, and so on. In order to introduce
parameters average for the reservoir, it is possible to use Egs. (25.24) and “spread”
the result over the entire reservoir:

=_23:w - ;I 3 [ ‘v;p‘]dp (23.25)

where h, is the interbed’s thickness. Eq. (25.25) describes filtration through a
piecewise-linear broken line (line 1 in

w Fig 25.3).
Along with the reviewed NVL filtration
2 1 laws, the exponential filtration law is also
{ used:
|
i w= —C|grad pl" gradp, (25.26)
! L -
07y " |grad p| where C is the experimental constant, 7 > 0.
Fig. 25.3. Filtration velocity vs. The exponential law Eq. (25.26) corres-
pressure gradient modulus. 1—  ponds with the pseudoplastic fluid behavior

piecewise-linear (in a laminated and adequately describes the polymer solution
teservoir); 2 —nonlinear, under the  flow in a porous medium. It is used in design-
exponential filtration law. ing polymer flooding of reservoirs as an EOR
technique. The indicator curve corresponding

to Eq. (25.26) filtration law is displayed in Fig. 25.3 (line 2).

4. Radial-plane filtration of viscoplastic liquid

In this section, the pressure distribution and filtration velocity in the reservoir
under the parallel-plane symmetry will be reviewed. Suppose there is a round central
well of radius r. with constant bottomhole pressure p. located in a circular reservoir
of thickness h and charge contour radius Ry. A constant pressure py is maintained
in the reservoir (see Fig. 20.4).

To solve the problem of a viscoplastic liquid flow to the central well in a cir-
cular reservoir, let’s rearrange the flow equation in the viscoplastic liquid filtration
law Eq. (25.11) by solving it relative to the pressure gradient. For this purpose,
let’s represent the pressure gradient as the product of a unitary vector n and the
pressure gradient modulus'grad p| :

grad p = |grad p|ri

and open the parentheses in the right part of the first filtration equation:
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This equation is easy to solve relative the pressure gradient:
grad p = —%m Vi (25.27)
Therefore, the NVL filtration law solved relative to the pressure gradient can

be formatted as follows:

gradp=—%ﬁz+ y'fi at |grad p|> 7" and |#]>0

lgrad p| < 7" and [#=0.

Furthermore, let’s return to Eq. (25.27) and, assume that the flow is axisym-
metric and only dp/dr and w, = w(r) are different from zero. So, after projecting
Eq. (25.27) onto a polar coordinate system:

dp U .
—=—w+7y. 25.28
dr &k vy ( )

To find pressure distribution in the reservoir, we will separate the variables in
Eq. (25.28):

u

dp = ;wdr +¥dr
and, use the ratio:
w= 0 , (25.29)
2mhr
Canceling the velocity from the equation:

4 Q dr .
dp=————+ydr. 25.30
Py Y (2>30)

After having integrated this equation from the charge contour Ry to an arbi-

trary r value (r. £r< R, ):
u Q. R .

ry=p,—~———In—<*%-y (R, -r). 25.31

p(r)=p, ko r Y (R, —1) ( )

By assuming r = r. in Eq. (25.31) and solving this equation relative to the

flow-rate Q, the equation for the well flow-rate under the viscoplastic liquid filtra-

tion will be derived:

0- 2ph(p=p YR -} (25.32)
4 \InR/r. InR, /7,
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Eqgs. (25.30)~(25.32) are valid only if the conditions of the flow initiation are
met, 1. €., when the inequality:

lgrad p| > ¥’ (25.33)

is realized. Let’s see, then, to what inequality leads the condition of Eq. (25.33) in
solving this problem. The pressure gradient modulus is equal to:

M

L T

Therefore, it is possible to rewrite the inequality Eq. (25.33) as:

ﬂ_Q_l_ >0
27kh r
or, using Eq. (25.32):
pk pc
R, —r. }/

or, as Ry >> r.:

% >, and from there Ap > }/‘Rk :

k

The indicator curve under the viscoplastic liquid filtration is shown in
Fig. 25.4.

As it can be seen, the line does not run through the origin and cuts some seg-
e ment OA on the “pressure drawdown” axis. The size of
the segment determines the value of the initial gra-
dient. Indeed, the following equality is realized at the
point A:

Py

Py~ pr> or pcz *
R, —r. 4 R, 4

A

0 YR—r) Aap, In the field, however, the value of the initial gra-
Fig. 25.4. Indicator curve  dient is determined differently.
corresponding to the VPL It is assumed that after the well is shut-in (Q = 0),
filtration law. pressure distribution is still determined from Eq. (25.31).
Then after the well shut-in, its bottomhole pressure will be:

Pe=pP V(R -1, (25.34)
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where p_. pressure in the well after the shut-in (Fig. 25.5). Because the oil by de-

fault is incompressible, theoretically pressure distribution Eq. (25.34) sets up in-

stantaneously after the well is shut-in. However, as

p + opposed to the model oil, the real oil is slightly comp-

t P ressible; the pressure distribution Eq. (25.34) will be

| p reached after a while. Also, due to the non-Newtonian

! : Y il properties, the “restored” pressure in the well turns

{ out lower than charge contour pressure and not equal

) to it as it would be under the Darcy’s law filtration
' for a Newtonian liquid (y = 0).

J .
T T I T T 7777777 After p_. pressure is measured, some amount of

2YR,

X

LLLLLLLLLLA;

Fig. 25.5. Definition of ckut- the same oil is injected back into the well. As a result,
off gradient in a reservoir the oil begins to flow into the reservoir. After the in-

jection is finished and the flow stops, a new pressure
distribution will set up, and the well pressure will be:

p-=D,+¥R —1). (25.35)

Subtraction of Eq. (25.34) from Eq. (25.32), results in:

Pe—Pe
= Lo~ P 25.36
4 R, ( )

The described procedure takes a few hours in the field. Initial pressure gra-
dient measured in the Gryazevaya Sopka in Azerbaijan was: ¥ =0.007 MPa.

5. Non-stationary filtration of viscoplastic liquid

In this section, the non-stationary filtration of elastic NVL within an elastic re-
servoir will be reviewed. The mathematical model of such process includes:

20 _rp_g,

ot

pw=—p|1-—L— |grad p,
|gradp|

P= p()[lﬂLiq(p = p)), D=3+ B(p—py)

k =const, g =const, P= 3 Ipdp.
U
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So, repeating the same procedure with a different motion equation results in the
piezoconductivity equation for a compressible NVL:

op . /4
L =div||1-— |Vp |, |V 37
Pl IVK |Vp|] p} Vo|> 7 (25.37)

where « is piezoconductivity factor.

Eq. (25.37) is the base on which to construct the nonlinear theory of the elastic
filtration drive. In solving specific filtration problems, initial and boundary condi-
tions are formed for Eq. (25.37), similar to those reviewed in the elastic drive
theory. At the same time, what is important is that under filtration at a cutoff gra-
dient, a variable area forms in the reservoir. At the boundary of this area (until such
time when it reaches the reservoir boundary), the pressure gradient modulus must
be equal to the cutoff gradient, and pressure must be equal to the initial formation
pressure,

Let’s review some unidimensional problems of this kind.

Rectilinear-parallel filtration of an elastic NVL. Let’s review non-stationary
filtration of an elastic NVL within the uniform semi-indefinite reservoir. Suppose
at the initial moment in time ¢t = 0 a production gallery begins operating at the re-
servoir boundary x = 0. Constant pressure pg is maintained at the gallery. Two
areas form in the reservoir: the filtration zone and the no-flow zone. Their boun-
dary is moving with time under the / = I(¢) rule, and /(0) = 0.

Suppose pressure in the no-flow zone is equal to the initial formation pressure,
and the cutoff gradient is constant.

Piezoconductivity equation projected onto the coordinate axis x is:

P _,9|(9p_
at“’(ax[(ax ;/J] [Vpl>7 0<x<! (25.38)

Outside the filtration zone, pressure is equal to the initial formation pressure:
p(x.t)=p, at x>I(t)

The following conditions are realized at the zone boundary x =1(t):

p(Lt)=p, (25.39)

(a%x) =y (25.40)

x={
It is required to find in the 0 < x <! area the solution of Eq. (25.38) equation,
to determine the flow-rate Q=Q(¢) and the ! =1(¢) law under the conditions of

Egs. (25.39) and (25.40) at the zone boundary; and with the initial and boundary
conditions:

p(x,0)=p, and p(0,1)=p,, (25.41)
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Let’s solve this problem approximately using the integral relationships tech-
nique (Chapter XXIV, Sec. 3). Restricting to only one integral, relationship gives
only the solution in the following format:

p(x,z)=yx+a0(t)+a,(:)§+a2(z)(§)2 (25.42)

where a;,a,,a, are unknown variables determined from the boundary conditions

of Eqgs. (25.39), (25.40) and the second condition of Eq. (25.41).
From the condition of Eq. (25.40):

ap(x,t 1 1
(=) —pvageaaf})-r.
x ), 1 {
It follows from there that:
a, (1) =24, (1)
From the second condition of Eq. (25.41):
p(0,£)= p,, = ay(t)=const, (25.43)

and it follows from the condition of Eq. (25.39) that:
Po (l’t) =yl +a, (t)+a1 (t)+a2(t)
The obtained values of the factors are constant {see Eq. (25.43)] and by sub-

tracting from Eq. (25.42) results in the following equation for pressure distribution
in the reservoir:

p(x.1)= py—y(I-x)~(4p, —71)(1—§)2 (25.44)

where Ap, = p, — p,, = const.

Equation for the gallery flow-rate is derived from filtration equation by mul-
tiplying it by the gallery area Bh, where B and £ are, respectively, gallery’s width
and thickness:

op
0,t)=—| —- 2545
0(0)=%(2-y )i @545
After substituting Eq. (25.44) into Eq. (25.45):

0(0,1)= ﬂ( 289, y)Bh (25.46)

To determine {(r), the integral relationship characterizing the condition of the

(1)
ap X, t) . l
dx = -
j ( Ox ! Jo

material balance is used:
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From there, and considering Eq. (25.44):
12
oo L
ol Apo -vi
Integrating this equation under !(0)=0 condition, gives a subtended alge-
braic equation for the zone boundary /(¢) motion law:
2
3Kz =(ép_oj in—2P__ _(ijwijz (25.47)
Y bp, -yl \y 4
Analysis of Eq. (25.47) shows that I(¢) has the asymptote:
I=1 =8p, 7
Cutoff (t —e0) pressure distribution and flow-rate, respectively, will be:
p=plx)= P t? at0<x<l
p=p(x)=p, at x>I" (25.48)
0(=)=0

For better understanding of derivations and formulas, it is important to analyze
Eqgs. (25.44)—(25.48). This would help better understanding the major features of
non-stationary filtration with the cutoff gradient.

Problem of the well startup at a constant flow-rate under filtration of an
elastic viscoplastic fluid in an elastic reservoir. In this case Eq. (25.37) is:

op 10 op
Eox——|r| -y Vp|>y l 25.49
ot rar[r(ar ):I’ I |> O<r< ( )

At the initial point in time, the reservoir is undisturbed:
p=p, att=0 (25.50)

The condition at the well is derived from the filtration equation:

and from there:

+y at r=r (25.51)
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Let’s search for an approximate solution of the assigned problem using the
integral relationships technique. Suppose, pressure distribution in the disturbed zone

of radius R(r) is:

,
p(r,t)=aolnR(t)+a1 +a,

RE:) at r<R(t) (25.52)
p(r.t)=p, at r>R(t),

where a,,a,,a, are unknown factors to be determined, R(¢) is the disturbed zone
(where filtration is occurring) radius; there is no filtration outside of this zone. With
time, the disturbed zone boundary advances under the rule R= R(t) , and at
R(0)=r.

The following conditions are realized at the disturbed zone boundary:

p(Rt)=p,, Opfor=y at r=R(t) (25.53)

Factors a,,a,,a, can be found from the conditions of Egs. (25.51) and (25.53).
Then, Eq. (25.52) is transformed to the following format:

p(rt)=pc+ 2%1 (l" RE:) ) RE:) HJ_ AR)=r] essd

The disturbed zone radius is found from the material balance Eq. (23.7), which
in the case Q =const can be written as:

Q=p'7R*(t)h(p, - P), (25.55)

where p is weighted average pressure within the reservoir disturbed zone. It is de-

termined from Eq. (20.11). After substituting into Eq. (25.54) and integrating it, the
result is:

_ Ou 7y
=p +2E _Yp 25.56
P=pt o3 R0 (25:36)

From Eq. (25.55) and considering Eq. (25.56), the disturbed zone boundary ad-
vance rule is found:
Arxkhy
Qu

Rz(t)[l+

Finding from Eq. (25.27) the R(¢) values at different times and substituting in-

R(I)}=12K't (25.57)

to Eq. (25.54), p (r,t) values can be found.
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Of a special interest are bottomhole pressure changes (atr =r.):

plec)= o+ 2 st | Tr() 1]

or, a almost immediately after the well startup R(7)>>r.:

p(r.t)=p, +£ﬂ—[ln

1|-7R 25.58
2rmkh +] 7R(1) ( )

r
R(1)

In order to analyze bottomhole pressure change under non-stationary filtration
with the cutoff gradient, Eq. (25.57) will be studied.

For the values R(t) << Qu/4mkhy, the second component in parentheses is

less than | and can be disregarded. Then:
R (1)=12xt (25.59)

Which is typical of the elastic drive (Chapter XXIII). This relationship is rea-

lized for the small time values:
1 2
t << — ou .
12x\ 4xkhy

At that, yR(r)<< Qu/4rkh, and the major role in the Eq. (25.58) belongs to

the logarithmic term:

_ Qu ln12K't

,tz
p(r1)=p, 2kh 1’

At long times, when the one in parentheses of Eq. (25.58) can be discarded
compared with the other components, i.e., R(¢) >> Qu/4xkhy, the disturbed zone

boundary advance rule looks as follows:

R(z)=(3Q”"’)V3,

zkhy

and bottomhole pressure vs. time correlation is:

3
- Q4 FOun [30un | O (25.60)
6nkh  khy dhy ) 2akh

plr..t)= p,

With some parameter values, the exponential term acquires the main signific-
ance; so, the bottomhole pressure decline rule changes from a logarithmic to the ex-
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ponential one. Therefore, at long times the shape of the bottomhole pressure change
curves, under filtration with the cutoff gradient, significantly changes compared with
the elastic liquid filtration. In principle, it enables to identify the manifestation of the
cutoff pressure gradient.

7. Formation of bypass zones in the process of
oil-by-water displacement

An important effect of filtration with the cutoff pressure gradient is the possi-
bility of formation in the reservoir of bypass zones, where oil or gas remain immo-
bile. These zones form in the reservoir areas where pressure gradient is below the
cutoff value. Occurrence of the bypass zones results in a decrease of the oil recovery.
Such bypass zone located between two production wells operating at equal flow-rates
is shaded (3) in Fig. 25.6a.

Let’s review the oil-by-water displacement from a reservoir under the 5-spot wa-
terflooding system (Fig. 25.6b). Well 1 is the injection well, wells 2 are oil producers.

a) b)
2 2

\103/
2N\

Fig. 25.6. Schematics of formation of bypass zone.

Analysis of the two-dimensional flow demonstrates, that the flow velocity in
zones 3 is small compared to velocities in the areas next to the straight lines con-
necting the injector with the producers. The result is that these zones are bypassed.
The ratio of the shaded areas in Fig. 25.6b to the entire area of the 5-spot cell can
be viewed as the water-flooding sweep factor. It was shown that the size of the by-
pass zone and the reservoir sweep factor are functions of the parameter:

A=0ulkyL,
where Q is the production well flow-rate and L is the characteristic linear dimen-
sion (such as half-distance between two wells).
It turns out that the reservoir sweep factor increases as the A parameter in-
creases.

At the same time, in order to derive a sweep factor change due to the cutoff
pressure gradient as applied to a real oil field, it is necessary to eliminate the
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effect from the other wells, reservoir non-uniformity, physicochemical pheno-
mena, etc.

8. Specifics of viscoplastic liquid filtration
in anisotropic porous media

For a description of NVL filtration flow in anisotropic porous media, the re-
sults of Sec.3 in this chapter will be used. Equations derived for the ideal tube
formed by one system of capillaries for the ideal tube formed by three mutually
perpendicular systems of cylindrical capillaries will be expanded. Each capillary
system will have its own diameter d,, and laying step a,,=1,2,3.

It is usually assumed, in generating definitive equations for idealized models,
that it is acceptable to disregard the flows interaction in the channels. In such a case
it is possible to derive formulas for the vector components for the true filtration ve-
locity for each channel system. To do so, the true filtration velocity in the case of
NVL Bukingham’s equation Eq. (25.2) can be used. The last component in brack-
ets can be ignored. In this case, such a transformation should be made for each ca-
pillary system. So, as a result of the transformation of the approximate equation:

4
W”=__m£a__ l_i 47_01‘ ﬂ , (25.61)
128uya,a, 3ldAp )| L

where w” is filtration velocity for the flow along the axis & of the Cartesian coor-
dinate system, a, and a, are the capillary laying steps along the corresponding

axes of the coordinate system. Subscripts e, 8, ¥ here and thereafter form a cyclic-
al permutation of numbers 1, 2, 3. As indicated earlier, Eq. (25.61) determines fil-
tration velocity in the capillary system & for a case when the pressure gradient di-
rection coincides with the capillary axis of symmetry. As a general case, we need to
solve the problem of the NVL filtration within one capillary system, with the mu-
tual relationship between the capillary axis of symmetry and the pressure gradient
being arbitrary. In such a case, Eq. (25.61) takes the format of Eq. (25.4).

Let’s expand the parentheses in Eq. (25.4) for each capillary system:

v,
wet =—Kajajey ) Kala jaje_TiP (25.62)

' K H lquvjp’

Here and thereafter the Greek subscripts usually indicate the channel system
number, and the Latin ones, the vector and tensor components. The summation is
assumed with respect to the repetitive Latin subscripts. The summation with re-
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spect to the repetitive Greek subscripts, if necessary, is indicated the usual way,
using the summation symbol.

Using the assumption of the independent flows in the capillaries, Eqs. (25.62)
can be summed up over all the capillary systems and transit to a 3D NVL filtration
equation:

V.p
np

w, =_l[k1 L+ k2 + k1Y P Zkayal”l” (25.63)
o

Oa'

a
n

Let’s analyze the obtained Eq. (25.63). The grid formed by the three mutually
perpendicular capillary systems, depending on geometrical parameters d,,a,, can

have either isotropic or anisotropic filtration properties. At d,=d,=d, and
a, =a, = a, we have the grid with isotropic filtration properties, and on almost all

other occasions the grid will have anisotropic properties. For the isotropic proper-
ties, Eq. (25.63) will be:

5Vp +—— J’Z l,“lj’ (25.64)

where J; is Kroneker’s delta.

Let’s compare the derived Eq. (25.64) with equation for the NVL filtration in
the isotropic porous medium Eq. (25.9). Usually the rule of NVL filtration in the
isotropic porous medium is written as:

k 4 ]
W, =~ V.p, (25.65)
Ll

where |Vp| is modulus of filtration pressure gradient. The ratio V,p / |Vp| is equal

to a unitary vector directed along the applied action. So, Eq. (25.65) can be
rearranged differently as:

5V /’; yon, (25.66)

‘JJ g
0

where n, is the unitary vector which assigns the direction of the action: V,p = |Vp| n,.

Despite their mathematical equivalency, Egs. (25.65) and (25.66) allow for
different physical interpretations. Eq. (25.65) is usually considered to be a nonli-

near filtration equation, where the expression k(1-y/|Vp|) sets up nonlinear
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permeability. Eq. (25.66) can be considered to be the sum containing two tensors: the
permeability tensor (k;, =kJ;) and the cutoff (initial) gradient tensor (t;= ky5;).

Eq. (25.66) is more general as it allows possible symmetry independence of
the properties given by the tensors k, and f,. As it follows for the model permeabi-
lity equation (k* =7td;‘/128aﬂa7 ), a situation is possible when at d, # d, #d, the
medium manifests isotropic properties during filtration of a Newtonian fluid, but in
the filtration equation of NVL, with the isotropic tensor k,.j , we will have the aniso-
tropic tensor .

Indeed, permeability tensor k; is represented as a composition of two parame-

ters (the shape factor d /32 and clearance 7d. /4aﬂa7 ), and the cutoff gradients

tensor is represented as a combination of three parameters (the shape factor, clear-
ance and 47, /d, factor, which is the cutoff pressure gradient for the o™ capillary).

With the isotropic permeability tensor, anisotropic tensor of the cutoff gradients
can be found. So, it is important to assume that for NVL filtration within porous
media, filtration equation has the following format:

i

w, =—LkUVjp+it,.jnj. (25.67)
Hy Hy
Let’s now come back to Eq. (25.63). Remembering, that V,p =|Vp|n,:
k k &oa p
W, =——5,.jVjp+—7Zli sgn (nl). (25.68)
Hy Hy ozt

where sgn(njljf') is the signum function, which is equal to one if /7 >0, and -1 if
nl? <0.

Let’s further review Egs. (25.67) and (25.68). Comparing them shows that the
cutoff gradient value in Eq. (25.67) is assigned any direction using the second
rank tensor. At the same time, in Eq. (25.68) the cutoff gradient is determined
as the sum of the cutoff gradients along the major directions of the permeability
tensor. In either case, the cutoff gradient value does not depend on the filtration
pressure gradient. Thus, the cutoff gradient in Eq. (25.67) can be variable and is
determined and assigned continuously for any direction. In Eq. (25.68), the cutoff
gradient is represented by a constant vector in each quadrant of the Cartesian coordin-
ate system. For a continuum model, the Eq. (25.67) appears to be more natural.
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However, Eq. (25.67), as in the case of a single capillary system, does not com-
pletely define the NVL filtration rule as they only give filtration equations if the
conditions of the flow beginning are met (for the isotropic case, |Vp| > 7). Thus, in
order to derive the rule of the NVL filtration in anisotropic media, it is necessary to
formulate the condition for the beginning of the flow and write down all possible
options of filtration flows, which arise due to the fact that the cutoff gradient values
in anisotropic media vary depending on the direction.

A condition for the flow beginning, as in the case of a single capillary system,
can be the inequality based on the condition of negative friction at the fluid flow
in a porous medium;

wV,p<0. (25.69)

After substituting filtration Eq. (25.67) into this inequality, the condition for
the flow beginning in the direction n, is:

t.nn.
|Vp| >4 (25.70)
il
It follows from there that for the isotropic case the flow is possible at|Vp| >7.

For anisotropic media, however, this representation has low information value.
By analogy with the definition of the directional permeability, the factor of “the
directional movability” is introduced:

P(le], n,) =~ pywn, [|Vp|=k;nn; —t..n.nj/|Vp| . (25.71)

(T} gl

In this case the flow beginning condition boils down to the requirement of po-
sitivity of the movability factor: P(|Vp|,ni) > 0. Therefore, filtration Eq. (25.67) is

valid if the movability factor on application of action in the direction n, is greater
than zero.

For an isotropic medium, the addition of the no-flow condition (w, =0) to this
system in the case of a negative movability factor, would be a complete definition of
the filtration rule. In the anisotropic porous media, however, motion Eq. (25.67) results

in numerous possible outcomes in the formulation of the NVL filtration rule.
Indeed, in the anisotropic media, the realization of the flow beginning condi-

tion P(]Vp],n,,) >0 is a guarantee of 3D NVL motion under Eq. (25.67). However,

the second rank tensors in the main directions assume extremal values of the directional
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properties. For this reason, the fact that P(|Vp|,n,,) <0 does not mean that NVL

filtration is impossible.

Indeed, let’s assume with certainty that 3 > %, > 7;. Then, when the condition
P(le|,n,.) < 0 is realized, inequality |V,.pb,.| > 7, can also be realized (see Fig. 25.7).
And this means that the pressure gradient attached in the direction n, can be suffi-
cient to realize the flow beginning condition for only one system of channels. In

this case the filtration flow will be unidimensional and will be described by motion
Eq. (25.60) at a=3. The two-dimensional flow is possible if P(|Vp|,nl.)<0, but

(ko3 +kyn3 )| V||| (ky7om3 + kyy3n3) > 0, where || is the length of vector n,

projection onto the Ox,x, plane.

P(jVpln) =0

P(Vpln) <0

v’ A5 P(Vpln) 0
Vi 1
0 &

Fig. 25.7. Cross-section of the surface of zero directional movability (initial gradients) at
k, =k, and d,/d, =3.

Thus, the NVL filtration rule in anisotropic media allows for the single-, two-
and three-dimensional formulations.
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CHAPTER XXVI

LIQUID AND GAS FLOW IN FRACTURED AND
FRACTURED-POROUS MEDIA

As the demand for oil and gas increases, petroleum exploration goes deeper,
enters new areas, encounters more complex geology. Significant number of large
fields discovered in the Middle East, North America, Europe and other regions are
associated with carbonate reservoirs which are fractured.

Certain anomalous behavior was observed in some fields. Intense circulation
loss occurred in the wells against low-permeability section; high flow-rates were
obtained in wells with the stationary regime from the low-permeability intervals.
These and similar occurrences indicated the presence of systems of communicating
fractures, which served as avenues for the fluid inflow or circulation loss.

Field data and laboratory studies of cores and thin-sections showed that the
fractures have complicated structure, and liquids and gas flow in them has certain
specifics compared to the porous medium. Fractured rocks have micro- and macro-
fractures, small and large caverns and cavities. At the same time, the rock matrix
may be totally impermeable or just a regular porous rock. The macro-fracture width
may be 1 mm, sometimes greater. The width of micro-fractures is usually 1 to 100 pm.
The resistance to the fluid flow in the fractured rock is substantial. Based on this, it
is believed that the macro-fractures are not very long and in most cases connect
with one another through micro-fractures, and the micro-features create higher resis-
stance to the flow.

Liquid and gas filtration models created for the clastic granular reservoirs do
not fully describe filtration specifics in the carbonate reservoirs whose main dis-
tinction was the variable nature of the fracturing.

Generation of the new filtration models for the fractured rocks involved more
detailed studies of the geology and physical properties of these rocks.

This chapter deals with the most common model and concepts associated with
filtration in fractured rocks.

1. Specifics of filtration in fractured and fractured-porous media

The subsurface hydromechanics describes the filtration processes in fractured
reservoirs using two models, purely fractured (Fig. 26.1a) and fractured-porous
(Fig. 26.1b). In the former case, the rock between the fractures is impermeable, and
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the fluid flow occurs only through the fractures. Such rocks include shales, crystal-
line rocks, marls and some limestones and dolomites.

%WZZ@

Fig. 26.1. Schematic representation of a purely-fractured (a) and fractured-porous (b) media.

Suppose a fluid-saturated fractured rock is considered as a continuous me-
dium. Then a representative volume for which averaged filtration parameters are
introduced must be much larger than in the case of the filtration parameter determi-
nation for a porous medium. For instance, if the fractured reservoir is represented
as a system of fractures, then the number of fractures in the representative volume
should be at least ten.

Fractured-porous medium is a combination of porous blocks separated by the
fractures (Fig. 26.1b). The fluid saturates both the porous blocks and fractures. The
sizes of the fractures significantly exceed characteristic sizes of the pores, so the
fracture permeability is much greater than that of the porous blocks. At the same
time, the fractures occupy substantially smaller void volume than the pores. For
this reason, the fracturing factor Jy, i. e., the ratio of the fracture volume to the en-
tire rock volume, is much smaller that the block porosity &,. Fractured porous re-
servoirs are mostly limestones and dolomites, sometimes sandstones and siltstones.

Let’s review a purely fractured rock. The fracture is viewed as a narrow slit
with two dimensions (breadth and length) much larger than the third one (the dis-
tance between the walls called the fracture width). The fracturing factor &, as well
as permeability k,, is determined by the fracture density and width. To determine

the introduced parameters, a simplified fractured reservoir model is usually consi-
dered. The simplest fractured reservoir is viewed as slits formed by two parallel
planes with the constant opening width  and laying period b (Fig. 26.2). Such a
model is called the fractured medium with ordinary fracture system or just fracture
system. Fracture density I” is the number of fractures per unit length of the axis
perpendicular to the fractures. By definition, the fracture system density is:

r==
h
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.

! ;

X

Fig. 26.2. Model of the fractured medium with the orderly fracture system.

For an orderly fracture system, this equation may be written as follows:

_n__ 1
n(b+8) b+é

Ir= (26.1)

n
h

The fracturing factor for an orderly fracture system is & = I'8 . If there are two
fracture system in the reservoir, with the equal density and width, then &, = 2I'§,

etc.
In a general case, it is believed that for the fractured reservoirs:

@, =6rs (26.2)

where @ is a dimensionless factor depending on the fracture system geometry in
the reservoir.

2. Filtration laws in fractured media

The liquid or gas flow through an orderly fracture system may be described
similarly to the way it was done for a single capillary system in a porous medium
(Chapter XXVIII), but using Boussinesq’s (rather than Poiseuille’s) equation:

2
v= & (26.3)
124 1

which associates the average velocity v in one plane of the slit and the pressure
drawdown Ap at the distance [ . For the case of an orderly fracture system and the

pressure gradient directed parallel to the fracture planes, Eq. (26.3) determines true
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filtration velocity. To transfer to filtration velocity w, let’s calculate the through-
flow through the fracture

2
J —A—p-&z
124 1

véa =

and “spread” it over the entire area of the elementary cell. The result is the motion
equation of the filtering liquid:

vda & Sda 1Ap

=2 L 26.4
(b+0)a 12 (b+d)a u I @64

This equation coincides in its format with Darcy’s law Eq. (18.11) and with
the motion equation in an ideal tube Eq. (18.37), although with a different represen-
tation of the factor in front of Ap/ul:

w=2_._9¢ _°P (26.5)

Darcy’s law Eq. (1.11) indicates that the resulting factor:

g 58

12 (6+b) 12(6+b)

=k (26.6)

is permeability of the orderly fractures. The format of numerical factors in the right
part of Eq. (26.6) is preserved (as in the ideal tube model) in order to emphasize the
physical meaning of its components. The first component 52/12 assigns fracture
system’s “conductivity”; its format is determined by the form of the channels
cross-section (for a cylindrical tubule d2/32). The second component 5/(b+5)
assigns clearance, which plays the role of averaging scale. The sinuosity factor is
often included in equations for permeability determination. In fractured media, the
earlier introduced dimensionless factor & plays the role of sinuosity.

Eq. (26.5) can be presented both in the vector and matrix format. With a single
orderly system of fractures, filtration is only possible in the Oxy plane (Fig. 26.2).
The medium is impermeable in the direction of the axis z (k3 = 0). Thus, the matrix
presentation has the following format:

w, 1 k 0 0)fop/ox
w, |[==—|0 k 0| dp/ox, | (26.7)
w,)  Hlo o o)lap/arx,

where k =8"/12(5+b).
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Using the dyadic representation Eq. (18.55), the matrix format Eq. (26.7) can
be reduced to the vector format:

w, = —L(kle,.“)e?) +kzei(2)e§2)) P (26.8)
7] ox

I

Eq. (26.5) was derived for a single orderly fracture system. The same train of
thought will be valid for a 3D model of three mutually perpendicular systems of
fractures (Fig. 26.3). The only difference would be that the subscripts will be needed
to the parameters & and b. The purpose is to indicate to which fracture the written
equation corresponds and to take into account the fact that the flows in the fractures

will sum up. Eq. (26.5) in the matrix format Eq. (26.7) can be written for each orderly
fracture system:

w | 0 0( dp/ox,
w, |==—|0 k0 || dp/ox,
w, #lo k, )\ dp/ox,
w; | k, 0 0) dp/ox
wy |=——[ 0 0 0 | dp/ox,
wi Hlo o k)lap/ax,
W, | k, 0 0)(dp/ox
w; |==—| 0 k, O dp/ox, |,
wil Hlo o ojlap/an,

where the fracture number is determined by the number of a coordinate axis, to
which the perpendicular to the fractures is parallel. Then, the total result can be
by summing up w= ZW":

a

w, | k,+k, 0 0 dp/ox,
w,l=——| 0 k+k 0 | op/ox, (26.9)
w, 0 0  k+k, )\ dp/ox,
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Fig. 26.3. 3D model of a fractured rock.

It follows from Eq. (26.9), that, for instance, by applying the pressure gradient
parallel to the o™ axis the following equation is obtained:

5 o’ ky+k
W:_L. F_ L _r .—I-'gradp=— £ _Yoradp. (26.10)
12 (85+b; 6,+b, | 1 M

There, the subscripts ¢, f, y correspond to the number of the coordinate axis,
onto which the lengths of the fracture parameters are projected, and form a cyclical
permutation of the numbers 1, 2 and 3. k; and ky are permeabilities of the orderly
orderly fracture systems with subscripts  and ¥ determined, respectively, from
Eqgs. (26.6).

From Eq. (26.10), we will derive permeability K, , in the direction of the coor-

dinate axis ¢, for the 3D fractured medium model:

1 ) s
K,=— +——7 =k;+k, 26.11)
12 5/,+b/, 57+by

The technique of obtaining the filtration rule for purely fractured reservoir by
summing-up of the filtration rules for orderly fracture systems is called the matrix
technique.

The other reservoir parameters of a 3D fractured system model are also easy to
calculate:

3 5 3
a=15 +ba ' - a=l 5a+ba ’

4

)
1 s, ]

- b O (26.12)
8y +bs 6,+b, '

It follows from Eq. (26.12) that 2@ =(s, +s, +s,), and the equality of clear-

ance and porosity is only realized when 8, =6, =0, i.e., as was the case for an
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ideal rock model, only for a single orderly fracture system. One can observe from
Eqgs. (26.9) and (26.11) that fractured reservoirs are as a rule anisotropic, although
to simplify we will treat them as isotropic.

3. Permeability vs. pressure in fractured
and fractured-porous media

Laboratory experiments and field practice showed that there is a much strong-
er dependence of permeability on pressure in fractured and fractured-porous reser-
voirs than in the porous ones. Let’s review several ways to model this correla-

tion k(p).
First, Eq. (26.6) is rearranged using Egs. (26.1) and (26.2):

io 8 @8 _ers
12(6+b) 12 12

(26.13)

Then, similar to the case of porosity vs. pressure Eq. (19.40), the correlation of
openness/width vs. pressure using the elasticity factor f of a fractured reservoir is

introduced:

_ds

’B_é_dp’

(26.14)

where dJ is the change in the fracture openness/width as pressure changes by dp.
Now the fracture compressibility rule can be integrated to find correlation between

the opening/width and pressure & = §( p). Upon separating the variables:
Pdp=dlné

and integrating:
P )
B [dp=[dins
Po %
results in:

)
ﬂ(P—P0)=ln_5-

0

or:

8=26,"m) (26.15)
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Assuming the exponent f(p—p,) is usually small, it is possible to expand it

into a series and, limiting ourselves only to the linear term of the expansion:
5=g[1+B(p-n)] (26.16)

At large values of B(p— p,),itis necessary to use Eq. (26.15) for the equation

of state of the elastic liquid.

Let’s now return to Eq. (26.13). By definition, & is a dimensionless factor de-
termined by the fracture system geometry in the reservoir. Therefore, it does not
depend on pressure, and I, as Eq. (26.1) shows, at §/b<<1:

k
h  n(b+96)

)

|-

]
b+6
then permeability as a function of pressure can be presented as follows:

3
k=009 _Or 5

12 12 S+ A(p-po)]

or,asatp = p,:

_ors:
° 12
then:
k=k[1+B(p-p,)] - (26.17)

When the S(p- p,) value is high, similar calculations will result in an expo-

nential correlation between permeability and pressure like Eq. (19.45):
k =k,e”™  where @ =3 (26.18)

In granular reservoirs, at small pressure changes the Eq. (26.17) correlation
usually can be assumed linear:

k=k,[1+a(p-p,)] (26.19)

It is usually believed that under the stationary filtration in a fractured-porous re-
servoir, permeability k, strongly depends on pressure and is defined by one of

Eqgs. (26.17)—(26.19), whereas permeability k, of the porous blocks does not de-

pend on pressure and is assumed to be constant.
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In fractured rocks, where the true flow cross-section is relatively small, the
flow-rates are usually high; a deviation from Darcy’s law due to inertia forces is
highly probable. Usually, the binomial filtration law Eq. (18.22) is used.

4. Fluid crossflow in fractured-porous media

These filtration specifics are especially clear in the fractured-porous rocks un-
der non-stationary processes. The fracture system and the pore system are two me-
dia with different linear scales. The average pore size is 10 pm, and the average
fracture opening/width is 10 um (and their length is between a few centimeters
and hundreds of meters). At the same time, the block/matrix porosity &J, is one
to two orders of magnitude higher than porosity of fractures &J,. Permeability is
proportional to the squared characteristic linear size. For this reason fracture per-
meability is much higher than the block/matrix permeability, so most of the fluid is
contained in pores but filtration occurs in fractures. In the process, the fluid moves
in pores and fractures with cross-flows from the matrix blocks into fractures.

Let’s review the cross-flow process in more detail. Suppose bottomhole pres-
sure drastically changes (for instance, during the well startup). If the matrix blocks
are considered impermeable, the regular elastic drive theory can be used. Piezocon-
ductivity x =k / l 0, + ﬂ J as determined through the fracture system parame-

ters can turn out to be very large compared with the porous reservoir (because per-
meability k; of the fractured rock is high, and the fracturing factor &, is low).
It means that the pressure distribution process will occur at a higher velocity in the
fractures than in the matrix blocks. Indeed, pressure change under the elastic drive
is found as:

p(xr)=p.~ 22 (Jax-x), 0<xsvamr.

It follows from there that at the x value set, the greater 77, the faster pressure

changes. So, a new pressure distribution sets up in the fractures over a relatively
short period of time. Pressure within the matrix blocks changes more slowly, so
pressure difference emerges between the matrix blocks and the fractures. As a re-
sult of the liquids partial cross-flow from the matrix blocks to the fractures, pres-
sure in the entire reservoir will level. The lower the matrix blocks permeability k5,
the higher their porosity &, larger their size, and larger liquid and matrix com-
pressibilities f, and £, the longer is the process.

Thus, the flow parameters in the matrix blocks and fractures are different: the
matrix blocks pressure p, is greater that pressure in the fractures p,, the filtration
velocity in the matrix blocks w; is much lower that filtration velocity in frac-
tures wy. For this reason, a fractured-porous medium under the non-stationary
processes can be considered as a combination of two porous media with pores at
different scale. Medium 1 is an amalgamated medium where the porous matrix
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blocks play the role of grains and considered to be impermeable. The fractures play
the role of pore channels. Pressure in this medium is p, and filtration velocity, w.
Medium 2 is porous matrix blocks composed of grains separated by small pores.
Pressure in this medium is p,, and filtration velocity, w;.

Thus, an important feature of the non-stationary processes in fractured-porous
reservoirs is intensive fluid exchange between both media, i. e., between the porous
matrix blocks and the fractures. The exchange is caused by the pressure difference
between the media.

Clearly, during the motion of a slightly-compressible liquid out of the matrix
blocks into the fractures per unit time per unit volume, the intensity g of the cross-
flow is in direct proportion to the pressure difference p, — p,, density p, (provided

density changes little in the pressure interval of p, to p,), and in inverse proportion
to viscosity 4, i.e.:

9=0,2(p,-p)). (26.20)
U
where ¢, is dimensionless factor determined by the matrix block permeability &,,
characteristic linear size /, and dimensionless values describing the matrix block
shape; o, = ak, /1.
Eq. (26.20) should be considered in cases where density strongly depends on

pressure. For instance, in the ideal gas filtration the cross-flow intensity from the
matrix blocks into the fractures is:

g=a,2(p:-p}), (26.21)
M
where p, is pressure corresponding to density p,.

5. Derivation of differential equations for liquids
and gas flow within the fractured
and fractured-porous media

Now, the differential equations are derived for the liquids and gas flow within a
deformable fractured-porous medium on the assumption that there are two pres-
sures at each point of the medium ( p, in the fracture system, p, in the porous ma-

trix blocks), and two respective filtration velocities w, and w,. The cross-flows

between the media are determined from Egs. (26.20) and (26.21).

Therefore, under the initial assumption the fractured-porous medium is a mul-
ti-velocity continuum where there is the mass transfer from the component 2 into
the component 1 or the other way around.
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In this case, the balance of mass equation written for the control volume, as
opposed to Eq. (19.4), derived earlier in Chapter XIX, has an additional integral
over the volume with the cross-flow function g ;. This function represents the lig-
uid (or gas) mass flowing per unit time within the control volume from the j th

component to the component and has the following format:
J .
> Vj @,pdV = —;{ pw!ds + Vj 2,4V, (26.22)

where the subscript i assumes the values 1 and 2 and corresponds to the number of
the medium (1, fractures; 2, matrix blocks). At that, g,, corresponds to the cross-
flow from 1 to 2, g,,, tj the cross-flow from 2to 1, g,, = g,, =0.

It is possible to transfer the integral formulation of the mass conservation law
Eq. (26.22) to a differential formulation. For this purpose let’s do the following:
first, the control volume is set in space, its position does not depend on time, so it is
possible to move the operator d/ds under the integral; second, the surface integral

is changed into a volume integral using Gauss—Ostrogradsky theorem:
[[@ +divp, —q, )dV =0. (26.23)
t
v

The condition of Eq. (26.23) is realized for any “physical” volume, the express-
ion under the integral is equal to zero:

% +divp, W,-q, =0. (26.24)

Eq. (26.24) is the differential format of the mass conservation law both for
the fractures (i =1) and the matrix blocks (i =2). In the equation for fractures, the
matrix blocks-to-fractures cross-flow function is g,, =g, and in the equation for the
matrix blocks, the matrix blocks-to-fractures cross-flow function is g, =—¢, i. e.,
g, =—q,, - Density values p, in Egs. (26.24) correspond to the pressure values p,.

Clearly, for a purely fractured reservoir ¢, =—g,,=0, and a single
Eq. (26.24) remains at i =1.

Let’s now introduce Leibensohn’s functions for the fracture system P, and for
the pore matrix blocks P; according to Eq. (19.20):

P= I%p(p, )dp, +const. (26.25)
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k
P = Iﬁp(pz )dp, +const . (26.26)

Assuming that the linear Darcy’s law is realized, it is possible to write differen-
tial equations as follows:

pﬁ’i =-grad F}
or in Cartesian coordinates:
of, of of,
W, =——, w, =——, w, =—— 26.27
p 1x ax p 1y ay p 1 aZl ( )
dP, oP, oP,
pWZx == ’ pwz_v = pwzz =—- (2628)
ox oy az,

Substituting Egs. (26.27), (26.28) and (26.20) for an elastic liquid or Eq. (26.21)
for the gas, into the continuity Eqgs. (26.24), gives the system of equations for the
non-stationary filtration of any uniform fluid in a fractured-porous medium. In the
Cartesian coordinate system:

o’K 9B 'R _ 9 o _
ax]z + ax§ + asz _at [p(pl)gl(pl)] P [f(Pz) f(Pl)] (26.29)

7r TR VR _D )
axlz + axzz + ax; 3 [p(Pz)gl(Pz)]"' r [f(pz) f(Pl)]» (26.30)

where f(p)=p,p for an elastic liquid, f(p)=p,p*/2p, for the ideal gas.
In order to solve the above system relative to p; and p,, the initial and boun-
dary conditions must be added.

6. Stationary unidimensional liquids and gas filtration
in a fractured and fractured-porous reservoir

In this section the stationary liquid and gas filtration is considered in a de-
formable purely fractured reservoir where permeability depends on pressure under
one of the rules of Egs. (26.17)—(26.19). In this case, Eq. (26.29) is reduced to Lap-
lace’s equation for Leibensohn’s function as defined by Eq. (11.25):

o0’R 3’P  93'P
+ =0 26.31
oxl  ox  ox ( )
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Let’s find the solution for filtration of an uncompressible liquid ( g, =const )
with constant viscosity (4 =const) in a reservoir, whose permeability is

an exponential function of pressure Eq.(26.18). First, let’s calculate Leiben-
sohn’s function:

(p-po)
B = Ip"ko ap=po dp+const—’0°—'————+const
au

The solution for a radial-plane filtration flow expressed through Leibensohn’s
function was derived in Chapter XX (see Eq. (20.41)). The P and Q,, distribu-

tions have the following format:

P=p - P - 1:1 R,
ln& r
r
27kh P, - P, (26.32)

H ln&

r

c

Now the Leibensohn’s function is derived at the charge contour and in
the well:

kO a(p.~py) (pe—po)

P = Poky +const, P. = p"—‘e———+const (26.33)
ou o
substituting into Eq. (26.32):
ea(P—Po) =ea(p,-pn) _ea(pl_pg) _ea(prp‘)) ]n_R_" ,
In R 4
r
¢ (26.34)
Q 27[k0hp0 a(p,~po) —e a(p.—po)
ol In &
I

If it is assumed that p, = p,, Egs. (26.34) become:

-a(p,-p.)
ea(p—m)=1_1_e e ln&,
ln& r
r

‘ (26.35)
27 hp, 1— e P P)

au ln&

r

c

Qm
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Equation for the volume flow-rate is:

_2mklh 1= e (e
ou In R,

r(

(26.36)

Q

The indicator diagram defined by Eq. (26.36) is a curve convex toward the
flow-rate axis for the production wells (Fig. 26.4, curve 1), and toward the pressure
drawdown axis for the injection wells ( p. > p, ; curve 2).

0 100 200 Q, m’/day

21>\\2
I\

\

Fig. 26.4. Indicator curves for a production well (1) and injection well (2) in a deformable
fractured reservoir.

Ap, MPa

Rearranging the first Eq. (26.35), gives the rule for the pressure distribution in
the reservoir:

_ alpe-p)
le—R—ln R (26.37)
In—*& r
-

¢

p=pr+lln 1-
o

Fig. 26.5 represents the pressure distribution curves constructed based on
Eqgs. (26.37) and for undeformable reservoir. Comparison of the curves shows that
in the deformable fractured reservoir (due to a decrease in the fracture open-
ing/width as pressure decreases) the resistance increases and pressure declines more
drastically that in an undeformable reservoir.

The qualitative features of Eqgs. (26.36) and (26.37) are also valid in the case
of the permeability vs. pressure correlation as expressed by Egs. (26.17)—(26.19).

The determination of fractured reservoir parameters (permeability k; and fac-
tor &) is of a great practical importance.
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Fig. 26.5. Pressure distribution curves: 1. undeformable reservoir (k =const ), 2. fractured

reservoir (k = k%™ "7y,
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Fig. 26.6. Indicator curve for a fractured reservoir (for parameter determination of fractured
tured reservoirs).

Nikolayevsky and Gorlunov (1970) proposed a technique for the processing of
indicator curves convex toward the flow-rate axis for the production wells in frac-
tured reservoirs. This technique is now reviewed as it applies to the first equation
of Eq. (26.35).

Two areas are recognized in the indicator diagram (Fig. 26.4):

Ap;
fi= [odrp
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the area between the curve Q(Ap) and Y-axis (shaded in Fig. 26.6) and:

£, =0Ap,,

i. e., the quadrangle area for the corresponding point of the indicator curve.
The ratio of these areas z,=f,/f, is calculated analytically through

Eq. (26.35). The z depends only on one dimensionless values 0Ap:

£ 1 1
= =—— where Ap=p,-p. (26.38)
7, -  aAp Ap=p,-p

Various values of oAp are assigned, and the z values calculated from
Eq. (26.38) and tabulated. Besides, the z = f,/f, ratios are determined for different
points of the indicator curve from the actual curve (the area is calculated by hand
for instance, with the trapezoid formula). Then from the table cAp is determined
for the found z value. As the actual pressure differences Ap, are known, it is possible
to determine . The & values are found for several Ap, values, and the average is
calculated. Knowing ¢, it is possible to calculate from flow-rate Eq. (26.36) the
hydroconductivity factor & &/, and then permeability &° (if the reservoir thickness
h and viscosity g are known).

Field practice showed that ¢ is within the following range: a=(0.1-20)-10™" Pa

The indicator curve curvature with the increase of pressure drawdown can be
caused not only by the permeability dependence on pressure, but also by some other
factors (deviation from Darcy’s law, the presence in the reservoir of the initial pres-
sure gradient, etc.) So, possible effect of the other factors must be taken into ac-
count in the indicator curve interpretation.

The well flow-rate from a fractured-porous reservoir is a sum total of the lig-

uid’s rate from fractures and that from the porous matrix blocks. For instance, if
Eq. (26.18) is observed, the total flow-rate of a production well is:

_ 27koh(p, = p.)  27k(h 1= e ")

Q , (26.39)
H#1n R, op In R,
rc rc

where it is assumed that &, =const. Usually, porous matrix block permeability k>

is much lower than fracture permeability &, and the major contribution is from the

flow in fractures. Thus, discarding the first component in Eq. (26.39) does not result
result in a significant flow-rate determination error.
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Now, let’s find the solution for filtration of the compressible fluid (ideal gas)
with constant viscosity ( 4 =const) in the reservoir whose permeability is a linear

function of pressure Eq. (26.19). The Leibensohn’s function can be presented as
(assuming p, = p, ):

J-pa.mpk.“ [1-a(p,-p)]

Pl = .[Mklo(p)dp-{-conS[: dp+ConSt=
§7 PamH
1]
=%[(l—apk) _[pdp+a_[p2dp]+ (26.40)
1] 2 3
+const =£"—'“ﬁ{(l—apx)£—+a£—}+const
Punit 2 3

Gas mass flow-rate at radial-plane filtration in a circular reservoir can be de-
rived by the substitution of Eq. (26.40) into Dupois equation at p = p, and p = p,

Eq. (20.41):

2 3 2 3
p P, P 14
- J L. S0 1_ Le e
[(1 ap,) 5 +a 3} I:( ap,) 5 +a 3}

Q = 2”klohpa!m
HDun In

(26.41)

o |»%

The normalized volume flow-rate can be used by differently representing the
expression in the numerator of the second component:

0 1 _ 2 2
0, =P —p) hpl = p!) 1-%p +2g P (26.42)
ﬂpalm ln RK /rc 3 3 4

®

Here, the component in front of the parentheses is the gas flow-rate from the
undeformable reservoir. Thus, it is possible to estimate the parameter & effect
on the gas flow in the circular reservoir.

If the gas flow-rate from the undeformable reservoir is denoted as Q* (ax=0),
then from equation:

2
Qun _[1_%, 124 P (26.43)
Q 3 3 p.tp.

itis possible to determine the deviation of the gas flow-rate from the deformable
reservoir from the gas flow-rate from the undeformable reservoir (for a reservoir with
constant permeability).



530 CHAPTER XXVI

If, for instance, @=2-10"" Pa™', p =10MPa and p, =7MPa, then

0'/0,,=0.78, i. e., the flow-rate declines by 28 %.

Using the similar technique, it is possible to derive equations for the flow-rate
and pressure distribution of the liquid and gas (at rectilinear-parallel filtration to the
gallery) in a fractured deformable reservoir.

7. Non-stationary liquid and gas flow in fractured
and fractured-porous reservoirs

To determine the parameters of a non-stationary filtration in fractured and
fractured-porous reservoirs, we need to integrate the system of differential Egs.
(26.29) and (26.30) at the assigned initial and boundary conditions.

Let’s make the following assumptions: (1) the liquid is weakly-compressible,
i. e., the equation of state is Eq. (19.23) — p= poeﬂ’“(p_p") ; (2) viscosity is constant
(4 = const ); (3) both media (fractures and porous blocks) are elastic, i. e., porosity is
a function of pressure under Eq. (19.42) individually for each reservoir component
medium m, =my, + B, (p—p,), i=1,2; (4) permeabilities of both media are
constant: k, = const, k, = const ; (5)thereis mass exchange between the fractures and

blocks, and (6) the mass flowing from the blocks to the fractures is governed by
Eq. (26.20).

Under these assumptions, the Leibensohn’s functions, as defined by Eqgs. (26.25)
and (26.26), accurate to small values, are as follows:

P= ka‘ J.[l + B, (P~ Py )]dp, +const = p;’lk' p, +const (26.44)

P, =p07k2 ﬂ:l + . (P~ Py )]dp2 +const = p;fz p, +const (26.45)

Let’s transform the right portions of Eqgs. (26.29) and (26.30):
p(P)m (P.)=po[ mo+ B (p=Po)+ BB (P, + 2o)' | =
zpo[mm' +ﬂi‘(pi_p0):| yi=1,2

where the last component is discarded due to its smallness; /3 are elastic capacity
factors of both media:

B =B +myp,
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Then:
9_ — . Op;
3 I:p(pi)mi (pi):l =pob; o (26.46)

Substituting Egs. (26.44), (26.45), (26.46), and (26.20) into the system
Eq. (26.29) and (26.30), results in:

ﬁ az[)l azpl a pl ~

[axf e o "31 .. p % (p-p) (26.47)
k, azpz azpz 9° D,

" - 26.48
,u( ox; " ox; ax3 ,32 at P (p2 p) (26.48)

where p, and p, are pressures, correspondingly, in the fractures and por-

ous blocks.
Let’s introduce the following notations:

k, B k HB;

n= £ =—C €2=_2’ 7=

7

Using the 77,¢€,,&,,7 parameters, Egs. (26.47) and (26.48) look as follows:

77V2P1 =g %_M (26.49)
ot T

neVp, =202 Jr=p) (26.50)
ot T

where V?p, = Ap, is the Laplace’s operator.
It is important to note that piezoconductivity factor 7 is defined through the
fracture system permeability k, and blocks’ elastic capacity f;; the factor 7 has

the dimension of time and is called the delay time. It is a very important factor in the
theory of liquid’s non-stationary flow within a fractured-porous medium. It describes
the time lag between pressure redistribution in the fractured-porous medium
compared to a porous reservoir with piezoconductivity 7. The lag is caused by the
liquid exchange between the system of porous blocks and the fracture system. The
time lag 7 can also be formatted differently:

_HB _ppr 1
a, ak, an,
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It follows from this equation that large 7 values correspond to small piezo-
conductivity 7, values and to large block size I (either factor makes the overflow

from the blocks into the fractures more difficult).
The following conclusions can be made analyzing the Eq. system (26.49) and
(26.50). At =0, p, = p,, 1. e., the pressures in the fractures and blocks are equal,

and the medium behaves as if it is uniform. At 7 =ecc, the system falls apart into
two filtration equations in the fractures and blocks, i. e., the blocks are now iso-
lated, impermeable, and the medium behaves as if it were purely fractured. The in-
termediate 7 values correspond to the fractured-porous medium. Then, regardless of
a specific solution format for a problem, as the time ¢ increases, the solution is
tending to the solution of the elastic regime problem coming asymptotically close
to it after the time duration of several £’s.

The system of equations Egs. (26.49) and (26.50) can be simplified as the frac-
ture porosity &, and block permeability k, are small, i.e., &,/&, << and

k,/k, >>1; therefore, £ <<1 and &, <<1, and the components & dp,/ot and
1n€,V? p, can be discarded. The result is:
p,=p)

=0 and %+(
ot T

(pz_pl)

nvV’p, + =0 (26.51)

The above assumption (&, =0 and k, =0) means that the liquid is “stored”

in the blocks and flows only in the fractures (as the mass change in the fracture
system and the liquid flow in the blocks are disregarded).

There are numerous solutions of the system Egs. (26.49) and (26.50) and of
the truncated system Eq. (26.51) derived by way of integrating differential equa-
tions and using approximation techniques (integral ratios, averaging, etc.) All these
solutions are complex and unwieldy.

Here, the graphs resulting from the solution of the radial-plane problem are in-
cluded for the elastic liquid withdrawal at a constant flow-rate Q from a well with

the radius r. in an indefinite fractured-porous reservoir.

The problem setting is as follows:
Eqgs. (26.49) and (26.50) for radial-plane flow are:

_l__a_ % — %_(pZ—.pl)
nrar(r ar)_gl ot T (26.52)

10( dp,\_op, ,(P.—p)
Pl et o R et o X 26.5
7€ r ar(r or ) ot * T (26.53)
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At the initial time, the pressures in the fractures and blocks are equal ( p, ):
p,(r,0)=p,(r,0)=p, (26.54)
This pressure is maintained at all times in distant locations:
p(r.t)=p,(r,t)=p, at r—ot>0 (26.55)
The condition at the bore hole is as follows:

yOP O MO r=r. (26.56)

or *or 2mkh

Fig. 26.7 displays the graphs corresponding to a solution of the above
problem. On the Y-axis are values of the dimensionless pressure gradients

u, =2xkh(py— p,)/uQ and u, =27k h(p,— p,)/#Q, and on the X-axis, the di-
mensionless radial coordinate r+/777 . The curves are plotted for different ¢/7 val-
ues. The figure shows that the pressure distributes in the blocks much slower than
in the fractures. For the ratio ¢/ 7 =3, the curve u, (r\/nz') is almost coincident with

the curve u =—%Ei(—r2/477t), which describes a usual porous medium with the

piezoconductivity 7. Therefore, for the times much greater than the delay time z,

the pressures in the fractures and pores are the same, and the filtration equation for
a regular porous medium can be used.

a b

0 05 1.0 15riVxry 05 1.0 1.5rVaxr
Lo —T
/ /—

1 vy 1 <

u, u,

Fig. 26.7. Dimensionless pressure distribution in the fractures (a) and blocks (b) at differ-
ent times.
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Analyzing the elastic liquid’s flow to the well in a fractured-porous reservoir,
Warren and Root (1963) disregarded the liquid’s flow within the blocks (i. e.,
£,<< 1); thus, they discarded the right part of Eq. (26.50). Using the Laplace’s trans-
form they came up with an approximate and relatively simple solution for the pre-
ssure fractures at the bottomhole:

u =1 0.80908 +In7 + Ei __ A —Ei _ A (26.57)
e 2 ) 1

o(l-o -

2

where u,, =27kh(p, - p,. )/ 1Q t—=k,t/(ﬂl' +ﬂ2'),urf;
-k, r

- 'ﬂl* . El ) /1=a_
ﬂl +ﬂ2 EI+EZ kl l

As Eq. (26.57) shows, the pressure decline at the bottomhole depends on two
dimensionless parameters @ and A determined from Eq. (26.28) describing a frac-
tured-porous reservoir: @ is the ratio of the elastic reserves of the fractures to the
total reserves, and A is the intensity of blocks-to-fractures overflow.

]
I

(26.58)

=EZ

~
S}

l

0 2 4 6 8tgt

T T

ulC

Fig. 26.8. Pressure dynamics in fractures at bottomhole for different @ and A values,
@:1—0.001;2—001;3—0.1;4—1. A: " —0; 2 —5.10% 3’ —5-10% 4 —5.10°.

Graphs plotted using Eq. (26.57) for different @ and A values are presented in
Fig. 26.8. Each curve can be subdivided into three segments. At small values of the
dimensionless time ¢ (when the liquid enters the well mostly from the fractures),
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parameter @ plays a major role. For such time values, the asymptotic expression of
the integral exponential function can be used:

—Ei(—x)=ln—1——0.5772 at x<<1;

X
plC9 MPa
275
270F o
s
26.5+ §$'
) S/~
© ™,
26.0
25.5¢
25,01

107 107 107 107" 10°
t/
T+t

Fig. 26.9. Pressure buildup curves for different @ values (4 = 5-10°, 0 =18.3 m*/day).

then

_Ei(— (l’i))] ~In (1;;’) ~0.5772

Inserting these expression into Eq. (26.57), results in:

— 1
u, = %[0.80908 +In¢ +In 5} ) (26.59)
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i.e., the first segment in coordinates u,, — In7 is a straight line with the
slope 1.15. This line cuts on the axis a segment equal to [0.80908 —In ]/2 .

For the second segment, the pressure in fractures ,. remains almost constant.

The liquid enters the well both from the fractures and matrix blocks.
The third segment occurs at large time values when the values of the integral
exponential functions Eq. (26.57) can be disregarded. Then:

u, =[0.80908 +InT]/2. (26.60)

This is a straight line parallel to the first straight line and describing the flow
in a uniform reservoir. The distance between these straight lines depends on para-
meters @ and ¢ (see Fig. 26.8).

The pressure buildup curves of Fig. 26.9 in coordinates p,, — Int/T +¢, (T is
the production well operating time prior to shut-in, ¢ is the time after shut-in) have
a similar format. The curves are plotted for the value 1=5-10° and different @
values.

The @ and A parameters can be determined in the process of pressure buildup
or drawdown.

For additional information on behavior of fractured reservoirs, see Chilingarian
et al. (1992, 1996).
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APPENDIX A

Inasmuch as the authors believe that petroleum engineers and geologists must
be familiar with both the SI and FPS systems of weights and measures and be able
to easily make necessary conversions, some concepts and problems using FPS sys-
tem are presented here.

Some fundamental fluid mechanics concepts
and sample problems

Fundamental equation of fluid statics

The fundamental equation of fluid statics states that pressure increases with
depth, the increment per unit length being equal to the weight per unit volume
(Binder, 1962, p. 13):

dp=-pgdz (A-1)

where dp is increment in pressure; dz is increment in depth (z is a vertical distance
measured positively in the direction of decreasing pressure); p is density (mass per
unit volume); and g is gravitational acceleration. The minus sign indicates that
pressure decreases with increasing z. The above relationship can be clearly under-
stood on examining Fig. A-1, which shows vertical forces on the infinitesimal ele-
ment in the body of a static fluid. In this figure, dA represents an infinitesimal
cross-sectional area, p is the pressure on the top surface of the element and (p + dp)
is the pressure on the bottom surface.

Fig. A-1. Schematic diagram of vertical forces on an infinitesimal element in body
of any fluid. (Modified after Binder, 1962, fig. 2-2, p. 13)
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Inasmuch as the pressure is due to the fluid weight, the weight of the element
(p g dz dA) is balanced by the force due to pressure difference (dp dA):

dp dA=-pgdz dA (A-2)
or:
dp=-pgdz
In integral form, the above equation can be expressed as follows (see Fig. A-2):
2 dp 2
[FE=-[dz=—(z,-2) (A-3)
1 pg 1
If p is assumed to be constant, eq. A-3 becomes:
PP =-pPg(2,-7) (A-4)
or:
Ap=yh (A-5)

where A is the difference in depth between two points, which is commonly referred
to as the “pressure head”; and y (=p g) is the specific weight. On expressing ¥
in [b/cu ft and h in ft, pressure difference Ap is found in lb/sq fr.

Buoyancy

When a body is completely or partly immersed in a static fluid, there is an up-
ward vertical buoyant force on this body equal in magnitude to the weight of dis-
placed fluid. This force is a resultant of all forces acting on the body by the fluid.
The pressure is greater on the parts of the body more deeply immersed. The pres-
sures at different points on the immersed body are independent of the body materi-
al. For example, if the same fluid is substituted for the immersed body, this fluid
will remain at rest. This means that the buoyant, upward force on the substituted
fluid is equal to its weight.

If the immersed body is in static equilibrium, the buoyant force and the weight
of the body are equal in magnitude and opposite in direction, passing through the
center of gravity of the body. For a comprehensive treatment of fluid statics, the
reader is referred to an excellent book on fluid mechanics by Binder (1962).

General energy equation

The work transferred

The heat added to unit ] The total gain in energy
. ) to (done upon) unit ] ]
weightof the flowing ) . by unit weight of the
. +| weight of the flowing |=| ~ .
fluid betweenentrance . fluid between entrance
. fluid between entrance .
and exit. and exit.

(1)and exit (2).
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2 1,2 _
DV Py + w —u,—u, + Vi -V, + Z,-Z, (A-6)
7718 778 1778 2g(778) 778

where p = pressure in psia; v = specific volume in f'/lb; V = velocity in ft/sec; Z =
= potential head in f#; ¢ = heat transferred to fluid; p,v,/778 = external work in
pushing 1 /b of fluid across the entrance; W = work in ft-Ib per [b fluid flowing;
u, —u,= gain in internal energy; [(V22 -V} )/ 2 g(778)] = gain in kinetic energy; and
(Z2 -Z )/778 = gain in potential energy. Point 1 = entrance; point 2 = exit; 1 Btu =
=778 ft-Ib; u, —u, = c,(T, —T); c,= specific heat at constant volume.

Inasmuch as enthalpy =h=u+(pv)/778, eq. 1.1-6 becomes:

2 2
q.}.l:h_z_.hl_’_‘/2 ‘/1 +ZZ Zl
778 2g(778) 778

(A-T)

where i, —h =c, (T, -T,); c, = specific heat at constant pressure.

For a number of cases, the process is adiabatic and change in internal energy is
negligible. Thus:

PV Py + w o VZZ_VIZ +ZZ_ZI

P (A-8)
718 778 718 2g(778) 718

and each term in the latter equation is in Btu/lb fluid flowing. On muitiplying
through by 778:

2 2
R S R (A-9)
7. 28 no 28

where y= specific weight in lb/ftj (1/v); ply= pressure head in ft; V*/2g = velocity
head in ft; and Z = potential head in f.
For frictionless incompressible fluid with no work done:

2 V2
&+V_2+zzzﬂ+—'+z,=const. (A-10)
v 28 hoo28

which is the well-known Bernoulli's equation.

Derivation of formula for flow through orifice meter

A schematic diagram of incompressible fluid flow through an orifice meter is
presented in Fig. A-2. For an ideal flow with no friction losses the following rela-
tion will hold true:

Vlz/2g+p]/}’+Zl=V22/2g+p2/}’+zz (A-11)
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where V = velocity in ft/sec; p = pressure in psia; y= specific weight in [b/cu ft; and
Z = potential head above any datum plane in ft.

4, 4 4,

)

1B

Fig. A-2. Schematic diagram of an orifice meter

Inasmuch as volumetric rate of flow (in cu ft/sec) Q =V A, =V,A;:

Vi =V2A2/A1 (A-12)
Substituting eq. A-12 in eq. A-11 and solving for V,:
2¢( z,-2,)]"
V2=|: 8 P1/7_P2/7+2 14, :| (A-13)
1_(A2/A1)

For an actual flow one has to introduce correction factor for velocity (C,) and
correction factor for area (C,). The latter is termed coefficient of contraction and is
equal to Ay/A. Thus:

0=C,CV,A (A-14)

The term discharge coefficient (C or C,) often is substituted for CyC¢. Another
term flow coefficient (K) is defined as:

/2
k=c/l-(a/a¥] (A-15)
Thus:
actual Q = KA[Zg (pl/}/" P2/7+ Z-2, )] v (A-16)
If Ah is manometer deflection in inches. of Hg, then:
Ah
PY+Z = o) Y=2, = (spgry, ~sper, ) spgr, (A-17)

12

where sp gr, = specific gravity of fluid flowing.
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Flow equation for the Venturi meter (Fig. A-3) can be derived similarly; how-
ever, C. = 1 in this case.

INLET
THROAT
2
v, il
1 2
P, P,

Fig. A-3. Schematic diagram of a venturi meter

Compressible flow formula

For a compressible flow, one can derive the following equation starting with
the general energy equation (also see Binder, 1962):

o [egklk=D)p/r o= pop) 1"
G‘C"”Z[ —(4,/A ) (po 7Y

where G = weight rate of flow in Ib/sec, and k = (specific heat at constant pres-
sure)/(specific heat at constant volume) = ¢,/c,. As shown in Nelson (1958, p. 211),
constant k can be obtained for various hydrocarbons.

(A-18)

Example problem A-1. Maximum reliable flow

Two reservoirs shown below are connected by a 4-in. 10,000-ft long pipe hav-
ing friction factor of 0.02. Determine: (1) pump horsepower required to maintain a
flow rate of 0.33 cu ft/sec of water (¥= 62.4 Ib/cu ft); and (2) the maximum dis-
tance x for dependable (reliable) flow.

P,

r—\,\,l\/-v ]
P, -
| 5
A JFump T
=3 N
E %zl I 1
: Tt
- x N
Y Ny y
DATUM PLANE

Fig. A-4. Diagram for example problem A-1
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Solution:
(1) One can use Bernoulli's equation between points 1 and 3:

P Y+ |28+ 3, +E, = p,/y+V}[2g+ 5 + by +h, +h,

where E, = energy output of the pump, ft-1b/lb of fluid flowing; hjy = head loss due
to friction= f(l/d )(Vp2 /2g), ft-lb/lb; h,=head loss due to entrance =

= O.5Vp2 /2g in the case of sharp entrance, ft-1b/lb; h;. = head loss due to the exit =
= dissipated kinetic energy (= V: /2g); V, = velocity in the pipe, ft/sec; d = inside

diameter of the pipe, ft; / = length of the pipe, ft; y= specific weight of the flowing
fluid, 1/, g = gravitational acceleration, ft/sec’; and z = elevation above some
datum plane, ft.

Inasmuch as velocities at the surface of two reservoirs (V; and V3) can be con-
sidered negligible and pressures p; and p; are atmospheric (0 gage), the above equ-
ation reduces to:

E,=(z,-2)+h, +h,+h, =(2,~2)+V] 128 (f1/d+0.5+1)

Inasmuch as:
V,=0/A=033 cuft/sec/(m(4/12)%/4) = 3.78 ft/sec,

E, = (325 — 175) + 3.78%/64.4((0.02)(10000)/(4/12) + 0.5 + 1.0)] = 285 ft-1b/Ib.
Thus, horsepower of the pump is equal to:
HP = Q)E,/550 = (0.33)(62.4)(285)/550 = 10.6, where 550 ft-1b/sec = 1 HP.

(2) For maximum and yet reliable flow of water (i. e., no cavitation), the pres-
sure at the inlet side of the pump (p;) should be 2/3 of the barometric head of water.
With safety factor incorporated, it is equal to —21 ft of water (= po/§. Thus, using
Bernoulli's equation between points 1 and 2:

P1/7+V|2/28 +z,= P2/7+V22/28 +2, +hl,f +h,,

one can solve for unknown distance x, inasmuch as terms p;/yand V,%/2g can be
neglected. Thus: 175 = -21 + (3.78)%/64.4 + 100 + 0.02[(x)/(4/12)] (3.78%/64.4) +
+0.5(3.78)*/64.4 and solving for x: x = 7180 ft.

Example problem A-2. Compressible flow (nozzle)

A convergent-divergent nozzle is connected to a tank with air, having pressure
of 100 psia and temperature of 100 °F. The tip diameter (point 3) is equal to two
inches, and air discharges to atmosphere (p’3 = 14.7 psi and T"; = 60°F). Determine
throat diameter (point 2) necessary to maintain maximum flow rate through this
nozzle. Adiabatic constant k for air is equal to 1.4. (See Fig. A-5.)
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4,

= W

£
+

{P
T,

V,=SONIC

r

¥,=SUPERSONIC

P, h M=1
ML\ Py

e

Fig. A-5. Diagram for example problem A-2

P

Solution:
For maximum flow rate, the velocity in the throat must be sonic, because
maximum velocity attainable in a convergent nozzle is sonic. Inasmuch

as p;/ p,(=14.7/100=0.147) is less than (p,/p)_ .. ={2/(k+l)}m_l =

={2/(1.4+ l)}l"”"“'l =0.528), velocity V3 in the divergent passage will be supersonic.
To attain sonic velocity in the throat (point 2), pressure p, must be critical:

p, = p,(2/(k+1))"*" = 100x0.528 = 52.8 psia.

The specific weight of air in the tank, % is equal to: ¥, = p,/RT,=100 x

x 144/53.3x560 = 0.483 1b/ft°, where gas constant for air, R, is equal to 53.3 and T
is the absolute temperature in °R (= °F + 460).

Inasmuch as ¥,/ % =(p,/ p, )”k, % = (0.528)"*x0.483 = 0.3 Ib/cu ft. In order

to attain sonic velocity in the throat, temperature in the throat must be critical:
T, =T\(2/k + 1) = 560(2/2.4) = 466 °R.

Thus, velocity V, is equal to V.: V,=V =c,= (kgRT2 )”2= (1.4x32.2x
x53.3%x466)"% = 1060 ft/sec.



544 APPENDIX A

Temperature at point 3 can be determined from the following equation:
T,=T,(p,/ p,) """ = 560(0.147)°4'* = 320°R, and p is equal to: ¥, = p,/RT,=
= 14.7x144/53.3x320 = 0.12 Ib/ft>.

Velocity at point 3 can be determined on using the following equation:

V32/2g =(pl/}’lxk/k_l){l_(pz/p])(k—])lk}
V? =64.4x(100x144/0.483)1.4/0.4)1 - (0.1474*}

Solving for Vs:
V3 = 1700 ft/sec, i. e., supersonic speed.

Inasmuch as for adiabatic flow the weight rate of flow in the throat (W,) is
equal to the weight rate of flow at the exit (W3):

W, =AV,y, =W, = AV,y,

(7d; 14x144)(1060)(0.3) = (72’ / 4x144)(1700)(0.12), one can solve for throat

diameter d>: d, = 1.161 inches.

Example problem A-3: Compressor problem

Air at standard conditions is handled at a rate of 1000 Ib/hr by a compressor.
Cross-sectional area of inlet is 0.6 ft* and that of outlet is 0.11 ft*. Air is com-
pressed to 100 psia and 180 °F, and the heat taken from air is 50,000 Btu/hr; ¢, =
= 0.239. If the change in elevation is negligible, what is the work done on the air?
Solution:

_ ~50,000Btu/ hr
1000b/ hr

==50Btu/lb

Weight rate of flow:
G =AVylb/sec

where 3A = cross-sectional area in ft*; V = velocity in ft/sec; y= specific weight
in 1b/ft’.

G=AViy =AW,y

“pv =RT; py,=RT,; vy=1ly;v,=lly,. Thus: T,=p/yR and T,=p,/yR. Dividing T; by
TIT=(p! p)(p:! 1)

T:T,/T,=(p,/ p)(3 /%) and inasmuch as 73/7l=(p3/p,)”k; =
k-Hk

=(p,/ p)
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y =G . 100013600 _ o0,
A% (0.60)x(0.07651)

where 0.07651 is the specific weight of standard sea-level air (59 °F and
14.7 psia).

P, __100(144)

= = =0.421 b/ f
% RT, (53.3)(640) f
v, = G ___1000/3600 597 fils
A7, (0.11)><(0.421)
V2
q+ m—’h b+ TV
h, —h, =0.239(180—59) = 29 Bru/lb
2 2
W c04094 59D ~(6.06)
778 (64.4)X(778)

W = 61,600 ft-1b/1b
If the answer is desired in HP then one has to use the following equation:
_ (W ft=IblIb)x(GIb/sec)
(550 ft —Ib/sec)/ HP

Example problem A-4. Friction Losses in Circular Pipes

Calculate the pressure drop in benzene-flowing 200 feet commercial steel
pipe 6 inches in diameter. Given; temperature = 50 °F; sp. gr. = 0.90; veloci-
ty =11.0 ft/sec; absolute roughness of pipe = 0.00015 ft; dynamic viscosity of ben-

zene = 1.6x107 slugs/ ft-sec; and g = gravitational acceleration = 32.2 ft/sec/sec.
Solution:

The Reynolds Number is equal to:

ReVdP 0.90%62.4

= 110X (—)X(————)/1.6x107° =6x10’.
( ) ( 322 )

Using Fig. A-6,
£ - 0.0003-0.0004.
D

Thus, from Fig. A-7, the friction factor, f= 0.016.
The head loss, 4, is equal to:

lV2 200, 11.0°
h= ol _ e
f (05)(2 322

}=12.02 ftor ft-1b/lb.

Pressure drop Ap=yh= 0.90(62.4)% = 4.69 psi.
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Farshad’s surface roughness values
and relative-roughness equations

Surface roughness for various recently-developed pipes is presented in Table A-1.
The surface roughness of internally plastic-coated pipes is the lowest compared to the
other pipes in this group. The bare Crl3 pipe exhibits the highest average surface-
roughness value.

A relative-roughness chart (Fig. A-8) was developed for (1) internally plastic-
coated, (2) honed-bare carbon steel, (3) electro-polished bare Crl3, (4) cement-
lining, (5) bare carbon steel, (6) fiberglass lining, and (7) bare Cr13 pipes. The rela-
tive roughness e/d (dimensionless) is related to the absolute e (in inches) and pipe
diameter d (in inches).

A set of nonlinear mathematical models is offered to describe the log/log rela-
tionship between the average relative roughness and pipe diameter for various
modern pipes (Table A-2).

Table A-1.

Farshad's surface roughness values for modern pipes

Material Average measured absol_gte Average measured absolute
alena roughness (inches x 10™) roughness (micrometers)
Internally plastic coated 0.2 5
Honed bare carbon steel 0.492 12.5
Electro-polished bare
Cr13 1.18 30
Cement lining 1.3 33
Bare carbon steel 1.38 36
Fiber glass lining 1.5 38
Bare Cr 13 2.1 55
Table A-2.
Farshad's relative roughness (e/d) equations for modern pipes
Material Equation (diameter, d in inches)
Internally plastic coated e/d =0.0002d "%
Honed bare carbon steel e/ d =0.00054 %"
Elcetro-polished bare Cr13 e/d=0.0012d7"%%
Cement lining eld=0.00144"0%
Bare carbon steel tubing eld=0.0014410112
Fiber glass lining el/d=0.00164"%%¢
Bare Crl3 eld=0.0021d"""
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Fig. A-8. Farshad’s surface roughness chart for modern pipes

Flow though fractures

The writers have placed strong emphasis on the importance of fractures in car-
bonate reservoirs. It has been shown in the geological and engineering literature
that fractures can constitute the most important heterogeneity affecting production.
Craze (1950) cited carbonate reservoirs in Texas, U.S.A., which have low matrix
permeabilities, that produce moveable oil from fractures and vugs. Also, Daniel
(1954) discussed the influence of fractures on oil production from carbonate reser-
voirs of low matrix permeability in the Middle East. Reservoirs are not mechanical-
ly continuous owing to the presence of fractures. In this sense, the reservoir rock is
a discontinum rather than a continuum. The nature and spatial relationship of dis-
continuities, such as fractures, dissolution channels, and conductive stylolites that
affect fluid flow in carbonate rocks are best evaluated using large-core analysis.

Geological conditions which create fractures and control fracture spacing in
rocks include: (1) variations in lithology; (2) physical and mechanical properties of
the rocks and fluids in the pores; (3) thickness of beds; (4) depth of burial; (5)
orientation of the earth's stress field; (6) amount of differential stress (tectonic
forces); (7) temperature at depth; (8) existing mechanical discontinuities; (9) rate of
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overburden loading or unloading; (10) gravitational compaction (rock or sediment
volume reduction as a result of water loss during compaction); (11) anisotropy; and
(12) continuum state at depth (competent versus incompetent character of the rocks).

Permeability of a fracture-matrix system

One is interested in the total permeability of the fracture-matrix system rather
than the permeability contributions of its various parts. The studies of Huitt (1956)
and Parsons (1966) provided the following two equations for determining permea-
bility values in a horizontal direction (ky) through an idealized fracture-matrix sys-
tem (using English units):

k, =k, +5.446x10"°w’ cos’(a/ L), (A-19)

where k,, is the matrix permeability (mD); w is the fracture width (in.); L is the
length of the fracture; and e is the angle of deviation of the fracture from the hori-
zontal plane in degrees. If w and L are expressed in mm, then Eq. A-19 becomes:

k, =k, +8.44x10"w’ cos’(a/ L).

Various mathematical models have been proposed to describe the velocity of a flu-
id in a fracture, to estimate tank oil-in-place in fractured reservoirs, to determine
the fracture porosity, and to calculate average “height” of fractures (Chilingarian et
al., 1992),

Fluid flow in deformable rock fractures

Witherspoon et al. (1980) proposed a model analyzing fluid flow in deforma-
ble rock fractures. This study has ramifications with respect to the migration and
production of subsurface fluids. The withdrawal of fluids from carbonate rocks can
cause a fracture to close due to induced compaction of the reservoir.

The above proposed model consists of a single-phase fluid flowing between
smooth parallel plates. The pressure drop is proportional to the cube of the distance
between plates (w = width or aperture of a fracture). For laminar flow (Withers-
poon et al., 1980):

q=5.11x10°[ w’Apa/ Ly |, (A-20)
where g is the volumetric rate of flow (bbl/D); w is the width (or aperture) of a
fracture (in.); Ap is the pressure drop (psi); is the width of the fracture face (ft); L

is the length of the fracture (ft); and u is the viscosity of the fluid (cP).
But natural fractures are rarely smooth and, therefore, head loss owing to fric-

tion, hyy, is equal to:
Lv?
h, = A-21
e o
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where f is the friction factor, which is a function of the Reynolds Number, Ng., and
relative roughness that is equal to the absolute roughness, e, divided by the width
(height or aperture) of the fracture, w (or b) (Fig. A-9). The Reynolds Number is
equal to Vd.p/u, where V is the velocity of flowing fluid (ft/sec); d, is the equivalent
diameter (ff); p is the mass per unit volume, i. e., specific weight, ¥ in Ib/ft® divided
by the gravitational acceleration, g, in ft/sec/sec (= 32.2). Effective diameter, d,, is
equal to hydraulic radius, Ry, times four (R, = area of flow/wetted perimeter).

Lomize (1951) and Louis (1969) studied the effect of absolute and relative
roughness on flow through induced fractures, sawed surfaces and fabricated surfac-
es (e. g., by gluing quartz sand onto smooth plates). They found that results deviate
from the classical cubic law at small fracture widths. Jones et al. (1988) studied
single-phase flow through open-rough natural fractures. They found that Ng. (crit-
ical Reynolds Number where laminar flow ends) decreases with decreasing fracture
width (& or w) for such fractures.

Jones et al. (1988) suggested the following equations for open, rough fractures
with single-phase flow:

q=506x10°a[Apw* 1 f Lp|” (A-22)
and
k=5.39x10°u[wL/ fApp]™, (A-23)

where k is the permeability in darcys; p is the density of the fluid (Ib/ft*); and f is
the friction factor, which is dimensionless.

!

Fig. A-9. Simple fracture-fluid-flow model showing the length of the fracture, L; width, a;
thickness, b; and the absolute roughness, e
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Based on experimental data, Lomize (1951) developed many equations relat-
ing friction factor (f) and Reynolds Number (Ng.) for both laminar and turbulent
flows. He also prepared elaborate graphs relating friction factor, Reynolds Number,
and relative roughness of fractures (e/b or e/w) (Fig. A-10).

Lomize (1951) found that at the relative roughness (e/b) of less than 0.065,
fractures behave as smooth ones (e/b = 0) and friction factor (f) is equal to:

f=6/N,, (A-24)

In the turbulent zone, with e/b varying from 0.04 to 0.24 and Ng. < 4000-5000,
friction factor is equal to:

f=BI(Ng) (A-25)

Coefficient B is equal to 0.056 and n can be found from Fig. A-11 or by using
the following equation:

n=0.163—[0.684(e/b)|+|2.71/ €™ ] (A-26)

The following example illustrates how to use the discussed equations and
graphs, and the significance of the results.

e, CM elb

0.055 0.327
0.055 0.205
0.175 0.854
0.175 0.687
0.175 0574
0.175 0432
0.055 0.150
0.055 0.120
0.055 0.069
0.055 0.054

LOG 100f

Fig. A-10. Chart showing the relation between friction factor, f, and Reynolds number, Ng.,
for laminar, transitional and turbulent fluid flow in granular rocks and smooth fractures.
(Modified after Lomize, 1951)
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RELATIVE ROUGHNESS, e/d

Fig. A-11. Chart showing the relation between coefficient, n, and the relative roughness,
e/b (b = d), where the coefficient B = 0.056. (Modified after Lomize, 1951)

Example problem A-5: Effect of fractures on total permeability

If w=10.005 in., L =1 in., &= 0° and k, = 1 mD, then using Eq. A-19. ky =

= 6,800 mD.
This example shows the overwhelming contribution which relatively small

fracture can exert on total permeability.

Example problem A-6: Pressure drop in a vertical fracture

Determine the pressure drop in psi in a vertical fracture (flow is in upward di-
rection) given the following information: absolute roughness, ¢ = 0.065 mm; frac-
ture width (w) or height (b) = 0.68 mm; width of fracture face, a =5 mm (a > b);
length of fracture, L = 5 cm; volumetric rate of flow, ¢ =1 cm¥sec; specific gravity
of flowing oil (sp. gr.) = 0.8; and Reynolds Number (Ng. = 4000) (see Fig. A-9).

Using Bernouli's Equation for flow from point 1 to point 2:

ply+Vii2g+z, =p2/}’+V22/2g+zz+h,f

and

ply=ply=8ply=(2,=2)+h, =L+h
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where p; and p; are pressures at points 1 and 2, respectively, in lb/ﬁ2 absolute; V =
= velocity of flowing fluid in ft/sec; z;, and z, = potential heads at points 1 and 2
in ft; g = gravitational acceleration, ft/sec/sec (=32.2); hy= head loss due to friction
in ft. All terms in the above equation are in fi-Ib per Ib of fluid flowing or in ft.

g =1cm¥sec = 1 (cm*sec) x 3.531 x 10°(ft/em®) = 3.531 x 107ft /sec

A (cross-sectional area of flow) =a X b= 5 X 0.68 mm X (1.07639 x 10 ft¥/mm?) =
=3.6597 x 107 f;

V=g/A =3.531 x 10°/3.6597x107= 0.965 ft/sec
Hydraulic radius R = (flow area)/(wetted perimeter) = (@ X b)/(2a + 2b) =
=9.814x 107 ft
Equivalent diameter = d,= 4R = 2ab/(a + b) = 3.9277 x 107 ft
Inasmuch as Ng. is 4000 and relative roughness, e/b = 0.065/0.68 = 0.095, one
can use Eq. A-26 (and Fig. A-11 to determine n):
f = B/(Ng. ) = 0.056/(4000)*'? = 0.0207

Thus:

hy=fUld)V?/2g)=
=0.0207(0.164/3.93 x 107) [(0.965)%/(2 x 32.2)] = 0.0197 ft
Pressure drop Ap = r (L + h,) = [(0.8 X 62.4)(0.164 + 0.0197)]:144

= 0.062 psi
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