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PREFACE

Petroleum engineering problems, like most earth sci-
ence problems, can be considered mainly to be inverse
problems that can be ill-posed with nonunique solutions.
In order to reduce uncertainty in calculated parameters,
integrated workflows that combine one or more approach
for diagnosis; validation, and parameter calculation must
be considered.
The objective of this book is to create a unified resource

that will enable petroleum engineers to solve basic to
advanced petroleum engineering problems using a step-
by-step approach by integrating prevailing methods in
the petroleum industry to create workflows.
This book is based on my years of experience in

research, training, product support, application develop-
ment, and consultancy services, with most of the material
evolving from training graduates and professionals in the
oil and gas industry. This resource is compiled to provide

trainees and experienced petroleum engineers with funda-
mental and advanced understanding of the principles, cal-
culations, and workflows required to solve petroleum
engineering problems.
This book will appeal to a broad community of earth

scientist and engineers working in the oil and gas indus-
try: students who want to understand direct application
of petroleum engineering principles in solving real petro-
leum engineering problems; consultants who want to
solve problems with reduced uncertainty; professionals
as reference material for day-to-day petroleum engineer-
ing problem solving; software developers to understand
mathematical and graphical methods required for
specific and general petroleum engineering application
development.

Moshood Sanni
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1

Petroleum System and Petroleum Engineering

Petroleum can be used to describe naturally occurring
semisolid, liquid, and gas composed of organic com-
pounds. Petroleum types include bitumen, crude oil,
and natural gas. The term petroleum can also be used
to describe naturally occurring crude oil and its deriva-
tives. In this book, petroleum will mean bitumen, oil,
and gas, while derivatives of petroleum will be referred
to as petroleum products. The properties of petroleum res-
ervoir fluids are discussed in Chapter 3.
The primary function of a petroleum engineer is to find

economical and environmentally acceptable ways of pro-
ducing petroleum fluids. In order for a petroleum engineer
to achieve this objective, the factors affecting the ability of
a reservoir to hold fluids, the flow of single andmultiphase
fluid through the reservoir, the production system at low
and high pressure, the reservoir rock and fluid interaction
must be well understood. In recent times, environmental
considerations have played a crucial role in petroleum
exploration and production activities. As such, petroleum
engineers are expected to seek technology with minimum
environmental damage. Operational activities in the
petroleum industry at exploration and production activ-
ities are expected to conform to stringent environmental
regulations in most parts of the world.

1.1. THE PETROLEUM ENGINEER

Petroleum engineers, based on roles and responsibil-
ities, can generally be classified as either reservoir engi-
neers or production engineers.
Reservoir engineers have the primary function of opti-

mizing petroleum/hydrocarbon recovery from subsurface
reservoirs. The roles of a reservoir engineer vary depend-
ing on the life of a reservoir/field, company, division/

department within the company, and size of company.
Some of the primary functions of a reservoir engineer
include, but are not limited to: estimation of hydrocar-
bons in place; estimating recoverable hydrocarbon;
creating hydrocarbon recovery profiles with time;
optimization of hydrocarbon recovery; working in a
multidisciplinary team to build reservoir models.
Production engineers are responsible for managing the

interface between the reservoir and the well. They are
responsible for deciding how best to combine reservoir
drive mechanisms for production, well completion, and
production tubing design in order to optimize hydrocar-
bon production. Other tasks that fall within the scope
of production engineers include: downhole data monitor-
ing; production optimization; identifying how best to har-
ness energy in the production system; diagnosis of
production problems; recommending solutions to produc-
tion problems; and planning andmanagement of remedial
and workover operations.

1.2. ROLES OF THE PETROLEUM ENGINEER
IN THE FIELD LIFE CYCLE

Finding new fields is the main objective of the explora-
tion phase in the oil and gas field life cycle. Exploration
begins with acquisition and interpretation of seismic data
to find potential petroleum traps through identification of
structural characteristics that could form petroleum traps.
The role of a reservoir engineer during the exploration

phase is to test the exploration hypothesis using well test-
ing procedures and other petroleum engineering techni-
ques if the exploration well discovers hydrocarbon.
Crucial roles of reservoir engineer at this stage include:
design and implementation of well test program; reservoir

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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deliverability assessment using acquired data from rock
and fluid samples to understand if discoveries have prop-
erties for commercial exploitation.
During drilling operations at the exploration stage or

for appraising the discovered area, the role of the reservoir
engineer is to give guidance to ensure minimal damage is
done to the wellbore during drilling operations. Some of
the advice would include desirable overbalance pressure,
impact of drilling operation on well deliverability,
methods of mitigating impact of drilling on formation
damage, well placement for optimized hydrocarbon
recovery, and advice on well geometry in multiple
compartment reservoirs, where the combined effect of
reservoir compartmentalization and well geometry have
significant impact on overall well and reservoir
deliverability.
During the production phase, when the field is produ-

cing at maximum or optimized capacity, the role of the
petroleum engineer is to give guidance to ensure that
hydrocarbon can flow to the surface through production
tubing. Some of the advice during production will be
based on understanding well conditions such as skin effect
and stimulation, and potential flow assurance problems
such as wax, hydrate, asphaltene, and scales, which have
significant impact on well deliverability. Understanding
potential flow assurance problems is very important dur-
ing production and well start-ups.
During field engineering operations, the role of

reservoir engineers will vary from company to company.
However, important functions will include: selection of
field equipment that can achieve desirable job objectives;
acquisition of field data that meet desirable quality level;
and quality control of field data and interpretation of
acquired data.

1.3. ORIGIN OF PETROLEUM

One of the most widely accepted theories on the origin
of petroleum is the organic theory of petroleum forma-
tion. The organic theory states that petroleum originates
from marine life, which includes single celled organisms
(planktons) and complex organisms such as fishes and
crustaceans. These organisms, which contain carbon,
die and accumulate in water rich environments and ocean
floors. Following accumulation of sediment over millions
of years, deposited marine organisms became buried
under kilometers of sediments. Under increased pressure
and temperature due to overburden formation pressure
from layers of sediments and organic matter, a mixture
of organic chemical compounds called kerogen is formed.
At high temperature in the earth’s crust, kerogen releases
hydrocarbons, which then migrate towards the surface
where they are either trapped in reservoir rocks before

reaching the surface or escape to the surface and lose
volatile constituents to yield bitumen and tar.

1.4. PETROLEUM SYSTEM

The geological concept, components, and process
describing the formation, migration, and storage of
hydrocarbons constitute a petroleum system. Components
of a working petroleum system define the requirements
for the formation of a petroleum resource, which includes:
petroleum source rock, migration pathway, reservoir
rock, seal, and traps (structural and stratigraphic).
The following summarizes the requirement for the for-

mation of petroleum resources:
• An environment that ensures burial and preservation of
dead marine tissues;
• the presence of a permeable migration path for move-
ment of hydrocarbon from source rock to reservoir rocks;
• rock with capacity to store fluid and characterized seal
to ensure preservation of hydrocarbon over geological
time and appropriate structures to trap hydrocarbon.

1.4.1. Petroleum Source Rocks

Source rocks are rocks rich in organic matter that can
generate hydrocarbon when subjected to sufficiently high
temperature. Source rocks are produced through lithifica-
tion, a complex process involving deposition of unconso-
lidated grains of sediment to form consolidated rock.
Source rocks approximately consist of about 90–99%
mineral matter and 1–10 % organic matter, which are
of marine and terrestrial origin. The organic matter in
source rocks consists of kerogen, which is the organic frac-
tion preserved in the sediments, and bitumen, which is the
organic fraction that is soluble in organic solvent. A very
important characteristic of source rock is the total organic
content, which is the organic richness of a rock represented
as weight percent of organic carbon (from kerogen and
bitumen), and gives a qualitative indication of petroleum
potential.
Kerogens are described as Type I, which is of marine

algae origin and likely to produce light oil and some
gas; Type II, which is of mixed marine plant and animal
microorganism origin and most likely produce crude oil
and natural gas; andType III, which is of land plant origin
and most likely to produce primarily gas.

1.4.1.1. Petroleum Source Rock Formation. The
formation of source rock requires that conditions exist
for conservation of organic matter over geological time
with a significant supply of organic matter. Other
important requirements include: sedimentation of parti-
cles (silt and clay) containing organic debris; increasing

2 PETROLEUM ENGINEERING



overburden pressure; and poor oxygen supply tominimize
degradation of dead matter through oxidation.

1.4.1.2. Petroleum Generation from Source Rock. The
requirement for release of petroleum from source rock is
temperature. The earth’s interior is characterized by a
temperature increase with depth. The change in tempera-
ture of the earth’s interior per unit depth change is called
geothermal gradient. Large quantities of hydrocarbons are
formed around a depth of 1–2 km, with oil generation
reaching peak at 3 km (Fig. 1.1). Gas dominates depth
between 4 and 6 km due to the high temperature,
which leads to cracking of oil to form gas (Fig. 1.1). At
deeper formation depth, greater than 6 km, kerogen
becomes carbonized and is no longer able to produce
hydrocarbons.

1.4.2. Petroleum Migration

This is the process of the movement of hydrocarbon
from source rock to reservoir rock that occurs over geo-
logical time. With increased overburden pressure at high
temperature, source rocks becomes compressed and pore
space between grains reduces, expelling hydrocarbons to
zone of lower pressure. This first stage is called primary
migration. Expelled hydrocarbons from source rock fur-
ther migrate vertically by buoyancy. Hence, the presence
of a migration path – permeable rock – is a very important
requirement for petroleummigration. This second process
of migration is called secondary migration. Hydrocarbons
are less dense than water and will migrate upwards
through water saturated rock until they encounter an
impermeable rock, which serves as a trap. In these traps,
gas, oil, and water are separated according to their den-
sity, with gas at the top followed by oil then water where
the three phases exist.

1.4.3. Reservoir Rock

Important characteristics of reservoir rock are porosity
and permeability. Reservoir rocks must be porous to
enable them hold hydrocarbon and permeable to allow
the flow of hydrocarbon.
Porosity is related to the fraction of void in a reservoir

rock relative to reservoir bulk volume while permeability
relates to the interconnectivity of pore spaces and is the
characteristic of the reservoir to allow fluid flow under
a pressure gradient. Where reservoir rocks are impermea-
ble or have low permeability; hydraulically induced frac-
tures or acidizing to dissolve impermeable rocks, such as
limestone, dolomite, and calcite cement, between the sed-
iment grains can be used to improve pore space intercon-
nectivity to enable production of hydrocarbons.
Almost all reservoir rocks are sedimentary, formed by

settling and accumulation of mineral and/or organic par-
ticles. The two most common petroleum reservoir rocks
are sandstones and carbonates (limestones and dolo-
mites). Sandstones and limestones show a wide variety
of textures and are deposited in a variety of environments.
Igneous (formed from cooling magma) and metamorphic
(formed from previously existing rocks by extreme pres-
sure, temperature, time, and chemical action) textures
are usually made of closely interlocking minerals and,
as such, are usually impermeable. However, hydrocarbon
accumulations have been found within and around igne-
ous rock, with their natural process of formation consid-
ered to be through biotic and abiotic processes.

1.4.4. Seal Rock

A reservoir must have an impervious seal or cap rock
that ensures that hydrocarbons are preserved over
geological time. Cap rocks are mostly sedimentary due
to their ability to deform under stress, unlike igneous
and metamorphic rocks. Though cap rock can have pore
spaces, the absence of interconnected pores (permeability)
ensures the hydrocarbon does not escape from reservoirs.
Common reservoir seals include shales, clay, chalk, and
evaporates.

1.4.5. Traps

The seal–reservoir interface must be configured to con-
tain hydrocarbons. There are three main types of seal–
reservoir configuration that ensure containment of
hydrocarbons.
• Structural traps, which are due to folding and faulting of
the earth’s strata, leading to the formation of domes, anti-
clines, and folds. The majority of the world hydrocarbon
reservoir (about 78%) is characterized by structural
traps (Fig. 1.2).

Figure 1.1 Stages of petroleum generation.Adapted from [Tissot
and Welte, 1984; Selley, 1998].
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• Stratigraphic traps, which occur due to lateral and/or
vertical variations in reservoir properties such as lithology
of reservoir rock; permeability; porosity, and thickness.
About 13% of the word reservoir is characterized by this
kind of trap (Fig. 1.3).
• There is also the possible combination of structural and
stratigraphic traps. About 9% of the world reservoir is
characterized by this kind of trap.
The chances of all the petroleum systems elements exist-

ing together is low, which explains the high risk associated
with finding hydrocarbon during exploration.

1.5. PETROLEUM RESERVOIRS

In a reservoir containing gas, oil, andwater the fluid distri-
bution is primarily due to the density difference, with gas at
the top of the reservoir followed by oil then water (Fig. 1.4).
At any given depth in a reservoir, the pressure in the

pore space occupied by the fluid is due to the combined
pressure exerted on pore space by the fluid column at
the depth of consideration and the overbearing rocks at
that depth. The pressure effect of fluid column weight
and rock matrix pressure is termed overburden pressure.

Figure 1.2 Structural traps.

Figure 1.3 Stratigraphic traps.
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Measurement and analysis of formation fluid pressure
at different depths is important and can be used to deter-
mine hydrocarbon fluid zones in a reservoir (Fig. 1.4).

1.5.1. Reservoir Fluid Zones

Formation fluid pressure at any given depth is primarily
controlled by formation water pressure in hydraulic
communication with the other fluid in the reservoir.
The formation fluid pressure at any depth within the fluid
column can be defined as:

pj =Gjzj +Cj (1.1)

where pj is fluid formation pressure in fluid zone j, Gj is
gradient of fluid j, zj is depth in fluid zone j, and Cj is
constant of gradient equation for fluid j. Hence, the
formation water pressure at any depth can be defined as:

pwater =Gwaterzwater +Cwater (1.2)

where the water column has some form of hydraulic
connection to the surface, Cwater = 14.7 psia and

extrapolation of the water gradient line to the surface will
be 14.7 psia (1 atm), which is atmospheric pres-
sure (Fig. 1.5).
Gwater is the water gradient and is dependent primarily

on the composition and temperature of water. The gradi-

ent of fresh water, defined by
dpwater
dzwater

, is 0.433 psi/ft. The

value of gradient for North Sea water is approximately
0.45 psi/ft (salinity of 35,000 ppm) and approximately
0.59 psi/ft for Dead Sea with water (salinity of 330,000
ppm).When the value of Cwater is 14.7 psia, the water zone
is said to be normally pressured; when the value is greater
than 14.7 psia, the water zone is said to be overpressured;
and when the value is less than 14.7 psia, the water zone is
said to be underpressured.
An abnormally pressured (underpressured or overpres-

sured) reservoir would only occur when there is an
hydraulic seal between the aquifer and the surface. An
overpressured reservoir can arise due to uplift of a trapped
reservoir after migration, while an underpressured reser-
voir will be due to downthrow of a reservoir after

Figure 1.4 Reservoir fluid zones in a normally pressurized petroleum reservoir.

Figure 1.5 Aquifer in hydraulic communication with the surface (normally pressure aquifer).
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migration. The effect of temperature on confined
(trapped) formation fluid can also create an abnormal
pressured reservoir. Other processes that have been
reported to cause abnormal reservoir pressure include:
osmosis, buoyancy, phase changes, and differential deple-
tion across compartments with common aquifer.
Gradients of oil and gas are less than that of water due

to lower densities. The pressure in the gas and oil zones,
respectively, at any given depth can be expressed as:

pgas =Ggaszgas +Cgas (1.3)

poil =Goilzoil +Coil (1.4)

Typical values of fluid gradients are: 0.01–0.1 psi/ft for
gas; 0.23–0.35 psi/ft for oil, and as high as 0.39 psi/ft for
heavy oil; and 0.43–0.5 psi/ft for water.
For a reservoir with gas, oil, and water zones as shown

in Fig. 1.4, at the gas–oil contact (GOC) if the fluid zones
are in hydraulic communication, it is expected that the
reservoir in pristine state will be in equilibrium and pgas
will be equal to poil. Hence, solving equations (1.3) and
(1.4) with pgas = poil, depth value which is equal to the
GOC is determined. The oil–water contact (OWC) is
determined in similar approach by solving equations
(1.4) and (1.3) with the condition poil = pwater.
From equations (1.3) and (1.4), with pgas = poil, the

GOC is given as:

GOC=zgas = zoil =
Cgas−Coil

Goil−Ggas
(1.5)

From equations (1.4) and (1.2), with poil = pwater, the
OWC is given as:

OWC=zoil = zwater =
Coil−Cwater

Gwater−Goil
(1.6)

The “OWC” determined from gradient analysis, equa-
tion (1.6), is actually the free water level (FWL), which is
the depth at which water saturation approaches 1 and the
pressure of the oil phase is the same as that of water (zero
capillary pressure). Actual OWC is defined as the depth at
which water saturation approaches 1 with the existence of
capillary pressure. The difference between FWL and
OWC is discussed in Chapter 2 and Chapter 6. In order
to distinguish between OWC and FWL, equation (1.6)
is redefined as FWL instead of OWC:

FWL=
Coil−Cwater

Gwater−Goil
(1.7)

Exercise 1.1 Reservoir Fluid Zones
Given the formation pressure measurements and reser-

voir fluid density at different true vertical depths (relative
to mean sea level) from a reservoir with gas, oil, and water
zones in Table 1.1:

Determine the gas–oil contact and free water level.
Determine if reservoir is normally pressured or abnor-

mally pressured.

Solution Steps.
Step 1: convert reservoir fluid density in lb/ft3 to fluid
gradient in psi/ft by dividing by 144 (144 in2≡ 1 ft2).

Step 2: calculate Cfluid: Cwater, Cgas, and Coil using
equations (1.2), (1.3), and (1.4), respectively.

Step 3: calculate GOC and FWL using equations (1.5)
and (1.7), respectively.

Step 4: using the value of Cwater, infer if the reservoir is
normally or abnormally pressured.

Solution.
Calculating Cwater using equation (1.2):

pwater =Gwaterzwater +Cwater

Making Cwater the subject of the formula:

Cwater = pwater−Gwaterzwater

Substituting pwater, Gwater, and zwater into the above:

Cwater = 4,432 64−0 45× 8,936= 411 44psia

Cgas, and Coil are also calculated in similar way using
equations (1.3) and (1.4), respectively.
The calculated fluid gradients and Cfluid for each zone

are summarized in Table 1.2.
Calculating the GOC and FWL using equations (1.5)

and (1.7), respectively:

GOC=
3,068 77−1,915 88

0 260−0 100
= 7,218 11ft

FWL=
1,915 88−144 44

0 45−0 26
= 7,906 53ft

The reservoir aquifer is abnormally pressured (over-
pressured) because Cwater is greater than 14.7 psia
(1 atmosphere).
Fig. 1.6 shows a graphical presentation of solution to

Exercise 1.1.
It is convenient to plot depth on a reversed vertical axis

and pressure on horizontal axis to enhanced visualization
(Fig. 1.6) considering that depth increases vertically
downwards. However, for gradient equations, it is best

Table 1.1 Formation Pressure and Fluid Data.

True vertical
depth subsea,
TVDSS (ft)

Formation
pressure
(psia) Fluid

Reservoir fluid
density
(lb/ft3)

6,967.00 3,765.47 Gas 14.4
7,624.00 3,896.00 Oil 37.4
8,936.00 4,432.64 Water 64.8
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to express depth as an independent variable and pressure
as dependent variable, as shown in equations (1.1), (1.2),
(1.3), and (1.4), and as illustrated in Fig. 1.6. This ensures
that fluid gradient is the coefficient of z (depth) and Cfluid

can be easily used to determine if the reservoir is normally
pressured or abnormally pressured. Use of pressure–depth
profiles for reservoir characterization is discussed in detail
in Chapter 3 (Wireline Formation Testing).

1.5.2. Reservoir Hydrocarbon Volumes

One of the primary functions of a petroleum engineer is
determining the volume of hydrocarbons in reservoirs.
The volume of hydrocarbon in a reservoir is expressed
in terms of stock tank condition, which is the condition
representing surface pressure and temperature. This

makes sense considering that for sales and comparison
it will be appropriate to have fixed conditions. Also, crude
oil is stored, metered, and sold at surface conditions. Orig-
inal oil in place (OOIP) can be expressed as:

OOIP m3 =
GRV×N/G×ϕ× 1−Swc

Boi
(1.8)

Equation (1.8) may be called OIP (oil in place), STOIP
(stock tank oil in place) or STOIIP (stock tank oil initially
in place).
Equation (1.8) can be expressed in an engineering oil

field (EOF) unit as:

OOIP stb =
7,758×GRV×N/G×ϕ× 1−Swc

Boi
(1.9)

Boi is the formation volume factor at initial reservoir

condition while
1
Boi

represents the shrinkage factor at ini-

tial reservoir condition. Boi in equations (1.8) and (1.9)
converts oil volume at reservoir condition to stock tank
(surface) condition. N/G (net-to-gross ratio) defines the
fraction of the gross rock volume (GRV) that is reservoir
rock. The product of GRV and N/G give the net rock vol-
ume, which is the volume that contains economically pro-
ducible hydrocarbons.
In a similar way, original gas in place is expressed in

metric units, in terms of Bgi (initial gas formation volume
factor), as:

OGIP m3 =
GRV×N/G×ϕ× 1−Swc

Bgi
(1.10)

and, also in metrics units, in terms of Zi (initial gas
compressibility factor) as:

OGIP m3 =GRV×N/G×ϕ× 1−Swc
Tspi

TfpsZi
(1.11)

Ts = 273+ 15 K

ps = 101 35Kpa

OGIP is expressed in EOF units as:

OGIP MMscf =
43,560×GRV×N/G×ϕ× 1−SWC

Bgi

(1.12)

Table 1.2 Summary of Solution to Exercise 1.1.

TVDSS
(ft)

Formation
pressure
(psia) Fluid

Fluid
density
(lb/ft3)

Fluid
gradient
(psi/ft)

Cfluid

(psia)

6,967.00 3,765.47 Gas 14.4 0.100 3,068.77
7,624.00 3,896.00 Oil 37.4 0.260 1,915.88
8,936.00 4,432.64 Water 64.8 0.450 411.44

Figure 1.6 Reservoir fluid zones for Exercise 1.1.
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and, also in EOF units, in terms of Zi as:

OGIP MMscf = 43,560×GRV×N/G×ϕ

× 1−SWC
TSpi
TfpsZi

(1.13)

Ts = 460+ 60 R

ps = 14 65psia

Table 1.3 summarizes parameters and their units for
hydrocarbon in place calculations.

1.5.2.1. Reservoir Hydrocarbon Volume Estimates.
Where reservoir hydrocarbon volumes are conclusively
determined using decisively known values of parameters
in OOIP and OGIP equations without any room for
random variation, this approach is called deterministic
hydrocarbon in place calculation. In such volume calcula-
tions, a given reservoir property input will always produce
the same output. Hydrocarbon in place can also be deter-
mined using a range of reservoir property values in the
form of probability distributions, such that hydrocarbon

in place is thus determined in some form of probability
distribution. This approach is called stochastic hydrocar-
bon in place calculation. In the stochastic calculation,
reservoir properties are randomly sampled from distribu-
tion over a number of specified times to generate possible
outcomes. The most common approach for stochastic
hydrocarbon in place calculation is to use a Monte Carlo
method, which is a wide class of computerized algorithms
that uses repeated random sampling for calculations.

1.5.2.2. Gross Rock Volume Calculation. Gross rock
volume (GRV) is an important input for hydrocarbon vol-
ume in place calculations. Methods for calculating rock
volume from contour maps involves representing the
entire volume as stripes of frustums (Fig. 1.7).
Gross rock volume can be calculated using the trapezoi-

dal (average end-area) method, which is expressed as:

GRV=
n

i= 1

hi
2

Ai−1 +Ai (1.14)

Table 1.3 Parameters and Units for Hydrocarbon in Place Calculations.

Nomenclature Parameter

Equation (1.8) Equation (1.9)
Equations (1.10)

and (1.11)
Equations (1.12)

and (1.13)

units units units units

GRV gross rock volume m3 acre-feet m3 acre-feet
N/G Net-to-Gross Ratio fraction fraction fraction fraction
ϕ porosity fraction fraction fraction fraction
Swc connate water saturation fraction fraction fraction fraction
Boi initial oil formation volume factor m3/m3 bbl/stb
Bgi initial gas formation volume

factor
m3/m3 ft3/scf

TS base temperature, std condition K R
Tf formation temperature K R
pS base pressure, std condition kPa psia
pi initial reservoir pressure kPa psia
Zi gas compressibility factor at pi fraction fraction

Figure 1.7 Representation of gross rock volume as frustums for volumetric calculations.
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where Ai is the area of the end section, hi is the distance
between sections Ai and Ai−1.
Another method is the prismoidal method, which is

expressed as:

GRV=
n

i= 1

hi
3

Ai−1 +Ai + Ai−1 ×Ai (1.15)

Exercise 1.2 Hydrocarbon Volume Calculation
Using the information provided in Fig. 1.8, calculate

the deterministic OOIP in stock tank barrels (stb) using

the trapezoidal and prismoidal rock volume calculation
methods given that: ϕ=0 21; N/G =1; Swc = 0 13 and
Bo = 1 5bbl/stb.

Solution Steps.
Step 1: determine the approximate number of square
grids within the OWC contour line and other contour
lines above the OWC, up to the reservoir top. Square
grids can be refined smaller to improve the accuracy
of the area to be determined from the number of
square grids (Fig. 1.9).

Figure 1.8 Contour map of the top of the reservoir and the cross-section through A–B.

Figure 1.9 Refined square grids for more accurate area calculation.
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Step 2: determine cross-sectional area of the OWC and
the remaining contour lines above the OWC, up to
the reservoir top by multiplying the number
of square grids (N) by the area of a single
square grid.

Step 3: determine gross rock volume over net reservoir
interval using equations (1.14) and (1.15).

Step 4: determine the OOIP using equation (1.9).

Solution.
Table 1.4 summarizes the gross rock volume calculation

for Exercise 1.2.
Gross rock volume:
Using the trapezoidal method

GRV ft3 = 5 78E+09ft3

GRV acre− ft = 5 78× 109 ft3 × 2 29568

× 10−5 acre− ft

ft3
= 1 33× 105 acre− ft

OOIP stb =
7,758×GRV×N/G×ϕ× 1−Swc

Boi

OOIP stb =
7,758× 1 33× 105 × 1× 0 21× 1−0 13

1 5
= 1 25× 108stb

Using the prismoidal method

GRV ft3 = 5 65E +09ft3

GRV acre− ft = 5 65× 109 ft3 × 2 29568

× 10−5 acre− ft

ft3
= 1 30× 105 acre− ft

OOIP stb =
7,758×GRV×N/G×ϕ× 1−Swc

Boi

OOIP stb =
7,758× 1 30× 105 × 1× 0 21× 1−0 13

1 5
= 1 23× 108stb

1.5.2.3. Net-to-Gross Ratio. The net-to-gross ratio
(N/G or NTG) can refer to a wide range of definitions.
It may refer to sand net-to-gross (NTGsand), reservoir
net-to-gross (NTGres) or pay net-to-gross (NTGpay).
Sand net-to-gross ratio: this is the ratio of sand

interval(s) to the entire gross interval of interest
(Fig. 1.10), where sand interval(s) can be defined as
interval(s) of clean sandstone lithology, often determined
using a limiting shale fraction (Vsh) cutoff.
Reservoir net-to-gross ratio: this is the ratio of the

hydrocarbon bearing rock interval(s) that has desirable
reservoir properties to the entire gross interval of interest
(Fig. 1.10). Desirable reservoir properties are porosity and
permeability, as they determine the capacity of the reser-
voir to store and flow hydrocarbon, respectively.
Pay net-to-gross ratio: this is the ratio of net pay-to-

gross rock interval (Fig. 1.10), where net pay is reservoir
interval(s) that contain hydrocarbons that can be pro-
duced economically. Net pay intervals must exceed a
defined minimum porosity, permeability, and hydrocar-
bon saturation called cutoffs. Generalized values of cut-
offs for petrophysical properties as presented in some
literature are meaningless; since the pay intervals are
intervals that can be produced economically as such, cut-
off values must be measured under dynamic conditions or
analogues that have similar fluid, rock, and rock–fluid
properties. The recovery of oil, for instance, does not
depend on permeability only but on viscosity and thick-
ness of interval. Hence, a heavy oil would have a higher
permeability cutoff than a light oil. Also, pay interval
would depend on current technology and economic para-
meters to define what can be produced economically.
Intervals considered uneconomical today may become
economical in the future. This also means that cutoffs
can change with time.
The concept of using a pay interval should only be con-

sidered in recovery calculation methods that cannot dis-
criminate between producible and nonproducible
intervals. In reservoir simulation where a geological
model (geomodel) is used directly in the simulation with-
out upscaling petrophysical properties, an approach very
common in recent times, pay interval, net-to-gross and
cutoffs should be avoided. This is because reservoir

Table 1.4 Gross Rock Volume Calculation for Exercise 1.2.

Contour
depth, z (ft)

N =No. of 600 × 600 ft
squares

Ai (ft
2) = N ×

6000 × 6000 hi (ft) = zi − zi−1
Vi (ft

3) using
equation (1.14)

Vi (ft
3) using

equation (1.15)

1,600 7.1 2.56E+08
1,585 4.5 1.62E+08 15 3.13E+09 3.11E+09
1,570 1.9 6.84E+07 15 1.73E+09 1.68E+09
1,555 0.7 2.52E+07 15 7.02E+08 6.76E+08
1,540 0.1 3.60E+06 15 2.16E+08 1.92E+08

GRV = ΣVi = 5.78E+09 5.65E+09
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simulation would handle appropriately intervals that can
contribute to flow or otherwise.

1.6. PETROLEUM RESOURCE
CLASSIFICATION

Petroleum resource estimation and classification falls
into the discipline of reservoir engineering. However,
support from other discipline, such as such as geologist,
geophysics, petrophysicist, facility design engineers and
economists, is required and important.

Petroleum resource can generally be classified as: pro-
spective, contingent, and reserves in order of their increas-
ing chance of commerciality (Fig. 1.11). These categories
of petroleum resources are a subset of the total petroleum
initially-in-place (Fig. 1.11) [SPE-PRMS, 2008].

1.6.1. Prospective Resources

Based on the chances of commercialization, prospective
resources are ranked lowest amongst the different
petroleum resources. Prospective resources (prospect)
are estimated petroleum quantities associated with a

Figure 1.10 Schematic illustration of different definitions of net-to-gross ratios.

Figure 1.11 Petroleum resource classification [SPE-PRMS, 2008].
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development plan, at a given date, considered potentially
recoverable from undiscovered accumulation.
Based on uncertainty and level of confidence, prospec-

tive resources can be classified as: low estimate; best esti-
mate, and high estimate (Fig. 1.11). Estimation of each
category of prospective resources can be by scenario-based
approach, with different deterministic cases, or by stochas-
tic approach discussed in Section 1.5.2.1.

1.6.2. Contingent Resources

Contingent resources are estimated petroleum quanti-
ties associated with a development plan, at a given date,
considered potentially recoverable from discovered accu-
mulation but not commercial due to one or more contin-
gencies [SPE-PRMS, 2008]. Contingent resources rank
next after prospective resources in order of increasing
chance of commercialization (Fig. 1.11).
Based on uncertainty and level of confidence, contin-

gent resources can be classified as: 1C (with at least
90% probability of quantity been recoverable), 2C (with
at least 50% probability of quantity been recoverable),
and 3C (with at least 10% probability of quantity been
recoverable).

1.6.3. Reserves

Reserves can be defined as estimated petroleum quanti-
ties anticipated to be commercially recoverable by appli-
cation of development projects, to known discovered
accumulations from a given date forward under defined
conditions [SPE-PRMS, 2008].
Reserve are associated with development option(s) and,

hence, for a resource to be classified as reserve, it is
expected that there must exist a resolute intention to
develop resources within a reasonable time frame, typi-
cally five years [SPE-PRMS, 2008].
Criteria that must be met for petroleum resources to be

classified as reserve include:
• resources must be discovered (presence of a well);
• resource must be commercially recoverable with exiting
technology;
• there must be commercially recoverable remaining
reserve based on a development plan at the effective date
of the evaluation.

1.6.3.1. Reserve Classification Based on Uncertainty.
Based on the uncertainty and the level of confidence in
the amount of commercially recoverable resources,
reserves can be described as: 1P(Proved); 2P(Proved +
Probable), and 3P(Proved + Probable + Possible) where:
Proved reserve is the estimated petroleum quantity
anticipated to be commercially recoverable by

application of development projects with a high level
of confidence (at least with 90% confidence).

Probable reserve is the estimated petroleum quantity
that, when added to the proved reserved, is antici-
pated to be recoverable by application of develop-
ment projects with at least 50% confidence.

Possible reserve is the estimated petroleum quantity
that, when added to the proved and probable reserve,
is anticipated to be recoverable by application of
development projects with at least a 10% confidence.

The proved petroleum reservoir volume must be limited
to identified hydrocarbon levels such as hydrocarbon
down to (HDT) the lowest known hydrocarbons, where
hydrocarbon–water contact (HWC) is absent. Formation
pressure logs analysis (gradient analysis) remains one of
the most reliable sources of fluid contacts, as discussed
in Chapter 6. It is important the fluid contacts from the
gradient analysis of formation pressure logs are checked
for consistencies with well log analysis such as neutron
density for gas–oil contact and resistivity log for hydro-
carbon–water contact. Analysis of open hole well logs
and formation pressure logs are discussed in Chapters 5
and 6, respectively.
The use of seismic attributes for proved reserve volu-

metric calculation requires that such attributes are well
defined in the reservoir and correlated to well properties.
Seismic attributes alone without well correlation cannot
be used for proved reserve estimation.

1.6.3.2. Reserve Categorization Based on Develop-
ment Status. Based on development status, reserves can
be classified as developed reserve and undeveloped reserves.
(i) Developed reserves are reserves that are expected to

be recovered from the existing well and facility. Devel-
oped reserve may be further categorized based on produc-
tion status as producing reserve –where reserve is expected
to be recovered from the existing completion interval,
which is open to production, at the time of reserve estima-
tion – and nonproducing reserve – where there is existing
facility to recover reserve however they are not producing
due to wells shut-in or inability of wells/facility to produce
[SPE-PRMS, 2008].
(ii) Undeveloped reserves are reserves that are expected

to be recovered from new wells within an undrilled com-
partment, or from an existing well that requires a major
workover or requires major expenditure for recompletion
[SPE-PRMS, 2008].

1.6.4. Reserve Estimation Methods

Acceptable methods for reserve estimation include one
or a combination of the methods described here.
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1.6.4.1. Volumetric Method for Reserve Estimation.
This method is based on equations (1.8)–(1.13) to deter-
mine in place volume, which will then be multiplied by
a recovery factor determined from relative permeability
data, reservoir performance methods or analogue field
data. Volumetric methods require gross rock volume,
net-to-gross ratio, initial/connate water saturation, poros-
ity, fluid formation volume factor, and recovery factor.
Gross rock volume (GRV): can be determined from a

combination of well and seismic data; the geophysicist
creates depth maps with the reservoir top and base from
which GRV is calculated. Creation of depth maps
involves well-to-seismic tie processes and mapping hori-
zon from seismic analysis. Seismic data are reasonably
reliable for assessment of areal extent, geometry, and
structural properties of the reservoir. Uncertainty with
use of seismic data for reserve estimation is generally high.
Seismic data on their own are poor in the prediction of

porosity, NTG, and Swc. However, by correlating seismic
attributes with well data and properties, the reliability of
seismic data for predicting reservoir properties can be
improved. Reserve estimation requires accuracy for valu-
ation, repeatability for comparison, and transparency,
which may not be met by use of seismic data without cor-
relating with well data.
Net-to-gross ratio (N/G or NTG): is the ratio of net res-

ervoir (with porosity and permeability) to total gross
thickness of interest; it can be determined along the well
from analysis of well logs (Chapter 5). The geologist cre-
ates property correlations between the wells and deline-
ates the reservoir into different geologic units. Across
each geological unit in the reservoir, geostatistical techni-
ques and depositional models can be used to distribute
properties across each geological unit and the entire reser-
voir model. Seismic attributes derived from high quality
seismic data can be used in geological extrapolation of
reservoir properties across each geological unit using
geostatistical techniques such as kriging and cokriging.
Porosity: open hole well log interpretation with calibra-

tion against core porosity, determined under stressed con-
ditions or corrected for stress effect, can be used to
determine porosity along the well. In a similar way to
NTG distribution, by correlating properties across the
well for different geological units and then using geostatis-
tical techniques, porosity can be distributed across the
entire reservoir model. Seismic attributes derived from
high quality seismic data are important in porosity
distribution.
Initial/connate water saturation (Swc): capillary pres-

sure data and Swc calculated along the well from the open
hole log are used to derive saturation-height function
(Section 2.5.7) for each facies (rock type). Derived satura-
tion-height function is then used in populating water sat-
uration in the entire reservoir model. Distribution of

water saturation away from the well must be based on
capillary pressure relationship for each rock type (facies)
rather than by geostatistical extrapolation.

1.6.4.2. Performance-based Approach for Reserve
Estimation. These methods involve use of production his-
tories with a model (simulation or analytical) to model
reservoir system, predict reservoir performance, and
recoverable and unrecoverable hydrocarbon volumes.
Methods that can be described as performance based
include:
• Material balance: this involves representing different
reservoir section as “tanks” and using conservation of
mass principles and fluid properties to model reservoir
systems, energy for fluid production, and volume left in
the reservoir for a given volumetric withdrawal. The con-
cept of material balance for reservoir performance predic-
tion is discussed in Chapter 12.
• Reservoir simulation: this involves dividing the reservoir
into grid cells (finite element or finite volume), with each
cell serving as a simple material balance “tank”, and using
combination of material balance, flow in porous media,
and fluid equation to predict flow of reservoir fluids
through porous media, reservoir deliverability, and recov-
erable and unrecoverable hydrocarbon volumes.
• Well test analysis: this involves analysis of pressure and
rate measurement with well test interpretation models to
predict reservoir performance. Well test interpretation
models are analytical models derived from a combination
of mass continuity equation, Darcy’s law and equation of
state. These interpretation models can be used to simulate
bottomhole well pressure response for a given rate history.
Well test analysis also gives either minimum connected
volume when full reservoir boundaries have not been
reached during testing or in place volume when full
boundaries have been reached during well testing. Analy-
sis of well test data is discussed in Chapter 8.
• Production decline curve analysis: this approach
involves using declining mathematical equations such as
exponential, harmonic or hyperbolic functions as reser-
voir or field performance response. Use of the production
decline curve method for reserve estimation involves find-
ing the best decline model that matches production his-
tory, then using the model to predict future production
and recoverable and unrecoverable hydrocarbon
volumes. Use of production decline models for reservoir
performance prediction is discussed in Chapter 13.

1.6.4.3. Analogue. Analogies to other reservoirs may
be considered for obtaining properties for resource and
reserve calculation where they have similar geological
characteristic, geological location, and reservoir rock
and fluid characteristics.
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The choice of method for estimating reserves generally
depends on maturity of assets, availability and quality of
data, and the experience and familiarity of the engineer
with the different resource estimation methods.

1.6.5. Use of Seismic Data for Petroleum Resource
Calculation

With rigorous interpretation, seismic data are impor-
tant for characterization of reservoir features such as
dip, faulting, and reliable gross thickness. The use of seis-
mic data for petroleum resource estimation requires in-
depth support from the geologist and geophysicist, as
most reservoir engineers may not be familiar with seismic
interpretation methods. Seismic interpretation often
depends significantly on experience and judgement.
Using seismic data for determining reservoir properties

used for volumetric calculation is only reliable, when there
are well data to correlate with seismic data. Where there
are no well data to correlate seismic attributes, analogues
with reasonable assumptions are often preferred to seis-
mic derived properties alone for volumetric properties
determination.

1.6.6. Resource Estimation at Different Stages of
Life Cycle

1.6.6.1. Prospect. Prospect (prospective resources) are
considered potentially recoverable hydrocarbon volumes
associated with a development plan that targets currently
undiscovered resources. Geologistss and geophysicists
using theories, seismic data, regional or near-field correla-
tion will be involved in determining the probability of
finding petroleum as part of prospect risking and ranking.
When geologists identify the possibility of petroleum

being found in a particular area, likely petroleum volumes
and the recoverable amount of petroleum in the reservoir,
field or concession are calculated using mapped structure.
The only resource volume calculation method for a

prospect is the volumetric approach described by equa-
tions (1.8)–(1.13) with properties taken from analogue,
correlation with nearby fields, and valid assumptions.
GRV can be determined from seismic data but petrophys-
ical properties should not be determined from seismic
data due to the absence of well data to correlate seismic
attributes at this stage. A prospect must satisfy the follow-
ing criteria before it can be termed a prospect: (i) presence
of a trapping mechanism; (ii) porosity and permeability;
and (iii) a matured source rock that can generate hydro-
carbon. Hence, the probability that a prospect has a res-
ervoir with trapped hydrocarbon (probability of success)
is, therefore, a product of probability of area of interest
having a trap, reservoir rock, and mature source rock.
This probability of success can be expressed as:

prsucces = prtrap × prreservoir × prsource (1.16)

Equation (1.16) assumes constituent probabilities are
independent of each other.

1.6.6.2. Discovery. When a well has been drilled and
hydrocarbon is found, the well becomes a discovery well.
Petrophysical properties can then be obtain along the well
using well log interpretation techniques. Correct fluid for-
mation volume factor and other fluid properties can be
determined from analysis of fluid samples recovered from
the well. At this stage, a well test may be carried out, with
analysis of well test data giving an understanding of the
potential deliverability of the well and reservoir bound-
aries in the case of an extended well test.
At this point, initial volumetric calculations at the pro-

spective stage can be updated with increased confidence as
well log properties are available. At this stage if there are
seismic attributes, from high quality seismic data, they
can be correlated with well properties and used for prop-
erty distribution away from the well. Resource volume
calculation options that can be considered include: volu-
metric; well test to get minimum connected volume (which
is a proved volume) or hydrocarbon initially in place if
pressure diffusion has reached the entire reservoir bound-
aries; and material balance if full reservoir boundaries
have been reached by pressure diffusion to ensure deple-
tion. Reservoir simulation can also be used to match test
data and predict reservoir performance with respect to
recoverable and unrecoverable hydrocarbon resources.

1.6.6.3. Appraisal. Generally, one or more additional
wells will be drilled to appraise discovered petroleum
resources. More than one well improves the understand-
ing of the structure of the reservoir, lateral continuity of
properties, the ability to correlate properties between
wells, and to delineate the reservoir into different geologic
units. Core samples maybe acquired during drilling of
appraisal well(s). Core samples are then analyzed for pet-
rophysical properties such as porosity, permeability, cap-
illary pressure, and relative permeability (Chapter 2).
Calibration of porosity with well log data improves con-
fidence in the calculated porosity; capillary measurements
are useful for predicting water distribution in the reser-
voir; relative permeability gives an indication of flow of
different phases in the presence of others. Relative perme-
ability models can be used to determine a range of recov-
erable petroleum from initially in place volume.
The appraisal stage of the field development should

provide enough information for a development strategy
of the field, if the field is to be developed. Petroleum
resources determined at this stage can be reserve or con-
tingent resources. Where resource is classified as reserve,
then reservoir, field or concession will proceed to
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development. If the resource is considered contingent,
then development maybe considered in the future when
it is either economically feasible (for economic contingent
resource) or technically feasible (for technical contingent
resource).

1.6.6.4. Development Stage. As additional wells are
drilled for production at the initial development stage,
information acquired from newly drilled wells will pro-
vide more information on the structure and properties
of the reservoir. Pressure and rate measurements at this
stage can be used to monitor the well and reservoir. Also,
additional information will help improve models, opti-
mizing the development plan based on reservoir response.
The initial development stage can be considered as a build-
up stage of production profile (Fig. 13.1). Since the
resource is at the development stage, it must have satisfied
criteria for a reserve (can be produce commercially) and,
therefore, the interest at the development stage is remain-
ing reserve. At this stage, with increased information,
reserve estimate and category may change.
When the field is at the full field development stage,

where the reservoir or field has produced at an extended
plateau or produced a significant volume from the reser-
voir and dynamic reservoir response is understood,
material balance, well test analysis (specifically deconvo-
lution), and reservoir simulation can be used to improve
reservoir performance characterization and reserve esti-
mate. Also, at this stage, based on an understanding of
the reservoir or field, reservoir and well management deci-
sions – such as increasing production with infill drilling;
arresting decline if the field is in decline; well workovers
to improve production; supplementing reservoir energy
with methods such as such water or gas injection to
improve reservoir deliverability; use of artificial lift to
improve well deliverability –may be considered. Of inter-
est at this stage, too, is available reserve, which is how
much more can be further recovered economically. Also
at this stage, with increased information, reserve estimate
and category may change.

1.6.7. Reserve Reporting and Audit

It is important that a reserve report gives the informa-
tion for which it is meant for. A reserve report maybe

created for the various stakeholders of the petroleum
resource(s), which may include: potential investors; exist-
ing investors; company executives; financial institutions;
government agencies; and regulatory bodies.
Depending on the end use, typical information expected

in a reserve report includes:
• reserve quantities (proven, probable, and possible);
• rate prediction from reserves;
• net present value and future value of reserves.
It is also important that reserve estimation goes through

an audit process. A reserve audit process involves a review
of the data and interpretation methods used for reserve
estimation. The reserve audit process provides an inde-
pendent opinion, different from that of the parties
involved in the estimation, on rationality of estimated
reserves.
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2

Petroleum Reservoir Rock Properties

Petroleum (oil and gas), also referred to as hydrocar-
bons, occurs naturally in pore spaces of sedimentary rocks
which can be sandstones or carbonates (limestone or
dolomite). Pore spaces between grains (matrix) serve the
purpose of petroleum fluid storage while the interconnec-
tivity of the pore space enables flow of petroleum fluids
during production. Sandstone reservoirs, which can be
consolidated or unconsolidated, store petroleum fluids
mainly in pore spaces between grains (matrix), while car-
bonate reservoirs store petroleum fluids in pore spaces
between grains (matrix) and fissures (natural fractures).
For petroleum fluids in reservoirs to be economical, the

rock must have pore space to ensure the accumulation of
petroleum fluid and connected pore spaces to allow flow
of petroleum fluid under pressure differential. In conven-
tional reservoirs, such as sandstone and carbonate
reservoirs, these connected pore spaces exist naturally
and relate directly to reservoir permeability. In unconven-
tional reservoirs, such as shale bearing gas and/or shale
bearing oil, the pore spaces are not connected and,
therefore, there is a need to induce connection of pore
spaces through hydraulic fracturing for petroleum fluid
to flow.
Reservoir rock properties can be determined from

analysis of core samples, which are cylindrical formation
rock samples taken through the well section using a core
bit with a hollow center. The setup for coring includes a
core barrel, which holds the core, and a core catcher,
which grips the core when breaking core away from
undrilled section to prevents rock from dropping out of
the drill string. Core sample length can range from less
than a meter to about 100 meters. Cores may be further
cut to smaller lengths for transportation. Extracted cores
can have diameters in the range of few millimeters to over
150 mm.

In the laboratory, core samples are further processed
(cutting and trimming) to suit laboratory use and setups.
Laboratory studies on core samples can be grouped
as: routine core analysis (RCAL) and special core
analysis (SCAL).
Routine core analysis includes measurement of basic

rock properties such as porosity, permeability, grain
density, and water saturation. Special core analysis
includes a list of core measurements other than routine
core analysis, which would include capillary pressure, rel-
ative permeability (steady and unsteady state), compress-
ibility (rock and pore volume), and electrical properties.
SCAL often refers to measurements that are dependent
on fluid saturation, wettability, and fluid–rock interac-
tion. The most common SCAL measurements are
capillary pressure and relative permeability. SCAL
measurements are very important in field performance
prediction and reservoir hydrocarbon recovery. SCAL
results may vary over field life and vary from reservoirs
and fluids due to their dependence on wettability. Well
logs are also another important approach or determining
rock properties. This approach is covered in detail under
Formation Evaluation (Chapter 5). Formation evaluation
involves determination of physical and chemical proper-
ties of rocks and fluid content using well logs (information
obtained from the borehole).

2.1. POROSITY

Porosity characterizes the capability of a reservoir to
store fluid due to presence of voids (Fig. 2.1). The porosity
of a rock sample can be defined as the ratio of pore
volume to bulk volume of the sample.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
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Porosity =ϕ=
Vp

Vb
(2.1)

Porosity =ϕ=
Vb−Vgr

Vb
(2.2)

Porosity =ϕ=
Vp

Vgr +Vp
(2.3)

where Vp = pore volume; Vb = bulk volume and Vgr =
grain volume.

2.1.1. Absolute and Effective Porosity

Absolute (total) porosity relates to the ratio of total
pore space to the bulk volume. Due to cementation (pre-
cipitation of binding materials between rock gains) over
geological time, pore spaces may become isolated (uncon-
nected) and, as such, they do not contribute to recoverable
fluid volume. The primary interest of reservoir engineer-
ing is recoverable hydrocarbon, which mostly resides in
connected pore volume. In recent times, however, uncon-
nected volume, especially in unconventional reservoirs,
has become increasingly important as it can be recovered
by creating multiple hydraulic fractures. Defining poros-
ity based on only interconnected pores space (excluding
voids that are not connected) gives effective porosity.
Effective porosity is hence defined as the ratio of the inter-
connected pore volume to the bulk volume of a material.

2.1.2. Porosity Determination

The determination of porosity from equations (2.1),
(2.2) or (2.3) requires the measurement of at least two
of Vb, Vgr or Vp.

2.1.2.1. Bulk Volume Measurement. The simplest and
most direct method of determining the bulk volume of a
core sample is by linear measurement of the diameter
and length of the core sample (Fig. 2.2); the volume is
calculated using the geometric volume formula for a solid
cylinder. This method is prone to error, especially when
the core sample is characterized by irregularities.

The bulk volume for a cylindrical core sample can be
defined as:

Vb =
πd2l
4

in consistent units (2.4)

The displacement method is a more accurate method
for determining the bulk volume of a core sample. The
approach involves using a liquid as a displacement fluid
to determine the volume of the sample. The core sample
is first dried weighed in air (Wdry) then saturated with a
liquid such as water to ensure any pore spaces are filled.
The core sample can be freed of excess water by gently
touching the surface with saturated filter paper. The
saturated core sample is then weighed in air and the
weight recorded (Wsat). The saturated specimen is then
submerged in same liquid used in saturating the core
and the core is weighed while still submerged and weight
recorded (Wsub). The difference between weight of the
saturated core sample in air and that when submerged
in the liquid is the weight of the displaced liquid (Archime-
des’ principle). The volume of the displaced liquid, and
hence the bulk volume of the core sample, is determined.
Strong wetting liquids are preferable for displacement due
to their ability to saturate the core properly.
Another method is to coat the core sample directly with

paraffin wax to prevent liquid from saturating the core
and then measure the volume of the liquid displaced by
the paraffin coated core. Displaced volume equals bulk
volume directly.
Mercury can also be used for bulk volume determina-

tion. Due to the strongly nonwetting characteristics of
mercury, core pores will not be penetrated and, therefore,
the displaced mercury volume is the bulk volume of core.
The use of mercury ensures that rock properties remain
unaltered. The use of mercury, like paraffin coating, does
not require the core to be saturate with fluid.

2.1.2.2. Grain Volume Measurement. The most
obvious method of determining grain volume requires
weighing the core sample and dividing its mass by the
grain density to give grain volume. Considering that core
samples may not be of uniform rock or mineral type,
determining representative density for the core may be
erroneous, hence the volume determined using this
method may not be reliable.

Figure 2.1 Bulk, grain, and pore volume.

Figure 2.2 Linear bulk volume measurement.
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Another method is crushing the core sample and
measuring the mass of the grains and the volume of the
crushed grains (by measuring the volume of liquid dis-
placed by the crushed grains). By crushing core samples,
isolated pores are released. Hence, when Vgr measured by
this approach is combined with Vb using equation (2.2),
absolute porosity can be calculated.
The most accurate method of porosity determination is

using Boyle’s Law porosimeter (gas expansion method).
This process involves expanding an inert gas such as
helium or nitrogen from a reference cell into another cell
containing the core sample, called the sample chamber, as
shown in Fig. 2.3 and Fig. 2.4.
The initial pressure–volume condition of the porosi-

meter (Fig. 2.3) is defined as:

pinitialVinitial = pch Vch−Vgr + prefVref (2.5)

The final pressure–volume condition of the porosimeter
(Fig. 2.4) after equilibrating Vch and Vref is defined as:

pfinalVfinal = pequil Vref +Vch−Vgr (2.6)

Since the number of moles of the entire system remains
unchanged, applying Boyle’s law to the initial and final
conditions of the porosimeter setup (Fig. 2.3 and Fig. 2.4),
pinitialVinitial in equation (2.5) is equal to pfinalVfinal in
equation (2.6).

pch Vch−Vgr + prefVref = pequil Vref +Vch−Vgr (2.7)

Making Vgr the subject of the formula, grain volume is
hence expressed as:

Vgr =
Vref pequil−pref +Vch pequil−pch

pequil−pch
in consistent units

(2.8)

Figure 2.3 Initial porosimeter condition.

Figure 2.4 Final (equilibrium) porosimeter condition.
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where pch is the initial pressure of the chamber, pref is the
initial pressure of the reference cell, pequil is the final
(equilibrium) pressure of the system, Vch is the volume
of the chamber, Vgr is the volume of the grains, and Vref

is the volume of the reference cell.

2.1.2.3. Pore Volume Measurement. The simplest
method of determining pore volume involves directly
saturating the core with fluid such as water or oil and
using the mass difference method to determined the vol-
ume of fluid required to fully saturate the core sample,
as shown in equation (2.9).

Vp =
Wsat−Wdry

ρliq
(2.9)

where ρliq is the density of liquid used in saturating core
sample. With Vp determined, porosity can then be
calculated using equation (2.1).
Another method for determining pore volume is the

retort method, which is based on a summation of the fluid
samples recovered from a pristine core sample from the
formation. This method requires that core samples must
be handled correctly to prevent loss of fluid.

Vp =Vo +Vw +Vg (2.10)

where Vo is the volume of oil recovered from the sam-
ple, Vw is the volume of water recovered from the sam-
ple, and Vg is the volume of gas recovered from the
sample
This method requires two samples (best taken adja-

cent to each other). Mercury is injected at high pressure
into one of core samples; the volume of mercury
absorbed under pressure is measured and the gas volume
in the core (core gas) sample is thus determined. The
adjacent sample is heated to high temperature so oil
and water can evaporate and the fluid samples are then
condensed and measured. The total volumes of gas, oil,
and water are summed to obtain the total Vp. This
method is quick but could be faced with challenges of
accurate recovery and measurement of fluid from core
sample.

Exercise 2.1 Example of the Displacement Method for
Calculating Porosity
A core sample was sent to the laboratory as part of the

core analysis. The sample was cleaned and dried, then
saturated with water. The saturated core sample was
further submerged in water and the apparent weight in
water was measured. The following data obtained from
the saturation experiment.

Wdry = 110 35 g

Wsat = 135 83 g

Wsub = 20 00 g

• Determine Vb, Vp, and the porosity.
• What kind of porosity value was determined from this

experiment?

Solution Steps.
Step 1: determine Vb and Vp.
Step 2: calculate porosity.

Solution.

Weight of water displaced Wwtr by

water saturated core sample=Wsat−Wsub

= 135 83−20= 115 83 g

Volume of water displaced (Vwtr) equals bulk volume of
core sample (Vb).
This implies that:

Vwtr =Vb =
Wwtr

ρliq
=
115 83

1
= 115 83 cm3

Using equation (2.9):

Vp =
Wsat−Wdry

ρliq
=
135 83−110 35

1
= 24 48 cm3

Using equation (2.1):

ϕ=ϕeff =
Vp

Vb
=

24 48
115 83

= 0 22= 22

The porosity calculated is effective porosity because only
connected pore space could have been saturated by water.

Exercise 2.2 Example of Boyle’s Law Porosimeter
Method for Calculating Porosity
The core sample from Exercise 2.1 was dried and placed

in a porosimeter. A Boyle’s law porosity experiment was
carried out and the following data obtained.
pch = 0.00 psig
pref = 50.00 psig
pequil = 31.39 psig
Vch = 120.00 cm3

Vref = 50.00 cm3

Vgr = volume of grain
Determine grain volume (Vgr) and core porosity using

Vb calculated in Exercise 2.1
What kind of porosity is calculated?
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Solution.
Using equation (2.8):

Vgr =
Vref pequil−pref +Vch pequil−pch

pequil−pch

Vgr =
50 00 31 39−50 00 + 120 00 31 39−0

31 39−0
= 90 34cm3

ϕ=ϕeff
Vb−Vgr

Vb
=
115 83−90 34

115 83
= 0 22= 22 =ϕeff

The porosity calculated is effective porosity because only
connected pore space could have been penetrated by the
gas during experiment.

Exercise 2.3 Example of Water Displacement Method
Using Crushed Core Sample
Core sample from above experiment was crushed and

grains poured in graduated cylinder of water which
originally measured a volume of 100 cm3 and final volume
of 184.56 cm3 after adding crushed core sample.
Determine the volume of sand particles and porosity

from this experiment using Vb from Exercise 2.1. What
kind of porosity is determined in this experiment?
Crushed grain volume, Vgr = Vgr_crush = 84.56 cm3

Bulk volume, Vb = 115.83 cm3

Solution.

ϕ=ϕT =
Vb−Vgr _ crush

Vb
=
115 83−83 56

115 83
= 0 27= 27

Porosity calculated is total porosity because actual grain
(which excludes unconnected pore spaces) was used for
determining porosity.

Exercise 2.4 Example of Unconnected Porosity
Calculation
Using the above experiments, determine unconnected

porosity.

Solution.
Unconnected porosity ϕuncon is:

ϕuncon =ϕT−ϕeff = 27−22= 5

For practical integration of core porosity data with the
reservoir model, it is important porosity measurement is
carried out under conditions similar to in situ reservoir
conditions. It is advisable to always measure porosity
under confinement pressure that equals the reservoir
overburden pressure. Alternatively, correction can be

carried out on porosity measurement not carried out
under confinement pressure.

2.2. PERMEABILITY

Permeability defines the capability of the rock to allow
fluid to flow under a pressure gradient and is character-
ized by the connectivity of pore spaces. Hence, any
reliable method for determining the permeability of a core
sample would generally involve fluid flowing at a known
rate through porous material under measured differential
pressure.

2.2.1. Henry Darcy’s Experiment

Darcy’s law, although originally based on empirical
observation, can be derived from the Navier Stokes
equation for an incompressible Newtonian fluid flowing
slowly through a rigid permeable medium under isother-
mal and steady-state conditions.
Henry Darcy’s experiment carried out in 1856 [Hubbert,

1956], when investigating water filtration for a municipal
supply in Dijon, France, showed that for a pack of porous
bed (Fig. 2.5) the flow velocity of water can be expressed as:

q =
Q
A

=K
h1−h2

L
(2.11)

Figure 2.5 Henry Darcy’s experimental setup for vertical flow
[Hubbert, 1956. Darcy’s Law and the Field Equation of the
Flow of Underground Fluids. Transactions AIME, Volume
207, pp. 222–239.].
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where Q is the constant volumetric flow rate of water, A is
the cross-sectional area of the sand pack, L is the height of
the sand pack, h1 is the height of manometer 1, h2 is the
height of manometer 2, K is a constant of proportionality
that characterizes the sand pack, and q is the constant

flow velocity of water
Q
A

Even though the original Darcy experiment was for a
sand pack, the law has been extended to reservoir rock
type which is often compact. The law was further
modified to account for the effect of fluid viscosity; as
such Darcy’s law is expressed as:

Q
A

= −
k
μ
dp
dL

for linear flow (2.12)

where the difference in manometer height (which is a
measurement of pressure) is replaced explicitly with pres-
sure and the effect of viscosity included in the equation
(2.11). Darcy’s Law shows the relationship between rate
of fluid transfer as a function of pressure gradient when
Q is the flow rate (cm3/s), k is the permeability (Darcy),
A is the cross-sectional area (cm2), μ is viscosity (cp), p
is pressure (atm), and L is the length (cm)

2.2.2. Darcy’s Law for Liquids

Integrating equation (2.12) between p1 and p2 over the
length of the sand sample yields:

=
Q
A

L

0

dL= −
k
μ

p2

p1

dp= −
k
μ

p2−p1 =
k
μ

p1−p2
Q
A
L

=
k
μ

p1−p2
Q
A

=
k
μ
Δp
L

Q
A

=
k
μ
Δp
L

for linear flow (2.13)

From equation (2.13), 1 Darcy unit is therefore the
permeability of a medium that allows flow velocity of 1
cm/s for a fluid of 1cp subjected to a pressure gradient
of 1 atm/cm. When measuring permeability with a liquid
or gas, a subscript representing the phase is often added
to permeability (k). As such, kLiq (or kLiquid) represents
liquid permeability and kg (or kgas) represents gas perme-
ability. This is important, because when gas is used for
permeability measurement, there is a need to convert
gas permeability to the equivalent liquid permeability.
Also when gas is used for permeability measurement,
there is need to modify Darcy’s equation to account for
gas compressibility.
It is more common to express permeability as millidarcy

(mD) rather than Darcy because most reservoir rocks are

less than 1 Darcy. The SI unit for permeability is m2. The
relationship between the different units of permeability is:

1Darcy = 0 987 × 10−8cm2 = 0 987 × 10−12m2

In engineering oil field (EOF) units, Darcy’s law for
linear flow can be expressed as:

Q
A

= −1 127× 10−3 k
μ
dp
dL

(2.14)

or

Q
A

=1 127× 10−3 k
μ
Δp
L

(2.15)

where Q is constant rate flow (bbl/d), k is permeability
(mD), A is cross-sectional area (ft2), μ is viscosity (cp),
p is pressure (psi), and L is length (ft).
Where the effect of elevation and inclination onDarcy’s

experimental setup is considered (Fig. 2.6), the equation
for fluid flow from top to bottom becomes:

Q
A
L=

k
μ

p1 + ρgz − p2 + ρg z−Lsinθ

Q
A

=
k
μL

p1−p2 +Lρgsinθ (2.16)

and when flow is from bottom to the top it becomes:

Q
A
L=

k
μ

p2 + ρg z−Lsinθ − p1 + ρgz

Q
A

=
k
μ

p2−p1
L

−ρgsinθ

Q
A

=
k
μL

p2−p1−Lρgsinθ (2.17)

2.2.2.1. Permeability Measurement. The most
common method for core permeability measurement is
based on the Hassler experimental setup (Fig. 2.7).
Different laboratories have their own modification of
the Hassler Cell. However, the principles are the same.
The core sample is placed in a rubber sleeve and pressure
ranging from a few hundred to thousands of psi is exerted
to hold the sleeve and to ensure flow is axial to core length.
Liquid or gas (nitrogen or air) at constant rate is then
forced thorough the core sample in the Hassler Cell and
pressure drop across the core sample is measured. The
experiment is repeated multiple times.
Fluid rate is measured with a flow meter and the corre-

sponding pressure drop across the cell measured with a
transducer. For an incompressible fluid (liquid experi-

ment), a plot of
Q
A
against

dp
dL

will yield a straight line with
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slope
k
μ
(fluid mobility) (Fig. 2.8), from which k is deter-

mined using the viscosity of the fluid determined from
fluid experiments or supplied from published property
tables.
For Darcy’s unit, k =Darcy, Q = cm3/s, dp = atm,

A = cm2, L = cm, μ = cp.

Exercise 2.5 Permeability Calculation from Core
Experiment

Using the experimental setup in Fig. 2.9, determine core
permeability with a flow of water given the following: μ =
1 cp; L = 85 cm; rcore = 3 cm;Δp = 10 atm; Q = 0.05 cm3/s.

Solution.

A= πr2 = π×32 = 28 274 cm2

from equation (2.13),
Q
A

=
k
μ
Δp
L
.

Figure 2.7 Hassler Cell for permeability measurement.

Figure 2.6 Henry Darcy’s experimental setup for inclined flow [Hubbert, 1956. Darcy’s Law and the Field
Equation of the Flow of Underground Fluids. Transactions AIME, Volume 207, pp. 222–239.].
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Substituting parameters:

0 05
28 274

=
k
1
10
85

k = 0.015 Darcy
k = 15 mD

Exercise 2.6 Permeability Calculation in Inclined Core
Sample
Consider a core sample with setup above (Fig. 2.10);

calculate core permeability with water flowing down-
wards, given the following: θ= 30 ; μ = 1 cp; ρ = 1
g/cm3; L = 100 cm; rcore = 3.84 cm; p2 = 3 atm; p1 = 1.5
atm; g = 980 cm/s2; Q = 0.01 cm3/s.

Solution.

A= πr2 = 3 1416× 3 842 = 46 325cm2

ρgLsinθ=1
g

cm3 × 980
cm
s2

100 cm sin 30

= 98,000
g

s2cm

ρgLsinθ=1
g

cm3 × 980
cm
s2

100 cm sin 30 = 49,000

49,000
g

s2cm
=4,900Pa = 0.04835 atm

Therefore, ρgLsinθ=0 04835 atm.
Substituting ρgLsinθ above into equation (2.17):

0 01
46 325

=
k

1× 100
3−1 5−0 0485

k = 0.014872 Darcy = 15 mD.

2.2.3. Darcy’s Law for Gas

The use of gas for permeability determination leads to a
modification of Darcy’s law. Due to the compressible
nature of gas, volume and, therefore, flow rate are
pressure dependent.
Gas rate is always measured at standard condition

(pressure of 1 atm and temperature of 60 F), hence the
final Darcy’s equation for gas will be written in standard
cubic centimeter (scc).
For isothermal gas injection during core experiments

Q1p1 =Q2p2 where subscripts 1 and 2 represent inlet
and outlet conditions, respectively, for any given pressure,
p, with gas rate, Q.
Also, Qp=Qscpsc, where subscript ‘sc’ represents

standard condition.
Making Q the subject of the formula

Q=
Qscpsc

p

and substituting Q=
Qscpsc

p
into equation (2.12) gives:

Qsc

A
dL= −

k
μ
pdp
psc

Integrating between core inlet and outlet boundary
conditions

Qsc

A

L

0

dL= −
k
psc

p2

p1

pdp
μ

Figure 2.9 Setup for Exercise 2.5.

Figure 2.10 Inclined core sample.

Figure 2.8 Permeability calculation from experiment.
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Qsc

A
L=

k
pscμav

p21− p22
2

Qsc

A
=

k
μav

p21− p22
2Lpsc

In Darcy’s unit psc =1 atm, hence the above equation
becomes:

Qsc

A
=

k
μav

p21− p22
2L

(2.18)

where μav is average gas viscosity in cp.
The nonlinearity of pressure in Darcy’s equation

for gas is discussed in detail under Fluid Flow in Reservoir
(Chapter 7) and Well Test Analysis (Chapter 8).
Gas at low rate and low pressure drop has been shown

to give an overestimation of permeability because gas
molecules, unlike liquid molecules, do not adhere to pore
surfaces hence leading to a slippage effect. This slippage,
which characterizes permeability dependence on pressure,
is called the Klinkenberg effect. Therefore, a correction is
required for permeability measured with gas. This correc-
tion is called the Klinkenberg correction. This phenome-
non is important at laboratory scale for correcting gas
measured permeability but is rarely applicable for reser-
voir simulation and prediction purposes.
The steps for correcting gas measured permeability

involve plotting calculated gas permeability (kg) against
1

pmean
and determining true permeability (k∞ or kLiq) from

extrapolation of the measured data on a straight line to

the point where
1

pmean
= 0 (which is infinite mean pressure),

as shown in Fig. 2.11. The mean pressure (pmean) is

defined as pmean =
p1 + p2

2
. The factor derived from the

slope of the plot, defined as “b”, is dependent on molec-
ular weight and size; it is called the Klinkenberg slippage
function. The true permeability also called liquid permea-
bility orKlinkenberg corrected permeability, represents the
true permeability for the experiment using fully saturated
incompressible fluid (liquid).
During the Klinkenberg experiment, flow through core

sample can be carried out under either constant mass flow
rate or constant differential pressure.

Exercise 2.7 Example of Gas Permeability Calculation
with the Klinkenberg Correction
Cleaned, polished, and dried core sample with diameter

3.8 cm and length 11 cm was used for permeability meas-
urement. Injection using nitrogen with average viscosity
of 0.018 cp was carried out on the core sample in aHassler
Cell at a constant rate of 13.54 scc/s with constant hydrau-
lic confining pressure applied on rubber sleeves round the

core sample. Injection pressure and pressure drop across
the core sample were measured; gas flow rate was
measured.
Determine theKlinkenberg corrected permeability (k∞)

and the Klinkenberg correction factor, b. The results from
the experiment is given in Table 2.1.

Solution Steps.
Step 1: calculate p2 (discharge pressure downstream
the core).

Step 2: calculate p21−p
2
2 using pressure drop and injec-

tion pressure.
Step 3: determine kg for each experimental run.

Step 4: determine pmean using
p1 + p2

2
then calcu-

late
1

pmean
.

Step 5: plot various determine kg with corresponding
1

pmean
.

Figure 2.11 Gas permeability determination with the
Klinkenberg correction.

Table 2.1 Gas Permeability Experimental Data.

Injection pressure
p1 (atm)

Pressure drop across
core p1 − p2 (atm)

1.04 0.012
1.41 0.012
2.30 0.009
3.40 0.009
4.00 0.009
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Step 6: extrapolate line fit to
1

pmean
= 0, vertical axis

intercept is k∞; from slope calculate b.

Solution.
The solution to Exercise 2.7 is summarized in Table 2.2.

The plot of kg against
1

pmean
is shown in Fig. 2.12.

Comparing the Klinkenberg correction equation:

kg = k∞ 1+
b

pmean
(2.19)

with the equation of the line in Fig. 2.12:
Intercept of vertical axis = 3.0241 = k∞.
Slope =16.435 = k∞b
Making b the subject of the formula:

b =
16 435
k∞

=
16 435
3 0241

= 5 435

Therefore, k∞= 3.0 Darcy and b = 5.44

2.2.4. Non-Darcy Flow

Another deviation fromDarcy flow is caused by inertial
effects that are due to acceleration of fluid at the pore
throats and deceleration at pore bodies. Non-Darcy flow
is prominent at high fluid velocity. It is characterized by

the non-Darcy coefficient or Forchheimer parameter,
which accounts for the nonlinear behavior of the pressure
drop as a function of fluid velocity (Fig. 2.13). The Darcy
equation accounting for the inertia effect, also called the
Forchheimer equation, is expressed as:

−
dp
dL

=
μV
k

+ βρV2 (2.20)

where β is the non-Darcy coefficient, ρ is the density of
the fluid, and V is the velocity of the flowing fluid.
The effect of turbulence (inertia) has a significant effect

in reservoir simulation involving gas and or gas conden-
sate, especially in vertical wells where the velocity of the
flowing stream from reservoir to tubing is high.
Equation (2.20) can be expressed in terms of mass flux
(G) using the relationship: G = ρV.
Where V is flow velocity defined as V=Q/A

Substituting V=
G
ρ
into equation (2.20)

−
dp
dL

=
μG
kρ

+
βG2

ρ
(2.21)

Expressing ρ as function of pressure: ρ=
pM
ZRT

and sub-

stituting into equation (2.21)

−
pdp
dL

M
ZRT

=
μ
k
G+ βG2

−pdp
M

ZRT
=

μ
k
G+ βG2 dL

where M is molecular weight, R is the universal gas con-
stant, T is temperature, and Z is a compressibility factor.
Integrating between p1 and p2 over the length of the

sand sample (L) yields:

−
M

ZRT

p2

p1

pdp=
μ
k
G+ βG2

L

0

dL

Table 2.2 Solution to Exercise 2.7.

p1 (atm)
p1 − p2
(atm) p2 (atm) p21−p

2
2 kg(Darcy)

p1 + p2
2

1
pmean

1.04 0.012 1.03 0.0248 19.051 1.03 0.967
1.41 0.012 1.40 0.0337 14.031 1.40 0.712
2.30 0.009 2.29 0.0413 11.442 2.30 0.436
3.40 0.009 3.39 0.0611 7.735 3.40 0.295
4.00 0.009 3.99 0.0719 6.574 4.00 0.250

Figure 2.12 Plot of kg against
1

pmean
.

Figure 2.13 Effect of turbulence (inertia).

26 PETROLEUM ENGINEERING



M
ZRT

p21− p22
2

=
μ
k
G+ βG2 L

p21− p22 M
2ZRTL

=
μ
k
G+ βG2

p21− p22 M
2ZRTLG

=
μ
k
+ βG (2.22)

Hence, permeability and the non-Darcy coefficient can
be determined using equation (2.22).

Exercise 2.8 Non-Darcy Flow Experiment using
Packed Sand
The inlet of the horizontally placed cylinder of packed

sand is connected to an air supply flow line that continu-
ously supplies air at controlled and measured rate. The
outlet position is designed to allow air passing through
the packed bed to escape into the atmosphere. The
injection pressure and pressure drop across the packed
column of sand were measured.
Determine the permeability and the non-Darcy

coefficient (β) of the packed bed of sand given: M=
28.97 g/mol; T = 299.75 K (26.75 C); L = 30 cm; D =
3 cm; R = 82.05746 cm3 atmK−1 mol−1, and p2 = 1 atm.
Results from the experiment are given in Table 2.3.

Solution Steps.
Step 1: determine p1 (inlet pressure upstream the packed
sand), p1 =Δp+p2.

Step 2: determine pAverage, pAverage =
p1 + p2

2
.

Step 3: determine average fluid density,

ρAverage =
pAverageM

ZAverageRT
.

Where ZAverage is average compressibility factor over
pressure p1 and p2, and given in Table 2.3.

Step 4: determine p21−p22, G and
p21− p22 M
2ZRTLG

.

Step 5: plot
p21− p22 M
2ZRLTG

against G.

Step 6: determine k and β.

Solution.
The solution to Exercise 2.8 is summarized in Table 2.4.

The plot of
p21− p22 M
2ZRTLG

against G is shown in Fig. 2.14.

Comparing Fig. 2.14 with equation (2.22):
p21− p22 M
2ZRTLG

=
μ
K

+ βG,

The intercept of the vertical axis = 2.897 × 10−4 =
μ
k

Where μ is average viscosity from Table 2.3 which is
0.01803 cp.
Hence, k = 0.01803/2.897 × 10−4 = 62 Darcy.
Slope = 1.746 × 103 = β
Therefore, k = 62 Darcy and β = 1.75 × 103 cm −1.

2.2.5. Averaging Reservoir Permeability

In simple or complex reservoir modelling where there is
permeability variation, the effective permeability of the
system or region of interest will be a form of permeability
average. Selecting the correct averaging technique is
important in reservoir modelling.

2.2.5.1. Parallel Stratified Linear Flow. Consider a
stratified formation with layer permeability of k1, k2,
…, kn, thicknesses h1, h2,…, hn, cross-sectional area
A1,A2,…An, with all layers having equal length and width
(Fig. 2.15).

Q= −
k
μ
AT

Δp
L

where k is effective permeability and AT is the total cross-
sectional areas of the stratified formation in the direction
of fluid flow.
For stratified sand:

Q=Q1 +Q2 +…+Qn

Table 2.3 Non-Darcy Experiment Data.

Δp (atm) Q (cm3/s) ZAverage μ (cp)

0.092 0.265 0.994 0.01803
0.125 0.305 0.979 0.01803
0.147 0.327 0.968 0.01803
0.173 0.351 0.956 0.01803
0.206 0.378 0.944 0.01803
0.226 0.391 0.933 0.01803
0.258 0.414 0.921 0.01803
0.285 0.428 0.909 0.01802
0.328 0.450 0.893 0.01802

Table 2.4 Solution to Exercise 2.8.

p1
(atm)

pAverage
(atm)

ρAverage
(g/cm3)

p21−p
2
2

(atm2)

G = ρAverageV
G= ρAverage

Q
A

(g s−1 cm−2)
p21−p

2
2 M

2ZRTLG

1.0920 1.0460 1.239E-03 0.192 4.65E-05 8.180E-02
1.1250 1.0625 1.278E-03 0.266 5.52E-05 9.657E-02
1.1470 1.0735 1.306E-03 0.316 6.04E-05 1.059E-01
1.1730 1.0865 1.339E-03 0.376 6.65E-05 1.161E-01
1.2060 1.1030 1.376E-03 0.454 7.36E-05 1.284E-01
1.2260 1.1130 1.405E-03 0.503 7.77E-05 1.362E-01
1.2580 1.1290 1.444E-03 0.583 8.46E-05 1.468E-01
1.2850 1.1425 1.480E-03 0.651 8.96E-05 1.569E-01
1.3280 1.1640 1.535E-03 0.764 9.77E-05 1.717E-01
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Q= −
k
μ
AT

Δp
L

= −
k1
μ
A1

Δp
L

−
k2
μ
A2

Δp
L

−…
kn
μ
An

Δp
L

−
k
μ
AT

Δp
L

= −
n

i = 1

ki
μ
Ai

Δp
L

= −
Δp
μL

n

i= 1

kiAi

−
Δp
μL

kAT = −
Δp
μL

n

i= 1

kiAi kAT =
n

i= 1

kiAi k =

n

i= 1

kiAi

AT

AT =
n

i=1

Ai

k=

n

i= 1

kiAi

n

i = 1

Ai

=

n

i= 1

kihi

n

i = 1

hi

(2.23)

Therefore, for parallel stratified sand with linear flow,
effective permeability can be represented with a thick-
ness-weighted arithmetic mean.

2.2.5.2. Parallel Stratified Radial Flow. For a single
layer homogeneous radial flow (Fig. 2.16):

A= 2πrh
Q
A

= −
k
μ
dp
dr

Q
2πrh

= −
k
μ
dp
dr

dp= −
Qμ

2πKh
dr
r

Integrating between reservoir boundary conditions (res-
ervoir extent and wellbore):

pe

pw

dp= −
Qμ
2πkh

re

rw

dr
r

pe−pw =Δp= −
Qμ
2πkh

ln
re
rw

Hence, for parallel stratified radial flow (Fig. 2.17):

Δp= −
Qμ
2πkh

ln
re
rw

Q= −
Δp2π

μln
re
rw

kh

Q=Q1 +Q+…+Qn

Figure 2.14 Plot of
p21− p22 M
2LRTGμ

against G.

Figure 2.15 Stratified linear flow.

Figure 2.16 Single layer homogeneous radial flow.
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Q= −
Δp2π

μln
re
rw

kh= −
Δp2π

μln
re
rw

k1h1−
Δp2π

μln
re
rw

k2h2…−
Δp2π

μln
re
rw

knhn

where h=
n

i=1

hi

kh= k1h1 + k2h2 +…+knhn =
n

i= 1

kihi

k =

n

i= 1

kihi

h
=

n

i= 1

kihi

n

i = 1

hi

This last equation shows that equation (2.23) is valid for
both stratified linear and radial flow.

2.2.5.3. Serial Stratified Linear Flow. Considering
stratified formations arranged in series (Fig. 2.18):

Δp=Δp1 +Δp2 +…+Δpn

Δp= −
QμL
kA

= −
QμL1

k1A
−
QμL2

k2A
…−

QμLn

knA

−
Qμ
A

L
k
= −

Qμ
A

L1

k1
−
Qμ
A

L2

k2
…−

Qμ
A

Ln

kn

L
k
=

n

i= 1

Li

ki

k =
L

n

i= 1

Li

ki

(2.24)

Therefore, for serial stratified sand with linear flow,
effective permeability can be represented with har-
monic mean.

2.2.5.4. Serial Stratified Radial Flow (Radial variation
in permeability). Considering radially stratified forma-
tion in series (Fig. 2.19)

Δp= −
Qμ
2πkh

ln
re
rw

Δp= −
Qμ
2πkh

ln
re
rw

= −
Qμ

2πk1h
ln
r1
rw

−
Qμ

2πk2h
ln
r2
r1
…

−
Qμ

2πknh
ln

rn
rn−1

= −
Qμ
2πh

n

i = 1

ln
ri
ri−1

ki

−
Qμ
2πh

ln rerw
k

= −
Qμ
2πh

n

i= 1

ln
ri
ri−1

ki

k =
ln

re
rw

n

i = 1

ln
ri
ri−1

ki

(2.25)

2.2.5.5. Geometric Mean for Randomly Distributed
Formation. Most reservoirs have randomly distributed
permeability, hence there is justification for nonlinear
average techniques such as geometric mean. Geometric
averaging is a common method of estimating average per-
meability from smaller-scale samples. The problem with
this approach for upscaling reservoir permeability or
averaging reservoir permeability is sensitivity to sample
permeability for a small sample size. This means that with

Figure 2.17 Stratified radial flow.

Figure 2.18 Serial stratified linear flow.

Figure 2.19 Radial variation in permeability.
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few low permeability samples, geometric average would
give low permeability. However, in reality, this may not
be true considering that, for randomly distributed perme-
ability, fluid will follow through a path of connected high
permeability (path of least resistance). Geometric mean
should, therefore, be used with caution.
Geometric mean for randomly distributed formation

(Fig. 2.20) is expressed in equation (2.26):

k = kh1 kh2 kh3… khn
n (2.26)

Various modifications of geometric mean for permea-
bility determination have been proposed in the literature.
Other nonlinear averaging techniques used for reser-

voir upscaling include arithmetic-harmonic average
and harmonic-arithmetic average (Fig. 2.21 and
Fig. 2.22, respectively). These methods are common
and justified considering upscaled reservoir permeabil-
ity should lie between the harmonic (low bound mean)
and arithmetic mean (upper bound mean): kHarmonic <
kHarmonic-Arithmetic < kArithmetic-Harmonic < kArithmetic.
In reservoir simulation it is advisable to use different

permeability averaging techniques and check averaged

permeability distribution of the upscaled model with a
bench marks. Bench marks can include running stream-
line simulations to check which averaging method gives
a comparable result with a geological model (fine grid
model), checking which averaging methods best predicts
water break through where relative permeability is
known, or comparing which averaging techniques gives
average permeability closest to average permeability from
well test analysis within the radius of investigation.
In recent time, upscaling properties in a geological

model to properties in reservoir simulation is becoming
uncommon, as geological models with their properties
can be used directly for reservoir simulation, due to
enhanced software and hardware computing capabilities.

2.3. EFFECTIVE CONFINING PRESSURE
DEPENDENCE OF POROSITY AND

PERMEABILITY

It is very important that porosity and permeability mea-
surements are carried out under stress conditions that
reflect reservoir condition where possible. Porosity and
permeability measured under stress is very important in
calibrating porosity and permeability derived from other
methods, as well as for reliable prediction of well and res-
ervoir performance. Where porosity and permeability are
measured at atmospheric conditions or a confining pres-
sure different from that of the reservoir, correction should
be applied to determined correct stressed porosity andFigure 2.20 Random permeability distribution

Figure 2.21 Arithmetic-harmonic permeability averaging.
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permeability values using stress-dependent porosity and
permeability models.
Most predictions of change in porosity and permeabil-

ity due to confining stress is based on power law or expo-
nential law relationships. Dong et al. (2010) showed that
power law gives a better prediction of effective confining
pressure dependence of porosity and permeability.
Based on exponential law relationship, porosity and

permeability under confining pressure, pe, are expressed
as equations (2.27) and (2.28), respectively

ϕ=ϕ0 exp −β pe−p0 (2.27)

k= k0 exp −γ pe−p0 (2.28)

where ϕ0 and k0 are porosity and permeability measured
at atmospheric condition (p0), respectively; β and γ are the
porosity and permeability exponential material constants,
respectively.
Based on power law relationship, porosity and perme-

ability under confining pressure, pe, are expressed as
equations (2.29) and (2.30), respectively

ϕ=ϕ0
pe
p0

−q

(2.29)

k= k0
pe
p0

−p

(2.30)

q and p are the porosity and permeability power material
constants, respectively.

Material constants (β, γ, q and p) can be determined
from core samples with measurements at different pres-
sure or taken from analogous reservoirs.

2.4. WETTABILITY

Wettability is an important measurement, though not
directly used for reservoir performance prediction but
very useful as it affects other rock–fluid measurements.
Wettability is defined as the preference of a liquid to

adhere, contact, spread on a solid preferentially to
another immiscible fluid present. This degree of spread
or contact is defined by contact angle (Fig. 2.23).
Typical values of contact angles and interfacial tension

are shown in Table 2.5.
There are commonly used terminologies in petrophysics

and reservoir engineering that relate to wettability or are
affected by wettability. They include:
Drainage This is the reduction in wetting phase satu-
ration. Initial trapping of oil is a drainage process
called primary drainage. In this process oil (nonwet-
ting phase) displaces water (wetting phase), therefore
causing a reduction in water (wetting phase) satura-
tion. Other drainage processes that occur in the reser-
voir include: gas (nonwetting) phase displacing oil
(wetting) by the gas cap expansion process or gas
injection process; re-vaporization of condensate

Figure 2.22 Harmonic-arithmetic permeability averaging.
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during buildup causing displacement of condensate
(wetting phase) by gas (nonwetting phase).

Imbibition This is the increase in wetting phase satura-
tion. Imbibition processes in the reservoir include:
water (wetting phase) displacing oil (nonwetting
phase) due to water influx from an aquifer or water
flooding; water (wetting phase) displacing gas (non-
wetting phase) due to gas depletion; oil (wetting
phase) displacing gas (nonwetting phase) during gas
cap invasion by oil due to tilting or shrinkage of
the gas cap; condensate dropout where condensate
(wetting phase) displaces gas (nonwetting phase) dur-
ing drawdown or production test.

Irreducible Water Saturation (Swir) Irreducible water
saturation is the minimum water saturation that can
be achieved during oil or gas displacement of water in
a water-saturated core sample. Irreducible water sat-
uration may vary from one experiment to another, as
it depends on the final drive pressure when flowing oil
or gas is used for displacement, or the maximum cen-
trifugal rotation speed for centrifuge displacement.
Swir corresponds to the water saturation value at
which water relative permeability tends to zero.

Connate Water Saturation (Swc or Swi) Connate
water saturation, also called initial connate water sat-
uration, is the water saturation in a reservoir in situ,
at pristine state. This is water saturation at the end of
primary drainage process. Connate water saturation
in hydrocarbon-bearing sand, except the transition

zone, is irreducible water saturation at the end of pri-
mary drainage.

Residual Oil (Sor) Residual oil saturation is the min-
imum oil saturation after gas or water displacement,
either in the reservoir or in a laboratory core sample.
This is oil saturation that cannot be removed further
through flooding. At the laboratory scale, this value
varies along the core length at the end of a test. It is
common for the value at the core outflow face (which
is also used for calculating the final value of kro) to be
used. Also, average value or Sor along the core length
at the end of the test can be used to define Sor for a
given test.

Remaining Oil Saturation Remaining oil saturation
defines oil saturation at any time during the produc-
tion life of a reservoir.

Hysteresis This is dependence of capillary pressure on
saturation path and history.

2.4.1. Wettability Measurement

Common methods for determining wettability of reser-
voir rock samples are: contact angle measurement; the
Amott–Harvey technique [Amott, 1959]; the U.S. Bureau
of Mines (USBM) test [Anderson, 1986a, 1986b]; and
Craig’s Wettability Criteria [Craig, 1971].

2.4.1.1. Contact Angle. The concept of using the
contact angle in defining wettability is summarized using
Fig. 2.23 and in Table 2.5. Values for contact angles for
different reservoir rock samples are: 105–180 for oil-
wet; 75–105 for neutral-wet and 0–75 for water-wet.

2.4.1.2. Amott–Harvey Technique. This procedure is
described in Fig. 2.24. The process involves flooding the
core plug to connate water saturation (Swc) with oil, often
using a centrifuge. The core plug is then subjected to
spontaneous formation brine imbibition, by immersing
in brine, to determine spontaneous water saturation, Sspw.
ΔSws is then determined using: ΔSws = Sspw− Swc.

Figure 2.23 Wetting of mercury, oil, and water on a glass surface in the presence of air.

Table 2.5 Typical Values of Contact Angles and Interfacial
Tensions.

Wetting
phase

Nonwetting
phase

T and p
conditions θ ( )

σ
(dynes/cm)

Brine Oil Reservoir 30 25–30
Brine Oil Laboratory 30 48
Brine Gas Reservoir 0 72
Brine Gas Laboratory 0 50
Oil Gas Reservoir 0 4
Gas Mercury Laboratory 130–140 480
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The core plug with oil and water at Swc is then centri-
fuged to Sor using water (forced displacement of oil with
water). The volume of water used for forced displacement
is noted.
Total change in Sw (ΔSwt) is then determined by

addition of the results from the spontaneous and forced
portions of the test: ΔSwt = 1− Sor − Swc.
The core plug with Sor and Swc is then immersed in oil

for spontaneous oil imbibition and the volume of oil
spontaneously (ΔSos) imbibed is determined using: ΔSos
= 1− Sor-(1 − Sspo) = Sspo − Sor.
This is then followed by forced displacement of water

with oil using a centrifuge to Swc.
Total change in oil saturation (ΔSot) is determined by

adding the volumes from spontaneous imbibition with

forced displacement. ΔSot and ΔSwt should be approxi-
mately the same.
The Amott–Harvey wettability Index (WIAmott–Harvey)

of the core plug is then determined using:

Displacement bywater ratio δw=
ΔSws
ΔSwt

(2.31)

Displacement byoil ratio δo=
ΔSos
ΔSwt

(2.32)

Amott−HarveyWettability Index
WIAmott−Harvey = δw−δo (2.33)

From WIAmott–Harvey calculated, the wettability of the
core sample is then determined using Fig. 2.25, which
shows wettability and corresponding WI.

Figure 2.24 Typical pc against Sw from the Amott–Harvey wettability experiment.

Figure 2.25 Amott–Harvey wettability index chart.

PETROLEUM RESERVOIR ROCK PROPERTIES 33



Exercise 2.9 Wettability Determination Using the
Amott–Harvey Method
Determine the wettability of a sample given the forced

displacement data of a core sample from Amott–Harvey
in Table 2.6.

Solution Steps.
Step 1: plot pc against Sw for forced displacement with
water and oil (Fig. 2.26).

Step 2: determine ΔSws = Sspw − Swc.; ΔSwt = 1− Sor−
Swc; ΔSos = 1− Sor − 1 − Sspo) = Sspo − Sor from
graph (Fig. 2.26).

Step 3: calculate δw, δo and WI.
Step 4: determine the wettability of the sample using the
Amott wettability index table/chart.

Solution.

ΔSws = Sspw−Swc = 0 29−0 15= 0 14

ΔSwt = 1−Sor−Swc = 0 9−0 15= 0 75

ΔSos = 1−Sor − 1−Sspo = 0 9−0 77= 0 13

δw=
ΔSws
ΔSwt

=
0 14
0 75

= 0 1867

δo=
ΔSos
ΔSwt

=
0 13
0 75

= 0 1733

WIAmott−Harvey = δw−δo= +0 01

Based on the Amott wettability index (Fig. 2.25), this
correspond to neutral wettability as WIAmott–Harvey lies
between −0.1 and +0.1.

2.4.1.3. USBM (U.S. Bureau of Mines) Test. This
method, which is outlined in Fig. 2.27 is similar to the
Amott–Harvey approach. It involves displacing oil to
Sor followed by displacing to Swc. Capillary pressure
associated with centrifuge speed is plotted against average
water saturation (Sw) during the displacement process.
The USBM method, although similar to the Amott–
Harvey technique, does not require measurement of
saturation change during spontaneous water and oil
imbibition. The USBM wettability index (WIUSBM) is
defined as:

WIUSBM = log
A1

A2
(2.34)

The USBM wettability criteria are defined as follows:
for water-wet, WIUSBM is close to a value of 1; for neutral

Table 2.6 Forced Displacement Test Data from Amott–Harvey
Experiment.

Forced displacement
with water

Forced displacement
with oil

Sw pc(psi) Sw pc(psi)

0.90 −82.51 0.15 98.60
0.88 −53.59 0.16 80.69
0.84 −28.49 0.17 62.77
0.81 −13.67 0.22 47.94
0.76 −7.80 0.27 36.69
0.71 −5.93 0.33 28.10
0.66 −3.63 0.41 18.60
0.57 −2.17 0.49 13.12
0.52 −1.21 0.64 5.31
0.29 0.00 0.77 0.65

pc is the capillary pressure in psi (discussed in detail in
Section 2.5).

Figure 2.26 pc against Sw plot for Exercise 2.9.
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wettability, WIUSBM is close to a value of 0; and for oil-
wet, WIUSBM is close to value of −1.

Exercise 2.10 Wettability Determination Using the
USBM Method
Determine the wettability of a core sample by the

USBM method using the data provided in Table 2.6.

Solution Steps.
Step 1: plot pC against Sw for both forced displacement
with water and oil as shown in Fig. 2.26 and
Fig. 2.27.

Step 2: determine A1 and A2 using numerical integra-
tion techniques such as Trapezoidal rule or Simpson
rule (Table 2.7).

Step 3: determine WIUSBM using WIUSBM = log
A1

A2

from equation (2.34).

Solution.
Key calculation steps in calculating A1 and A2 is sum-

marized in Table 2.7.

WIUSBM = log
13 034
5 159

= 0 4

Based on the USBM wettability index this corresponds
to neutral wettability, as WIUSBM is close to 0.
Note: both the Amott–Harvey and USBM are com-

mon methods for wettability determination and show
significant differences in results for core samples with
near neutral wettability properties.

2.4.1.4. Craig’s Wettability Criteria. These wettability
criteria, defined based on relative permeability model
parameters, can be summarized as:
water-wet: Swi > 0.25; Sw at krw = kro > 0.5; k rw < 0.3
oil-wet: Swi < 0.15; Sw at krw = kro < 0.5; k rw > 0.5

Figure 2.27 Typical pc against Sw the from USBM wettability experiment.

Table 2.7 Determination of A1 and A2 Using Numerical Integration.

Forced displacement with oil Forced displacement with water

SWj pc(SWj)
ΔA1 =

(ΔSw/2) × [pc(Swj−1) + pc(Swj)] SWj pc(SWj)
ΔA2 =

(ΔSw/2) × [pc(Swj−1) + pc(Swj)]

0.15 98.60 0.90 −82.51
0.16 80.69 0.531 0.88 −53.59 1.477
0.17 62.77 0.949 0.84 −28.49 1.391
0.22 47.94 2.490 0.81 −13.67 0.742
0.27 36.69 2.111 0.76 −7.80 0.471
0.33 28.10 2.091 0.71 −5.93 0.377
0.41 18.60 1.763 0.66 −3.63 0.216
0.49 13.12 1.314 0.57 −2.17 0.258
0.64 5.31 1.381 0.52 −1.21 0.087
0.77 0.65 0.403 0.29 0.00 0.141

A1 = ΣΔA1 = 13.034 A2 = ΣΔA2 = 5.159
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where Swi is initial (connate) water saturation, krw is water
relative permeability as a function of water saturation
(Sw), k rw is maximum water relative permeability, and
kro is oil relative permeability.
Use of Craig’s wettability criteria to define wettability is

illustrated in Fig. 2.28 and Fig. 2.29 for water-wet and
oil-wet rock samples respectively.
Concept and modelling reservoir relative permeability

are discussed in Section 2.6.
The different wettability measurement approach are

summarized in Table 2.8.

2.5. CAPILLARY PRESSURE

In order for a fluid to displace another fluid in porous
media, a threshold pressure called the capillary pressure
is required. During migration of hydrocarbon from source

rock into a reservoir trap, this threshold pressure (capillary
pressure) must be exceeded for oil (nonwetting phase) to
displace water (wetting phase) (Fig. 2.30a) and also to
enable oil to be trapped around water (Fig. 2.30b). When
the reservoir is in equilibrium, capillary pressure exists as a
discontinuous pressure across the interface of trapped oil
(nonwetting phase) and water (wetting phase), as shown
in Fig. 2.30b. Hence, a threshold pressure (capillary pres-
sure) which is equal to this discontinuous pressure across
the interface of oil and water is required, in order to remove
trapped oil from pores wetted by water (Fig. 2.30c).
Capillary pressure, therefore, assists or resists the

displacement of one fluid by another in a porous media.
Capillary pressure determination in an important SCAL
measurement for determination of initial reservoir fluid
distribution, reservoir fluid trapping, and cap-rock seal
capacity.

Figure 2.28 Example of relative permeability model for a water-wet rock sample.

Figure 2.29 Example of relative permeability model for an oil-wet rock sample.
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2.5.1. Capillary Tube Analogy of Porous Media

Porous media can be modelled as bundles of capillary
tubes with varying diameters, where tube diameter is
synonymous with pore throat diameter. Using this
concept of porous media behaving like capillary tubes,
the effect of the capillary on fluid displacement and distri-
bution of the fluid can be explained. Fig. 2.31 illustrates
how capillary pressure assists water to rise in the core sam-
ple and capillary tube by spontaneous displacement of air.
Fig. 2.32 shows water (wetting phase) rising and

displacing air (nonwetting phase).
When the interface is in equilibrium:
force exerted by wetting face − force exerted by nonwet-

ting face = force acting at interface:

pnwAnw−pwAw = σcosθ 2πr (2.35)

where pnw is the pressure exerted by the nonwetting phase,
Anw is the area of the nonwetting phase, pw is the pressure
exerted by the wetting phase, Aw is the area of the wetting
phase, σ is the interfacial tension (fluid property), and θ is
the contact angle, which is the wettability characteristic
(rock–fluid property).
From equation (2.35):

pnw−pw πr2 = σcosθ 2πr (2.36)

But capillary pressure (pc) can be defined as:

pc = pnw−pw (2.37)

Substituting equation (2.37) into equation (2.36):

pc =
2σcosθ

r
(2.38)

Table 2.8 Summary of Wettability Measurement Approach/Criteria.

Oil-wet Neutral-wet Water-wet

Contact angle ( ) 105–180 75–105 0–75
Amott–Harvey
wettability index

−1.0 to −0.3 −0.3 to 0.3 0.3 to 1.0

USBM wettability
index

about −1 about 0 about 1

Craig’s Criteria Swi < 0.15; Sw at krw = kro
<0.5; k’rw > 0.5

0.15 < Swi < 0.25; Sw at krw = kro≈ 0.5;
0.3 < k’rw <0.5

Swi > 0.25; Sw at krw = kro >
0.5; k’rw <0.3

Figure 2.30 Capillary pressure in reservoir rock.
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Therefore, using the capillary tube analogy, capillary
pressure (pc) can be defined by equation (2.38).
The expression in equation (2.38) is also called

Laplace’s equation. Capillary pressure depends on interfa-
cial tension, pore throat size (capillary or confinement
radius), and wettability (Fig. 2.33).

Fig. 2.34 further illustrates the dependence of capillary
pressure (and rise of water level) on capillary tube radius
in capillary tubes or interconnectivity of pore spaces
(permeability) in reservoir rock. This implies that
capillary pressure is high in a low permeability reservoir
and is, hence, the reason why capillary pressure in shale
or shaly reservoirs is high.

2.5.2. Capillary Pressure and Fluid Distribution

A more useful expression of capillary pressure is
relating it to height of fluid column. This is important
in understanding fluid distribution in reservoirs. Fig. 2.35
shows water displacing air (gas) in a capillary tube and
water displacing oil in capillary tube.
From equation (2.37):
Capillary pressure = pressure of nonwetting phase −

pressure of wetting phase:

pc = pnw−pw

Thus, for an oil-water system (considering water-
wet), pc = po−pw.
Gas is always the nonwetting phase in both oil–gas and

water–gas systems. Hence for a gas–oil system (oil as
wetting phase), pc = pg−po. For a gas–water system
(water-wet), pc = pg−pw.

2.5.2.1. Gas–Water System with Water Displacing Air.
From Fig. 2.35a

pw1 = pw2 + ρwghw (2.39)

pg1 = pg2 + ρgghw (2.40)

ρ is the density where the subscript g is gas, w is water, and
o is oil.
But pw1 = pg1 (absence of capillary pressure at horizon-

tal interface); thus, combining equations (2.39) and (2.40):

Figure 2.31 Capillary pressure assisting water to rise in core sample and capillary tube (displacement of air
by water).

Figure 2.32 Rising of wetting liquid in circular tubes.

Figure 2.33 Capillary pressure in water-wet reservoir rock.
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pw2 + ρwghw =pg2 + ρgghw

pg2−pw2 = ρw−ρg ghw

Hence

pc = ρw−ρg ghw in consistent units (2.41)

An example of consistent unit is CGS units, with pc =
dynes/cm3; ρ= gm/cm3; g = cm/sec2; hw = cm.
Equation (2.41) can be expressed in engineering oil field

(EOF) units as:

pc =
ρw−ρg hw

144
inEOFunits (2.42)

In EOF units, pc = psi; ρ= lb/ft3; hw = ft

2.5.2.2. Oil–Water System with Water Displacing Oil.
From Fig. 2.35b

pw1 = pw2 + ρwghw (2.43)

po1 = po2 + ρoghw (2.44)

But pw1 = po1 (absence of capillary pressure at horizon-
tal interface), so combining equations (2.43) and (2.44):

pw2 + ρwghw =po2 + ρoghw

po2−pw2 = ρw−ρo ghw

Hence

pc = ρw−ρo ghw in consistent units (2.45)

pc =
ρw−ρo hw

144
inEOFunits (2.46)

Figure 2.34 Effect of capillary tube radius and interconnectivity of pore spaces (permeability) on rising of
water level.

Figure 2.35 Capillary pressure assisting fluid displacement in a capillary tube.
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A generalized equation for capillary pressure can be
written as:

pc =
ρw−ρHC hw

144
(2.47)

where ρHC is the density of hydrocarbon fluid in contact
with water in the reservoir.
Distribution of oil and water is influenced by the

balance of imbibition capillary pressure and gravity. This
balance of force is responsible for the creation of a
transition between the oil and water zones. This transition
zone also exists at a gas–oil interface; however, it is less
than that between oil and water. Capillary pressure is
dependent on saturation path and history. Fig. 2.36
illustrates the difference between the capillary pressure
curve for the drainage and imbibition process. This
phenomenon of capillary pressure dependence on satura-
tion path and history is called hysteresis.
A comparison of capillary pressure effect on gas–water

reservoirs and oil–water reservoirs shows a smaller
transition in gas–water reservoirs compared with oil–
water reservoirs (Fig. 2.37). This smaller transition region
is due to a larger density contrast between gas and water
compared with oil and water.
Fig. 2.36 and Fig. 2.37 shows that in a hydrocarbon-

water reservoir, water saturation decreases with increas-
ing height above free water level (FWL). FWL corre-
sponds to pc = 0 (Fig. 2.36).
From equation (2.46), height above FWL is defined as:

hFWL =hw =
144pc
ρw−ρo

(2.48)

Height above the oil–water contact (OWC) is:

hOWC = hFWL−OWC (2.49)

By substituting equation (2.48) into equation (2.49),
height above OWC becomes:

hOWC =
144pc
ρw−ρo

−OWC (2.50)

Formation thickness between specific intervals h1 and
h2 with capillary pressure of pc1 and pc2 respectively is
expressed as:

h2−h1 =
144 pc2−pc1

ρw−ρo
(2.51)

Average water saturation over interval h1 and h2 is
expressed as:

Sw =

h2

h1

Swdh

h2−h1
(2.52)

Exercise 2.11 Capillary Pressure and Water–Oil
Distribution in Reservoirs
Given the data from a capillary pressure experiment on

a core sample from an oil reservoir in Table 2.9 and also
given ρw = 64 lbs/ft3 and ρo = 45 lbs/ft3:
Determine water saturation at a depth of 170 ft above
the OWC.

Determine water saturation 100 ft above the FWL.
Given that the top oil bearing column to the OWC is
270 ft, calculate average water saturation over the
oil-bearing zone.

Solution Steps.
Step 1: make a table and plot of hw against Sw using
equation (2.48).

Figure 2.36 Capillary pressure effect on the distribution of oil
and water in a reservoir.

Figure 2.37 Comparison of transition zone in oil–water and
gas–water reservoirs.
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Step 2: determine the OWC.
Step 3: use equation (2.49) to determine hFWL for a
depth of 170 ft above the OWC and read Sw from
hw against Sw to determine Sw for Question 1.

Step 4: read hWFL on hw against Sw to determine Sw for
Question 2.

Step 5: using equation (2.52) to determine Sw either by
using numerical integration or finding the area
formed by hw against Sw over interval h1 and h2.

Solution.
The height above FWL calculation is summarized in

Table 2.10.
The plot of hw against Sw is shown in Fig. 2.38
The FWL is the depth at which water saturation

approaches 1 and the pressure of the oil phase is the same
as that of water (pc = 0), while the OWC is defined as the
depth at which water saturation approaches 1 with the
existence of capillary pressure (pc 0).
(i) 170 ft above OWC ≡ 170 + 41.79 ft (211.79 ft) above

FWL; Sw = 0.3.
(ii) At 100 ft above FWL, Sw = 0.38.
(iii) Using equation (2.52):

Sw =

h2

h1

Swdh

h2−h1

But
h2

h1

Swdh defines the area within the limit between h1 and

h2 (shaded area), as shown in Fig. 2.39. Thus:
h2

h1

Swdh= Area h2
h1

Hence:

Sw =

h2

h1

Swdh

h2−h1
=

Area h2
h1

h2−h1

Table 2.10 Height Above FWL Against Sw.

Oil–water pc (psi) Sw
hFWL =

144pc
ρw−ρo

0.00 1.00 0.00
2.76 1.00 20.90
5.52 1.00 41.80
6.64 0.88 50.35
7.02 0.81 53.17
9.19 0.49 69.62

10.60 0.43 80.34
19.68 0.32 149.14
43.87 0.29 332.48

Table 2.9 Oil–Water Capillary Pressure Data.

Oil–water pc (psi) Sw

0.00 1.00
2.76 1.00
5.52 1.00
6.64 0.88
7.02 0.81
9.19 0.49

10.60 0.43
19.68 0.32
43.87 0.29

Figure 2.38 Plot of hw against Sw.
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The area within the limit of h1 and h2 can be determined
by numerical integration methods such as Trapezoi-
dal Rule:

h2

h1

Swdh=
n

j= 1

Sw,j + 1 + Sw,j
2

hw Sw,j + 1 −hw Sw,j

(2.53)

Numerical integration of

h2

h1

Swdh using the trapezoidal

rule is shown in Table 2.11.

Sw =

h2

h1

Swdh

h2−h1
=

Area h2
h1

h2−h1
=

101 46
311 79−41 79

= 0 38

Sw = 0 38

The area defined by the interval h1 and h2 is shown in
Fig. 2.39

2.5.3. Capillary Pressure Defined as a Function of Radii
of Curvature of Interface

pc can also be defined in terms of the radii of curvature
of the interface. A segment of curved surface small enough
can be considered a square with arc length of a (Fig. 2.40).
Each of the a/2 on orthogonal planes, which are normal to
square (segment) at point A, are subtended by angles θ1
and θ2 and with radii of R1 and R2, respectively.
From Fig. 2.40:

sinθ1 =
a

2R1
and sinθ2 =

a
2R2

At equilibrium:

pc a cosθ 2 = 2 σasinθ1 + 2 σasinθ2

where θ is considered very small, cosθ≈ 1. Substituting
cosθ≈ 1, sinθ1, and sinθ2 into the above equation, the
equation becomes:

pc a cos 0 2 = 2 σa
a

2R1
+ 2 σa

a
2R2

(2.54)

pc a 2 = 2 σa
a

2R1
+ 2 σa

a
2R2

Table 2.11 Numerical Integration of

h2

h1

Swdh Using the

Trapezoidal Rule.

Sw hw

SwΔh=
Sw,j 1 + Sw,j

2
hw Sw,j 1

−hw Sw,j

1.00 h1 41.79
0.88 50.35 8.05
0.81 53.17 2.38
0.49 69.62 10.69
0.43 80.34 4.93
0.32 149.14 25.80
0.29 h2 311.79 49.61

Area of region shade =

h2

h1

Swdh=
n

j= 1

SwΔh = 101.46

Figure 2.39 Average water saturation over oil-bearing zone.
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pc = σ
1
R1

+
1
R2

(2.55)

2.5.4. Experimental Determination of Capillary Pressure

Capillary pressure measurement based on fluid type
includes: air–brine; oil–brine; and air–mercury. With
known values of interfacial tension, capillary pressure
can be converted from one phase to another. The most
common experimental setup involves using gas capillary
pressure for desaturation a core sample saturated with
brine. Mercury maybe used for the experiment but
requires a different setup and correction to the oil–brine
capillary pressure using interfacial tension and wettabil-
ity. Mercury corrected capillary pressure is generally
lower that oil–brine capillary pressure. Some of the
experiment setups for capillary pressure measurement
include:

• Porous diaphragm method: this method measures
drainage air–brine capillary pressure. It involves desatur-
ating a core saturated with brine by applying capillary
pressure across the core sample and a brine saturated
porous plate (Fig. 2.41). This method provides an accu-
rate way of determining pc and is considered representa-
tive of reservoir conditions, since reservoir fluids can be
used for the experiment. This method is slow, taking days
to even months. Diaphragm methods are limited by the
displacement pressure of porous rock.

• Mercury injection method: this method provides a
quick way of measuring pc. Mercury injection can be car-
ried over a wide range of pc. This method involves conver-
sion from mercury–air to reservoir fluid. One
disadvantage of the mercury injection method is its
destruction of the core sample. Disposal of the core sam-
ple contaminated with mercury is another environmental
challenge. This method tends to produce low Swc due to
poor fluid–rock interactions.

• Centrifuge method: this method involves using cen-
trifugal force to desaturate core samples and measuring
pressure deferential across the core sample from centrifu-
gal force, then converting capillary pressure to appropri-
ate reservoir fluid and conditions. This method is a fairly
quick method for pc measurement compared to the
porous plate method, taking hours to weeks. It is a reason-
ably accurate method.

• Dynamic method: this method involves simultaneous
injection of two fluid types and recovering of one of the
fluid types behind a semipermeable membrane.

2.5.4.1. Scaling pc(air-brine) to pc(oil-brine) Using
Interfacial Tension (IFT) and Wettability. From equation
(2.38):

pc oil−brine =
2 σ cosθ oil−brine

r
and

pc air−brine =
2 σ cosθ air−brine

r

Solving these equations simultaneously by eliminat-
ing r:

pc oil−brine = pc air−brine ×
σ cosθ oil−brine

σ cosθ air−brine

Using contact angle and interfacial tension from
Table 2.5, assuming the experiment was carried out under
reservoir conditions, and that conversion to oil–brine
equivalent is at reservoir conditions.

pc oil−brine = pc air−brine ×
25 cos300

72 cos00

pc oil−brine = 0 3093 pc air−brine (2.56)

2.5.4.2. Scaling pc(air–mercury) to pc(oil–brine) Using
IFT and Wettability. From (2.38):

pc oil−brine =
2 σ cosθ oil−brine

r
and

pc air−Hg =
2 σ cosθ air−Hg

r

Figure 2.40 Segment of curvature of fluid interface.

Figure 2.41 Experimental measurement of capillary pressure
(porous plate).
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Solving the above equations simultaneously by elimi-
nating r:

pc oil−brine = pc air−Hg ×
σ cosθ oil−brine

σ cosθ air−Hg

Using contact angle and interfacial tension from
Table 2.5, assuming the experiment was carried out under
laboratory conditions, and conversion to oil-brine
equivalent is at reservoir conditions.

pc oil−brine = pc air−Hg ×
25 cos300

480 cos1300
pc oil−brine = 0 07017 pc air−Hg (2.57)

2.5.5. Leverett J-Function

The Leverett J-Function is use for averaging and
upscaling capillary pressure curves. It is also useful in
converting all capillary pressure data to a universal curve.
The Leverett J-Function is defined as:

J Sw =
pc

σ cosθ
k
ϕ

Leverett, 1941 (2.58)

Exercise 2.12 Capillary Pressure Experiment and
Leveret J-Function

An air–mercury and air–brine capillary pressure exper-
iment was carried out on core samples taken over a 10m
depth interval along a vertical well.
1. Convert air–mercury capillary pressure for samples

1A, 2A, 3A, and 4A to oil–brine capillary pressure data
(pc against Sw).
2. Convert air–brine capillary pressure for samples 1B,

2B, 3B, and 4B to oil–brine capillary pressure data (pc
against Sw).
3. Using capillary pressure data from air–mercury

(Q1.), how many facies can be identified using the Lever-
ett J-function.
4. Compare the oil–brine capillary pressure derived

from sample 4A air–mercury (Q1.) with that derived from
sample 4B air–brine (Q2.). What are the key difference
between results?
Core properties and data from the air–mecury experi-

ments are presented in Table 2.12 and Table 2.13,
respectively.

Table 2.13 Air–Mercury Capillary Measurements on Core Samples: 1A, 2A, 3A, and 4A Carried Out Under Laboratory Conditions.

Sample 1A Sample 2A Sample 3A Sample 4A

pc(air–Hg)

(psi) SHg

pc(air–Hg)

(psi) SHg

pc(air–Hg)

(psi) SHg

pc(air–Hg)

(psi) SHg

8.9 0.00 6.4 0.00 3.5 0.00 4.0 0.00
12 0.01 7.4 0.01 4.5 0.01 5.9 0.07
16 0.06 8.9 0.29 5.5 0.04 6.9 0.28
20 0.23 12 0.28 6.4 0.12 7.9 0.39
24 0.38 16 0.49 7.4 0.24 9.9 0.50
30 0.49 20 0.57 8.9 0.36 18 0.64
55 0.64 24 0.62 12 0.50 22 0.68

100 0.72 30 0.67 16 0.58 26 0.70
150 0.77 55 0.75 20 0.63 42 0.76
200 0.79 99 0.81 24 0.66 75 0.81
350 0.83 150 0.84 30 0.70 170 0.86
750 0.88 200 0.85 53 0.77 250 0.87

1,300 0.90 350 0.87 99 0.83 500 0.90
1,800 0.91 740 0.91 200 0.87 1,000 0.93
2,500 0.93 1,200 0.93 750 0.92 1,500 0.94
7,400 0.95 1,700 0.94 1,800 0.94 3,500 0.95

12,000 0.96 2,500 0.95 2,500 0.95 7,400 0.96
17,000 0.97 4,900 0.96 7,400 0.97 12,000 0.97
25,000 0.98 15,000 0.98 25,000 0.98 17,000 0.98
40,000 0.99 20,000 0.98 40,000 0.99 25,000 0.99
49,000 1.00 40,000 1.00 49,000 1.00 40,000 1.00

Table 2.12 Properties of Core Samples 1A, 2A, 3A, and 4A
Used for Air–Mecury Capillary Measurements.

Sample 1A Sample 2A Sample 3A Sample 4A

kLiq (mD) 150 270 960 1400
ϕ (fraction) 0.24 0.25 0.26 0.2
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Core properties and data from the air–brine experi-
ments are presented in Table 2.14 and Table 2.15,
respectively.

Solution Steps.
Step 1: convert air–mercury capillary pressure to oil-
brine capillary using equation (2.57). Note that the
air–mercury capillary pressure was under laboratory
conditions for equation (2.57) and also for this prob-
lem (solution to Question 1).

Step 2: convert air–brine capillary pressure to oil–brine
capillary using equation (2.56) (solution to Ques-
tion 2).

Step 3: convert air–mercury pc from sample 1A, 2A, 3A,
and 4A to J(Sw) using equation (2.58). Plot J(Sw)
against Sw and determine the number of groups of
J(Sw) from plot.

Step 4: plot oil–brine J(Sw) against Sw from sample 4A
and sample 4B together (solution to Question 3).
J(Sw) is an appropriate way to compare capillary
pressure measurement.

Solutions.
1. Using equation (2.57):

pc oil−brine = 0 07017 pc air−Hg

The calculated pc(oil–brine) for samples 1A, 2A, 3A, and
4A are shown in Table 2.16 and presented graphically in
Fig. 2.42.

2. The calculated pc(oil–brine) for samples 1B, 2B, 3B, and
4B are shown in Table 2.17 and presented graphically in
Fig. 2.43.
3. J(Sw) were calculated for sample 1A, 2A, 3A and 4A

using equation (2.58) and are summarized in Table 2.18
and presented graphically in Fig. 2.44.

The J(Sw) against Sw trend for samples 1A, 2A, 3A, and
4A (Fig. 2.44) shows that the plot can be represented by a
single trend. Hence, samples 1A, 2A, 3A, and 4A may be
assumed to represent one rock type.
4. The differences between air–mecury and air–brine

capillary pressure data are shown with annotations in
Fig. 2.45.

2.5.6. Empirical Relationship for Capillary Pressure

Capillary pressure data may not be available for reser-
voir water distribution calculation. In the absence of lab-
oratory measured capillary pressure data, empirical
models can be used to predict capillary pressure data.
Hawkins et al. [1993] gave the empirical pc relationship as:

Logpc =
Fg

ln 1−Sw
+ logpd (2.59)

where

pd =
937 8

k0 3406
a ϕ

and

Fg =
ln 5 21 k0 3406

a ϕ

2

2 303

ka is air permeability (mD), pc is mercury capillary pres-
sure (psi), pd is mercury displacement pressure, Sw is water
saturation, and ϕ is porosity (%).

2.5.7. Saturation Height Function Prediction in
Reservoirs

The Leverett J-function trends identified from different
rock types, characterized by reservoir quality index
(Section 5.2.4.2), can be used to predict water saturation
in the entire reservoir model. Equation (2.60), which
relates Sw to J(Sw), is used to determine model parameters
a, b, and Swi for each rock type:

Sw = aJb + Swi (2.60)

Table 2.14 Properties of Core Samples 1B, 2B, 3B, and 4B Used
for Air–Brine Capillary Measurements.

Sample 1B Sample 2B Sample 3B Sample 4B

kLiq (mD) 290 1050 970 1400
ϕ (fraction) 0.24 0.27 0.24 0.27

Table 2.15 Air–Brine Capillary Measurements on Core
Samples: 1B, 2B, 3B, and 4B Carried Out at Reservoir
Conditions.

pc(air-brine)
(psi)

Sample
1B Sw

Sample
2B Sw

Sample
3B Sw

Sample
4B Sw

1 0.70 0.53 0.51 0.48
2 0.49 0.43 0.45 0.38
4 0.35 0.36 0.39 0.29
8 0.27 0.30 0.32 0.24

16 0.30 0.26 0.26 0.22
32 0.19 0.23 0.21 0.20
64 0.14 0.18 0.16 0.17
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Table 2.16 Oil–Brine Capillary Pressure for Samples 1A, 2A, 3A, and 4A.

Sample 1A Sample 2A Sample 3A Sample 4A

Sw = 1-SHg pc(oil–brine) (psi) Sw = 1-SHg pc(oil–brine) (psi) Sw = 1-SHg pc(oil–brine) (psi) Sw = 1-SHg pc(oil–brine) (psi)

1.00 0.62 1.00 0.45 1.00 0.25 1.00 0.28
0.99 0.84 0.99 0.52 0.99 0.32 0.93 0.41
0.94 1.12 0.71 0.62 0.96 0.39 0.72 0.48
0.77 1.40 0.72 0.84 0.88 0.45 0.61 0.55
0.62 1.68 0.51 1.12 0.76 0.52 0.50 0.69
0.51 2.11 0.43 1.40 0.64 0.62 0.36 1.26
0.36 3.86 0.38 1.68 0.50 0.84 0.32 1.54
0.28 7.02 0.33 2.11 0.42 1.12 0.30 1.82
0.23 10.53 0.25 3.86 0.37 1.40 0.24 2.95
0.21 14.03 0.19 6.95 0.34 1.68 0.19 5.26
0.17 24.56 0.16 10.53 0.30 2.11 0.14 11.93
0.12 52.63 0.15 14.03 0.23 3.72 0.13 17.54
0.10 91.22 0.13 24.56 0.17 6.95 0.10 35.09
0.09 126.31 0.09 51.93 0.13 14.03 0.07 70.17
0.07 175.43 0.07 84.20 0.08 52.63 0.06 105.26
0.05 519.26 0.06 119.29 0.06 126.31 0.05 245.60
0.04 842.04 0.05 175.43 0.05 175.43 0.04 519.26
0.03 1,192.89 0.04 343.83 0.03 519.26 0.03 842.04
0.02 1,754.25 0.02 1,052.55 0.02 1,754.25 0.02 1,192.89
0.01 2,806.80 0.02 1,403.40 0.01 2,806.80 0.01 1,754.25
0.00 3,438.33 0.00 2,806.80 0.00 3,438.33 0.00 2,806.80

Figure 2.42 Plot of pc(oil–brine) against Sw for samples 1A, 2A, 3A, and 4A.

Table 2.17 Oil–Brine Capillary Pressure for Samples 1B, 2B, 3B, and 4B.

pc(oil–brine) (psi)

Sample 1B Sample 2B Sample 3B Sample 4B

Sw Sw Sw Sw

0.3039 0.70 0.53 0.51 0.48
0.6078 0.49 0.43 0.45 0.38
1.2156 0.35 0.36 0.39 0.29
2.4312 0.27 0.30 0.32 0.24
4.8624 0.30 0.26 0.26 0.22
9.7248 0.19 0.23 0.21 0.20

19.4496 0.14 0.18 0.16 0.17

pc oil−brine = 0 3093 pc air−brine
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Figure 2.43 Plot of pc(oil–brine) against Sw for samples 1B, 2B, 3B, and 4B.

Table 2.18 J(Sw) for Samples 1A, 2A, 3A, and 4A.

Sample 1A Sample 2A Sample 3A Sample 4A

Sw = 1 − SHg J(Sw) Sw = 1 − SHg J(Sw) Sw = 1 − SHg J(Sw) Sw = 1 − SHg J(Sw)

1.00 0.72 1.00 0.68 1.00 0.69 1.00 1.08
0.99 0.97 0.99 0.79 0.99 0.89 0.93 1.60
0.94 1.30 0.71 0.95 0.96 1.08 0.72 1.87
0.77 1.62 0.72 1.28 0.88 1.26 0.61 2.14
0.62 1.94 0.51 1.70 0.76 1.46 0.50 2.68
0.51 2.43 0.43 2.13 0.64 1.75 0.36 4.88
0.36 4.46 0.38 2.56 0.50 2.36 0.32 5.97
0.28 8.10 0.33 3.20 0.42 3.15 0.30 7.05
0.23 12.15 0.25 5.86 0.37 3.94 0.24 11.39
0.21 16.21 0.19 10.54 0.34 4.73 0.19 20.34
0.17 28.36 0.16 15.98 0.30 5.91 0.14 46.10
0.12 60.77 0.15 21.30 0.23 10.44 0.13 67.79
0.10 105.34 0.13 37.28 0.17 19.50 0.10 135.58
0.09 145.85 0.09 78.82 0.13 39.39 0.07 271.17
0.07 202.57 0.07 127.82 0.08 147.71 0.06 406.75
0.05 599.60 0.06 181.07 0.06 354.50 0.05 949.09
0.04 972.33 0.05 266.28 0.05 492.36 0.04 2,006.65
0.03 1,377.46 0.04 521.91 0.03 1,457.38 0.03 3,254.03
0.02 2,025.68 0.02 1,597.70 0.02 4,923.57 0.02 4,609.88
0.01 3,241.09 0.02 2,130.26 0.01 7,877.71 0.01 6,779.23
0.00 3,970.34 0.00 4,260.53 0.00 9,650.20 0.00 10,846.77

Figure 2.44 Plot of J(Sw) against Sw for samples 1A, 2A, 3A, and 4A.
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Fig. 2.46 shows a schematic of match of Sw against
J(Sw) with model parameters a, b, and Swi for a given rock
type.

Substituting J from equation (2.58), J Sw =
pc

σ cosθ
k
ϕ
,

into equation (2.60):

Sw = a
pc

σ cosθ
k
ϕ

b

+ Swi (2.61)

Then substituting pC from equation (2.47),

pc =
ρw−ρHC hw

144
, into equation (2.61):

Sw = a
ρw−ρHC hw
144 σ cosθ

k
ϕ

b

+ Swi (2.62)

Equation (2.62) is a saturation-height function, which
relates Sw and height above free water level (hw) for a
given facie or rock type defined by model parameters a,

b, Swi, and k
ϕ.

2.6. RELATIVE PERMEABILITY

The relative permeability of a porous system is a con-
cept used in relating the absolute permeability (when total
pore volume is fully saturated with a single fluid) to the
effective permeability (when the same fluid only occupies
a fraction of the total pore volume) (Fig. 2.47). Effective
permeability can be expressed as:

ke = k × kr

Figure 2.45 Comparison of J(Sw) from sample 4A and sample 4B.

Figure 2.46 Sw against J(Sw) for specific facie.
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Hence,

kr =
ke
k

(2.63)

where ke = effective permeability, k = absolute permeabil-
ity, and kr = relative permeability.
Absolute permeability is a porous media/rock property

that is a characteristic of the rock to allow fluid flow
through. It refers to the ability of the porous media/rock
to conduct a fluid when its saturation is 100% of the pore
space. Effective permeability is the ability of the porous
material to conduct a fluid when its saturation is less than
100% of the pore space.
In water–oil systems, the base relative permeability is

often taken as effective permeability to oil (ko) at irreduc-
ible water saturation (Swir), which is achieved at the end of
oil desaturation of a brine saturated core. The general
definition of relative permeability is, thus:

kr =
ke

ko Swir
(2.64)

In a water–oil system, the relative permeability of oil is
hence defined as:

kro =
keo

ko Swir
(2.65)

and the relative permeability of water is:

krw =
kew

ko Swir
(2.66)

Since relative permeability is measured relative to
ko(Swir), kro at Swir will be 1 because keo (Sw = Swir) =
ko(Swir). krw for all saturation will lie between 0 and 1.
The unsteady-state flooding method is the most com-

mon method for determining relative permeability in
the laboratory. Steady-state flooding is used for the rate
dependent relative permeability experiment.

Detailed analysis of flooding experiments to deter-
mine relative permeability model is provided in
Chapter 14.2.1.6. Fig. 2.48 is a summary of the steps
involved in a unsteady state water flood experiment to
determine the oil–water relative permeability model.
In the gas–oil relative permeability model, base relative

permeability is also taken as effective permeability to oil
(ko) at irreducible water saturation (Swir), as such relative
permeability of oil is defined as:

kro =
keo

ko Swir
(2.67)

and the relative permeability of gas is:

krg =
keg

ko Swir
(2.68)

Hence, kro at Swir will be 1 while krg at Sor will lie
between 0 and 1. In the case of the gas–oil relative perme-
ability experiment, values of krg at Sor are always close to
1. Because of the dependence of Swir on desaturating
pressure, it is common to present oil–water relative per-
meability scaled to Swc (also represented as Swi) instead
of Swir. It is, however, not uncommon to see the assump-
tion that Swir equals Swc, as Swir is water at the end of the
laboratory drainage process, which may be similar to that
at the end of the primary drainage process.
Fig. 2.49 and Fig. 2.50 show relative permeability mod-

els for water–oil and gas–oil systems, respectively.
Though during desaturation of the core sample with oil,

the core is at Swir and not Swc, the relative permeability
model can be refined or rescaled to Swc. Also, in most core
flood experiments Sw may not reach Swi, hence the need to
extrapolate data to Swir. Porous plate capillary pressure
measurement is a reliable approach to determining Swir.
It is advisable that high enough pc pressures are applied
to core samples to ensure asymptotic value of capillary
pressure curves, from where Swir can be determined.

Figure 2.47 Flow of oil in the presence of water.
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Figure 2.48 Flow chart for the unsteady-state water flood experiment to determine oil–water relative permeability.

Figure 2.49 Relative permeability model for the water–oil system.

Figure 2.50 Relative permeability model for the gas–oil system.



Relative permeability depends on rock type and is
important in predicting reservoir recovery and perfor-
mance. It may vary over the life of the field and from
one part of the reservoir to another.

2.6.1. Relative Permeability Models

Relative permeability can be generally represented by
the power law (equation) for three-phase flow:
for the oil phase

kro = kro
So−Sor

1−Sor−Swc−Sgc

No

(2.69)

for the water phase

krw = krw
Sw−Swir

1−Sor−Swc−Sgc

Nw

(2.70)

for the gas phase

krg = krg
Sg−Sgc

1−Sor−Swc−Sgc

Ng

(2.71)

Due to difficulty in measuring three-phase relative
permeability, they are often estimated from two-phase
relative permeability measurements using correlations.
Common two-phase relative permeability measurements
include, for example water–oil relative permeability;
gas–oil relative permeability, and water–gas relative
permeability.
Water–oil relative permeability model
For the water–oil system

So = 1−Sw; Sgc = 0;

also at Sw = Swir, keo = keo(Sw = Swir) = ko(Swir)
hence, equation (2.65) becomes:

kro =
keo Sw =Swir

ko Swir
= 1

substituting So, Sgc, and k ro from the above into equation
(2.69), the relative permeability of oil relative to water can
then be expressed as:

kro =
1−Sw−Sor
1−Swc−Sor

No

(2.72)

Also, substituting Sgc = 0 into equation (2.70), the rela-
tive permeability of water relative to oil can then be
expressed as:

krw = krw
Sw−Swc

1−Sor−Swc

Nw

(2.73)

Gas–oil relative permeability model
for the gas–oil relative system, So = 1− Sg− Swc and

k ro = 1 and, hence, the relative permeability of oil relative
to gas based on equation (2.69) becomes:

kro =
1−Sg−Swc−Sor
1−Sor−Swc−Sgc

No

(2.74)

and based on equation (2.71), the relative permeability of
gas relative to oil becomes:

krg = krg
Sg−Sgc

1−Sor−Swc−Sgc

Ng

(2.75)

Equations (2.69)–(2.75) are also referred to as modified
Brooks–Corey relations or simply as Corey relations.

2.6.1.1. Normalizing and Denormalizing Relative
Permeability Models. Different rock sample within the
same reservoir/well may have different end-point relative
permeability and end-point saturation due to varying
rock–fluid properties. Also, when similar core samples
are desaturated at different pressures they tend to show
different Swir. In order to average, compare ormergemore
than one relative permeability model, they have to be
scaled within the same range. This is called normalizing
and involves rescaling the relative permeability of each
phase to range from 0 to 1, with corresponding saturation
also ranging from 0 to 1.
Table 2.19 and Table 2.20 summarize the equations for

normalizing and denormalizing water–oil and gas–oil
relative permeability models, respectively.

Table 2.19 Normalizing and Denormalizing the Water–Oil Relative Permeability Model.

Parameter Normalizing Denormalizing

So Son =
1−Sw−Sor
1−Swc−Sor

So = Son 1−Swc−Sor + Sor

kro kron =
kro
kro

kro = kron × kro

Sw Swn =
Sw−Swc

1−Sor−Swc−Sgc
Sw = Swn 1−Sor−Swc−Sgc + Swc

krw krwn =
krw
krw

krw = krwn × krw
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2.6.1.2. Quality Control; Refining and Extrapolating
Relative Permeability Data.Water–oil relative permeabil-
ity data
Substituting Son from Table 2.19 into equation (2.72),

the relative permeability of oil relative to water phase
can be expressed as

kro = Son
No

therefore,

log kro =No log Son (2.76)

Hence,

No =
log kro
log Son

(2.77)

From equation (2.76), log(kro) against Son on the log-
log scale would yield a straight line for correct values of
Swc and Sor, and a slope corresponding to No.

Also from equation (2.77),
log kro
log Son

against Son plot

would yield a straight line with a slope of zero and y-
intercept equal to No.
Similarly, for the relative permeability of water relative

to the oil phase, substituting Swn from Table 2.19 into
equation (2.73):

krw = krwSwn
Nw

Therefore,

log krw = log krw +Nw log Swn (2.78)

Hence,

Nw =
log krw − log krw

log Swn
(2.79)

From equation (2.78), plotting log(krw) against log(Swn)
would give an extrapolated value k rw at Swn = 1 (which is
Sw = 1− Sor) and a slope of Nw for correct values of Swc
and Sor.

Also from equation (2.79),
log krw − log krw

log Swn
against

Swn would yield a straight line with slope of zero and
y-intercept of Nw. Sor in the kro and krw model should
be the same. Table 2.21 gives range of values for water–
oil relative permeability parameters.
Factors that affect water–oil relative permeability

measurement
Refinement of relative permeability data is very impor-

tant due to factors that affect the accurate relative perme-
ability measurement at a laboratory scale.
Unstable flood: this could be due to insufficient pc,

mixed wettability or fluid fingering through the core sam-
ple during experiment. An unstable flood front can cause
high krw prediction. This problem can be mitigated by
flooding at a low rate or using longer core samples.
Capillary end effect: this is caused by discontinuity in pc

when fluid flows across two media of different permeabil-
ity (Fig. 2.51). This discontinuity causes retention of the
wetting phase at the outlet of the core sample during water
flood experiments (Fig. 2.51). It can cause relatively low
values of kro and krw to be obtained from the experiment.
Capillary end effect can be minimized by using long core
sample and high velocity flood. Placing another core or
permeable material at the core outflow to ensure effective
capillary contact can be used to minimize capillary end
effect (Fig. 2.52).
Gas–oil relative permeability data
Similar to water–oil relative permeability, substituting

Son from Table 2.20 into equation (2.74)

kro = Son
No

Table 2.20 Normalizing and Denormalizing the Gas–Oil Relative Permeability Model.

Parameter Normalizing Denormalizing

So Son =
1−Sg−Swc−Sor
1−Sor−Swc−Sgc

So = Son 1−Sor−Swc−Sgc + Sor

kro kron =
kro
kro

kro = kron × kro

Sg Sgn =
Sg−Sgc

1−Sor−Swc−Sgc
Sg = Sgn 1−Sor−Swc−Sgc + Sgc

krg krgn =
krg
krg

krg = krgn × krg

Table 2.21 Range of Values for Corey Parameters for the
Water–Oil Relative Permeability Model.

Wettability No Nw k’rw Sor

Water-wet 2–3 4–6 0.1–0.4 >0.3
Mixed Wettability 3–5 2–4 0.5–0.9 0.1–0.15
Strong oil-wet 6–8 1.5–3 0.8–1.0 <0.1
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Hence,

log kro =No log Son No =
log kro
log Son

From the above, Sor and No that match log(kro) against

Son and
log kro
log Son

against the Son plot will be determined.

Similarly, for relative permeability of gas relative to oil

krg = krgSgn
Ng

log krg = log krg +Ng log Sgn

Hence,

Ng =
log krg − log krg

log Sgn

From the above, plot log(krg) against log(Sgn) would
give an extrapolated value of k rg at Sgn =1 (which is Sg =
1 − Sor− Swc) and the slope of Ng for correct values of
Swc, Sor, Sgc.

Also
log krg − log krg

log Sgn
against Sgn would yield a

straight line with slope of zero and y-intercept that is equal
to Ng. Sor in the kro and krg model should be the same.
Table 2.22 shows the range of values for gas–oil relative
permeability parameters.

Figure 2.51 Capillary pressure discontinuity causing capillary end effect.

Figure 2.52 Minimizing capillary end effect by adding core sample or permeable material at core outflow.

Table 2.22 Range of Values for Corey Parameters for the Gas–
Oil Relative Permeability Model.

Wettability No Ng k’rg Sor

Oil is strongly wetting in
presence of gas

4–7 1.3–2.5 ≈1 ≈0
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Factors that affect gas–oil relative permeability
measurement
Gas fingering has been identified as the most important

challenge associated with gas flooding and is caused by
high flood rate. The quality check on gas–oil relative
permeability is often not as challenging as on water–oil
due to the strong wetting of oil in the presence of gas, with
true Sor≈ 0 and k rg≈ 1.

Exercise 2.13 Refining Water–Oil Relative Permeabil-
ity Data
An unsteady-state water flood experiment was carried

out on a core sample to determine the water–oil relative
permeability model that represents the core sample
(Table 2.23).
Core details: permeability = 350mD; porosity = 20%.

An imbibition capillary pressure experiment carried out
on the same sample gave Sor = 0.31 and Swc = 0.09.
Determine Corey parameters (Sor, No, k rw, and Nw)

that best describe the water–oil relative permeability data.
Generate a refined relative permeability curve based on

calculated Corey parameters and compare with experi-
mental determined relative permeability curve.

Solutions Steps.
Step 1: normalize So using known values of Sor and Swc
or a guess value (if not given) for initial value prior to
refinement (Table 2.24).

Step 2: plot both kro against Son and
log kro
log Son

against Son

on log-log scale (Fig. 2.53).

Table 2.23 Relative Permeability for Exercise 2.13.

Sw kro krw

0.090 1.000 0.000
0.200 0.601 3.00E−04
0.250 0.463 9.00E−04
0.280 0.386 2.00E−03
0.300 0.345 2.80E−03
0.330 0.287 4.30E−03
0.340 0.260 5.00E−03
0.370 0.210 8.60E−03
0.390 0.179 1.26E−02
0.400 0.162 1.48E−02
0.430 0.110 2.34E−02
0.470 0.056 4.20E−02
0.500 0.023 5.97E−02
0.530 0.011 8.70E−02
0.550 1.1E−04 1.05E−01

Table 2.24 kro and No Against Son.

Sw
(given)

kro
(given)

Son (using
Sor = 0.31)

No = log
(kro)/log
(Son)

kro_match (using
calculated No

of 2.5)

0.090 1.000 1.000 1.000
0.200 0.601 0.817 2.514 0.603
0.250 0.463 0.733 2.483 0.461
0.280 0.386 0.683 2.500 0.386
0.300 0.345 0.650 2.470 0.341
0.330 0.287 0.600 2.444 0.279
0.340 0.260 0.583 2.499 0.260
0.370 0.210 0.533 2.483 0.208
0.390 0.179 0.500 2.482 0.177
0.400 0.162 0.483 2.503 0.162
0.430 0.110 0.433 2.639 0.124
0.470 0.056 0.367 2.873 0.081
0.500 0.023 0.317 3.280 0.056
0.530 0.011 0.267 3.412 0.037
0.550 1.1E−04 0.233 6.263 0.026

Figure 2.53 Log-log plot of kro and No against Son.
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Step 3: verify that Sor and Swc give a straight-line for kro
against Son on log-log scale (Fig. 2.53). If Sor and
Swc given do not give a straight-line for kro against
Son, they can be determined iteratively or using
regression match.

Step 4: from
log kro
log Son

against Son, determine No, which

is y-axis intercept of straight line with slope zero

that match reliable parts of the
log kro
log Son

series

(Fig. 2.53).
Step 5: normalize Sw using given or calculated Sor and
Swc from step 3 (Table 2.25).

Step 6: plot krw against Swn and
log krw − log krw

log Swn
against Swn on log-log plot (Fig. 2.54).

Step 7: confirm that the final values of Sor and Swc from
step 3 yield a straight line for krw against Swn on a log-
log scale (Fig. 2.54).

Step 8: find k rw by extrapolating krw against Swn plot to
Swn = 1 (Fig. 2.54).

Step 9: from
log krw − log krw

log Swn
against Swn, determine

Nw which is the y-axis intercept of a straight line with
slope zero that matches reliable part of the
log krw − log krw

log Swn
series (Fig. 2.54).

Step 10: with determined No, Nw, k rw, Sor, and Swc,
create a refined krw and kro using equation (2.72)
and equation (2.73) between Sw = Swc and Sw = 1−
Sor. Refined kro and krw are summarized in
Table 2.26.

Step 11: display the refined relative permeability on a
cartesian plot (Fig. 2.55) and semi-log plot
(Fig. 2.56), and compare with the original laboratory
relative permeability.

Exercise 2.14 Refining Gas–Oil Relative Permeabil-
ity Data
An unsteady-state gas flood experiment was carried out

on a core sample to determine gas–oil relative permeabil-
ity models that represent the core sample (Table 2.27).
Core details: permeability = 200mD; porosity = 13%.
Imbibition capillary pressure carried out on the same

sample gave Sor = 0.0 and Swc = 0.145.
Determine Corey parameters (Sor, Sgc, No, k rg, and Ng)

that best describe the gas–oil relative permeability data.

Table 2.25 krw and Nw Against Swn.

Sw
(given)

krw
(given)

Swn (using
Swc = 0.09)

Nw = [log
(krw) − log
(k’rw)]/
log(Swn)

krw_match (using
calculated Nw of
5 and k’rw of 0.4)

0.090 0.000 0.000 0.00E+00
0.200 3.00E−04 0.183 4.241 8.28E−05
0.250 9.00E−04 0.267 4.613 5.39E−04
0.280 2.00E−03 0.317 4.608 1.27E−03
0.300 2.80E−03 0.350 4.726 2.10E−03
0.330 4.30E−03 0.400 4.947 4.10E−03
0.340 5.00E−03 0.417 5.005 5.02E−03
0.370 8.60E−03 0.467 5.038 8.85E−03
0.390 1.26E−02 0.500 4.989 1.25E−02
0.400 1.48E−02 0.517 4.993 1.47E−02
0.430 2.34E−02 0.567 4.998 2.34E−02
0.470 4.20E−02 0.633 4.934 4.08E−02
0.500 5.97E−02 0.683 4.995 5.96E−02
0.530 8.70E−02 0.733 4.919 8.48E−02
0.550 1.05E−01 0.767 5.034 1.06E−01

Figure 2.54 Log-log plot of krw and Nw against Swn.
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Table 2.26 Refined kro and krw Data.

Sw kro krw

Swc 0.090 1 0.000
0.15 0.768433 4E−06
0.20 0.602715 8.28E−05
0.25 0.460525 0.000539
0.30 0.34063 0.002101
0.35 0.241724 0.006112
0.40 0.162412 0.014727
0.45 0.101193 0.031104
0.50 0.056429 0.059597
0.55 0.026299 0.105948
0.60 0.008714 0.177482
0.65 0.001148 0.283298
0.67 0.000203 0.337632
0.68 3.59E−05 0.367759

1 − Sor 0.69 8.23E−41 0.400000

Figure 2.55 Cartesian plot comparison of refined and experiment krw and kro.

Figure 2.56 Semi-log plot comparison of refined and experiment krw and kro.
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Generate a refined relative permeability curve based on
calculated Corey parameters and compare with experi-
mental determined relative permeability curve.
Calculation of kro and No against Son is summarized in

Table 2.28 and a plot of kro and No against Son shown
Fig. 2.57.
Calculation of krg and Ng against Sgn is summarized in

Table 2.29 and the plot of krg and Ng against Sgn is shown
in Fig. 2.58.
Calculated refined krg and kro are summarized in

Table 2.30. The refined relative permeability Cartesian

plot and semi-log plot are shown inFig. 2.59 andFig. 2.60,
respectively.
Note: krg can be plotted against Sg or against Swc + Sg.

Exercise 2.15 Comparing Relative Permeability Data
Water flood experiments were carried out on two core

samples, from similar depth intervals from well 1 and
well 2 (Fig. 2.61). Core samples 1 and 2 were desaturated
at a different pressure differential, hence Swir are differ-
ent. Relative permeability was measured relative to
ko(Swir).
Relative permeability data and model parameters

for core samples 1 and 2 are provided in Tables
2.31–2.34.
Refined relative permeability for core sample 1 is

shown in Table 2.31 and Corey parameters for core
sample 1 are shown in Table 2.32. Refined relative per-
meability for core sample 2 is shown in Table 2.33 and
Corey parameters for core sample 2 are shown in
Table 2.34.
1. Compare the relative permeabilities from core 1 and

core 2. Can they be considered to be fundamentally the
same relative permeability model?
2. Assign the correct relative permeability model to

reservoir regions in the reservoir model shown in
Fig. 2.61.

Fig. 2.62 is a graphical presentation of the relative per-
meability models for core1 and core 2.
3. Rescale relative permeability model to Swc (instead of

Swir from experiment), Sor and kro (provided in Tables 2.32
and 2.34); and true Sor (Fig. 2.61).

Table 2.27 Laboratory Relative Permeability for Exercise 2.14.

Sliq krg kro

1.000 0.000 1.000
0.809 0.036 0.264
0.790 0.046 0.226
0.749 0.067 0.149
0.725 0.084 0.125
0.710 0.091 0.111
0.698 0.100 0.098
0.687 0.116 0.090
0.655 0.133 0.060
0.579 0.215 0.027
0.569 0.220 0.024
0.558 0.230 0.021
0.549 0.245 0.019
0.544 0.254 0.017
0.499 0.320 0.010
0.470 0.330 0.007

Sliq is liquid saturation and defined as So + Swc

Table 2.28 kro and No Against Son.

Sliq
(given)

kro
(given)

So = Sliq
− Swc

Swc + Sg =
1 − So

Sg = (Swc +
Sg) − Swc

Son (using Sor = 0 and
Swc = 0.145)

No = log(kro)/
log(Son)

kro_match (using
calculated No of 5.3)

1.000 1.000 0.855 0.145 0.000 1.000 1.000
0.809 0.264 0.664 0.336 0.191 0.777 5.27 0.262
0.790 0.226 0.645 0.355 0.210 0.754 5.28 0.225
0.749 0.149 0.604 0.396 0.251 0.706 5.48 0.159
0.725 0.125 0.580 0.420 0.275 0.678 5.36 0.128
0.710 0.111 0.565 0.435 0.290 0.661 5.31 0.111
0.698 0.098 0.553 0.447 0.302 0.647 5.33 0.099
0.687 0.090 0.542 0.458 0.313 0.634 5.28 0.089
0.655 0.060 0.510 0.490 0.345 0.596 5.45 0.065
0.579 0.027 0.434 0.566 0.421 0.508 5.33 0.027
0.569 0.024 0.424 0.576 0.431 0.496 5.30 0.024
0.558 0.021 0.413 0.587 0.442 0.483 5.31 0.021
0.549 0.019 0.404 0.596 0.451 0.473 5.29 0.019
0.544 0.017 0.399 0.601 0.456 0.467 5.35 0.018
0.499 0.010 0.354 0.646 0.501 0.414 5.22 0.009
0.470 0.007 0.325 0.675 0.530 0.380 5.13 0.006
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Figure 2.57 Log-log plot of kro and No against Son.

Table 2.29 krg and Ng Against Sgn.

Sg = (Swc + Sg)
− Swc

krg
(given)

Sgn (using Sgc = 0, Sor = 0, Swc

= 0.145)
Ng = [log(krg) − log(k’rg)]/

log(Sgn)
krg_match (using calculated k’rg of 1 and

Ng of 2.2)

0.000 0.000 0 0.000
0.191 0.036 0.22 2.22 0.037
0.210 0.046 0.25 2.20 0.046
0.251 0.067 0.29 2.21 0.067
0.275 0.084 0.32 2.18 0.082
0.290 0.091 0.34 2.22 0.093
0.302 0.100 0.35 2.21 0.101
0.313 0.116 0.37 2.14 0.110
0.345 0.133 0.40 2.22 0.136
0.421 0.215 0.49 2.17 0.210
0.431 0.220 0.50 2.21 0.222
0.442 0.230 0.52 2.23 0.234
0.451 0.245 0.53 2.20 0.245
0.456 0.254 0.53 2.18 0.251
0.501 0.320 0.59 2.13 0.309
0.530 0.330 0.62 2.32 0.349

Figure 2.58 Log-log plot of krg and Ng against Sgn.
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Solution Steps.
Step 1: normalize relative permeability models sepa-
rately, as shown in Table 2.35 for core sample 1
and Table 2.36 for core sample 2.

Step 2: compare relative permeability plot by overlay-
ing normalized relative permeability data of core
sample 1 and core sample 2 on the Cartesian and
semi-log plot, as shown in Fig. 2.63 and Fig. 2.64
respectively.

Step 3: decide if the relative permeability model is the
same. Also, examine rock type functions that are gen-
erally dependent on k and ϕ. Reservoir quality index

(RQI) is defined as 0 0314
k
ϕ

(Section 5.2.4.2,

equation 5.124) and is a common function that is
often used to group rock types. Relative permeability
is dependent on pore throat size and rock type:

0 0314
k
ϕ

Region 1

= 0 0314
250
0 23

= 1 04

Table 2.30 Refined krg and kro Data.

Sg Swc + Sg krg kro

Sgc 0 0.145 0 1.00000
0.015 0.16 0.000137 0.910458
0.02 0.165 0.000258 0.882100
0.05 0.195 0.001938 0.726604
0.08 0.225 0.005451 0.594126
0.11 0.255 0.010983 0.481956
0.14 0.285 0.018671 0.387616
0.17 0.315 0.02862 0.308844
0.20 0.345 0.04092 0.243589
0.23 0.375 0.055651 0.189996
0.26 0.405 0.072881 0.146393
0.29 0.435 0.092672 0.111285
0.32 0.465 0.115081 0.08334
0.35 0.495 0.14016 0.06138
0.38 0.525 0.167957 0.044367
0.41 0.555 0.198518 0.031397
0.50 0.645 0.307191 0.00948
0.60 0.745 0.458783 0.001642
0.70 0.845 0.644006 0.000117

1-Swc-Sor-Sgc 0.855 1 1 4.08E−88

Figure 2.59 Cartesian plot comparison of refined and experimental krg and kro.

Figure 2.60 Semi-log plot comparison of refined and experimental krg and kro.
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0 0314
k
ϕ

Region 2

= 0 0314
125
0 12

= 1 01

Core sample 1 and 2 may be considered to be from
the same rock type and relative permeability consid-
ered fundamentally the same.

Step 4: denormalize the relative permeability with Swc,
Sor, and k rw from each region. Values of Swc, Sor, and

k rw are shown in Fig. 2.61. Table 2.37 for denorma-
lized relative permeability with region 1 properties
and in Table 2.38 for denormalized relative permea-
bility with region 2 properties.

Figure 2.61 Reservoir model showing well location and key regional properties.

Table 2.31 Refined Relative Permeability for Core Sample 1.

Sw kro krw

0.20 1.000 0.00E+00
0.25 0.810 6.32E−06
0.30 0.640 1.43E−04
0.35 0.490 8.87E−04
0.40 0.360 3.24E−03
0.45 0.250 8.84E−03
0.50 0.160 2.01E−02
0.55 0.090 4.02E−02
0.60 0.040 7.33E−02
0.65 0.010 1.24E−01
0.70 0.000 2.00E−01

Table 2.32 Corey Parameters for Core Sample 1.

Sor kro at Swir No Swc krw at Soc Nw

0.3 1 2 0.2 0.2 4.5

Table 2.33 Refined Relative Permeability for Core Sample 2.

Sw kro krw

0.150 1.000 0.00E+00
0.200 0.810 9.49E−06
0.225 0.723 5.88E−05
0.250 0.640 2.15E−04
0.275 0.563 5.86E−04
0.300 0.490 1.33E−03
0.325 0.423 2.66E−03
0.350 0.360 4.86E−03
0.375 0.303 8.25E−03
0.400 0.250 1.33E−02
0.425 0.203 2.04E−02
0.450 0.160 3.01E−02
0.475 0.123 4.32E−02
0.500 0.090 6.03E−02
0.525 0.062 8.22E−02
0.550 0.040 1.10E−01
0.575 0.022 1.44E−01
0.600 0.010 1.87E−01
0.650 0.000 3.00E−01

Table 2.34 Corey Parameters for Core Sample 2.

Sor kro at Swir No Swc krw at Soc Nw

0.35 1 2 0.15 0.3 4.5
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2.6.2. Three-phase Relative Permeability

Three-phase relative permeability depends on satura-
tion of all phases (oil, water, and gas) and is often derived
from two-phase relative permeability models because it is
experimentally difficult to set up three-phase relative per-
meability experiments. Some of the three-phase deriva-
tion methods from two-phase relative permeability
include: Stone I model [Stone, 1970]; Stone II model
[Stone, 1973]; and saturated-weighted interpolation
[Baker, 1988; Martin, 2000].
Stone I model
The Stone I model assumes that water and gas impair

flow of oil; hence, this impairment is computed from
the two-phase relative permeabilities. The Stone
I concept is that water and gas relative permeabilities
are functions only of their own saturations. Impairment

of oil flow in the presence of water and gas can be
expressed as [Stone, 1970]:

kro =
Soekro Sw kro Sg

kro Swc 1−Swe 1−Sge
(2.80)

where

Soe =
So−Som

1−Swc−Som
and Som = λSorw + 1−λ Sorg

Swe =
Sw−Swc

1−Swc−Som
and λ=1−

Sg
1−Swc−Sorg

Sge =
Sg

1−Swc−Som

Figure 2.62 Relative permeability models for core samples 1 and 2.

Table 2.35 Normalized Relative Permeability for Core
Sample 1.

Swn kron krwn

0.00 1.00 0.00E+00
0.10 0.81 3.16E−05
0.20 0.64 7.16E−04
0.30 0.49 4.44E−03
0.40 0.36 1.62E−02
0.50 0.25 4.42E−02
0.60 0.16 1.00E−01
0.70 0.09 2.01E−01
0.80 0.04 3.66E−01
0.90 0.01 6.22E−01
1.00 0.00 1.00E+00

Table 2.36 Normalized Relative Permeability for Core
Sample 2.

Swn kron krwn

0.00 1.00 0.00E+00
0.10 0.81 3.16E−05
0.15 0.72 1.96E−04
0.20 0.64 7.16E−04
0.25 0.56 1.95E−03
0.30 0.49 4.44E−03
0.35 0.42 8.88E−03
0.40 0.36 1.62E−02
0.45 0.30 2.75E−02
0.50 0.25 4.42E−02
0.55 0.20 6.79E−02
0.60 0.16 1.00E−01
0.65 0.12 1.44E−01
0.70 0.09 2.01E−01
0.75 0.06 2.74E−01
0.80 0.04 3.66E−01
0.85 0.02 4.81E−01
1.00 0.00 1.00E+00
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Figure 2.63 Combined normalized relative permeability from Core 1 and Core 2 on Cartesian scale.

Figure 2.64 Combined normalized relative permeability from Core 1 and Core 2 on semi-log scale.

Table 2.37 Denormalized Relative Permeability with Region 1
Properties.

Sw = Swn ×
(1 − Swc − Sor) + Swc kro = 1 × kron krw = krwn × k rwn

0.30 1.00 0.00E+00
0.33 0.81 1.26E−05
0.36 0.64 2.86E−04
0.39 0.49 1.77E−03
0.42 0.36 6.48E−03
0.45 0.25 1.77E−02
0.48 0.16 4.02E−02
0.51 0.09 8.04E−02
0.54 0.04 1.47E−01
0.57 0.01 2.49E−01
0.60 0.00 4.00E−01

Table 2.38 Denormalized Relative Permeability with Region 2
Properties.

Sw = Swn ×
(1 − Swc − Sor) + Swc kro = 1 × kron krw = krwn × k rwn

0.23 1.00 0.00E+00
0.26 0.81 1.26E−05
0.28 0.72 7.84E−05
0.29 0.64 2.86E−04
0.31 0.56 7.81E−04
0.33 0.49 1.77E−03
0.34 0.42 3.55E−03
0.36 0.36 6.48E−03
0.37 0.30 1.10E−02
0.39 0.25 1.77E−02
0.41 0.20 2.71E−02
0.42 0.16 4.02E−02
0.44 0.12 5.76E−02
0.45 0.09 8.04E−02
0.47 0.06 1.10E−01
0.49 0.04 1.47E−01
0.50 0.02 1.93E−01
0.55 0.00 4.00E−01
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Sorw = residual oil saturation from the oil-water relative
permeability model

Sorg = residual oil saturation from the gas-oil relative
permeability model

Som = minimum oil saturation

Stone II Model
This three-phase relative permeability model is based

on the assumption of segregated phase flow and expressed
as [Stone, 1973]:

kro = krow Swc
krow

krow Swc
+ krwo

krog
kro Swc

+ krgo

−krwo−krgo , Stone,1973 (2.81)

where
krow = oil relative permeability in the two-phase oil-
water relative permeability model

krog = oil relative permeability in the two-phase gas-oil
relative permeability model

krwo = water relative permeability in the two-phase oil-
water relative permeability model

krgo = gas relative permeability in the two-phase gas-oil
relative permeability model

The Stone II model as shown above does not require a
residual oil saturation to be defined.
Saturated-weighted interpolation
This is based on saturation-weighted interpolation

between the two-phase values to find the three-phase oil
relative permeability and can be expressed as
[Baker, 1988]:

kro =
kro Sw Sw−Swc + kro Sg Sg−Sgr

Sw−Swc + Sg−Sgr
(2.82)

where
Sgr = residual gas saturation

Exercise 2.16 Three-Phase Relative Permeability
Calculation
Given the two-phase relative permeability models

below, determine and present a plot of three-phase rela-
tive permeability on a ternary diagram using any of the
three-phase relative permeability models.
Two-phase water–oil relative permeability

krw Sw = 0 3
Sw−0 17

1−0 17−0 1

5

andkro Sw

= 1
Sw−0 1

1−0 17−0 1

2 5

Two-phase gas–oil relative permeability

krg Sg = 0 3
Sg

1−0 47

2 1

andkro Sg = 1
Sg−0 47
1−0 47

3 2

Solution Steps.
Step 1: make a table of Sw, Sg, and So with Sw starting
from Swc (0.17) while ensuring Sw + Sg + So = 1
(Table 2.39).

Step 2: compute three-phase kro with any of the meth-
ods (Stone II model was used for this exercise) as
shown in Table 2.39.

Step 3: plot kro against Sw, Sg, and So on a ternary dia-
gram (Fig. 2.65). The ternary plot and diagram are
discussed in Chapter 14.3.1.1.

Table 2.39 kro_three_phase Determination Using the Stone II
Method.

Sw Sg So kro_three_phase

0.170 0.000 0.830 1.000
0.316 0.000 0.684 0.572
0.462 0.000 0.538 0.279
0.608 0.000 0.392 0.101
0.754 0.000 0.246 0.018
0.900 0.000 0.100 0.000
0.170 0.106 0.724 0.490
0.316 0.106 0.578 0.276
0.462 0.106 0.432 0.128
0.608 0.106 0.286 0.029
0.170 0.212 0.618 0.195
0.316 0.212 0.472 0.093
0.462 0.212 0.326 0.020
0.170 0.318 0.512 0.053
0.170 0.424 0.406 0.006

Figure 2.65 Three-phase relative permeability represented on a
ternary diagram.
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Solution.
Using equation (2.81), kro_three_phase was determined.
Plot kro against Sw, Sg, and So as shown in Fig. 2.65.
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3

Reservoir Fluid Properties

Petroleum reservoir fluids mainly consist of 50–97%
complex mixtures of hydrocarbon, 6–10% heteroatom
compounds, less than 1%metallic constituents, and water,
which can be from interstitial reservoir water or from an
aquifer. Hydrocarbons are organic compounds consisting
entirely of carbon and hydrogen. Heteroatom com-
pounds, on the other hand, are organic compounds that
comprise carbon, hydrogen, and heteroatoms (atoms that
are not carbon or hydrogen), which include nitrogen, sul-
fur, and oxygen. Metallic constituents that have been
found in petroleum reservoir fluids include copper, nickel,
vanadium, and iron.
Natural occurring hydrocarbons are alkanes (paraffin),

aromatics (benzene and its derivatives), and cycloalkanes
(naphthenes). Alkenes and alkynes rarely occur naturally
but are products of cracking during crude oil refining.
Petroleum products are a complex mixture of hydrocar-

bons derived from crude oil refining processes and petro-
chemical, which are petroleum chemical products derived
from petroleum through chemical process. Fig. 3.1 is a
summary of the classification of petroleum and petroleum
product constituents. As the number of carbon atoms in a
petroleum product increases, the complexity of the mixture
also increases due to the increased number of possible com-
binations of atoms present in the mixture. Gasoline with
10 carbons atoms has 75 possible combination ofmolecules
in its mixture, while a mixture with 20 carbon atoms would
have 366,319 possible combination of molecules. Fig. 3.2 is
a summary of important petroleum products and their
range of carbon numbers and boiling points.

3.1. PHASE BEHAVIOR OF PETROLEUM
HYDROCARBONS

Phase behavior of petroleum hydrocarbons, a multi-
component mixture, can be described by a pressure–
temperature (P–T) phase diagram (envelope) (Fig. 3.3).
The P–T phase diagram is characterized by a bubble point
curve in the liquid region and a dew point curve in the
vapor phase region. The point where the bubble point
curve and dew point curve meet is the critical point, which
defines the pressure and temperature conditions where the
intensive properties of the vapor and liquid phases are
identical. Between the bubble point curve and dew point
curve is the two-phase region, which describes the fraction
of liquid and vapor in equilibrium for different tempera-
tures and pressures. The bubble point pressure is the pres-
sure at a given temperature below which gas begins to
evolve from the hydrocarbon liquid mixture and the
dew point temperature is the temperature at a given pres-
sure belowwhich liquid begins to form from the hydrocar-
bon vapor mixture.
The shape of the phase envelope is dependent on the

composition of the hydrocarbon mixture.
The maximum pressure above which a two-phase liq-

uid–vapor can exist in equilibrium is called the criconden-
bar and the maximum temperature at which a two-phase
liquid–vapor can exist in equilibrium is called the
cricondentherm.
One useful application of the P–T phase diagram is the

characterization of hydrocarbon fluid type.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
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3.1.1. Black Oil (Low Shrinkage Oil)

Black oil, also called low-shrinkage oil, is characterized
by a relatively high percentage of long, heavy, nonvolatile
molecules. Black oil lies within the liquid region of the
phase envelope at initial reservoir conditions and are far
from the critical point compared with volatile oils.

Consider the isothermal reservoir depletion along
A (initial reservoir condition) to A in Fig. 3.4. At Asat,
bubble point pressure (100% liquid) is reached and gas
begins to come out of the liquid hydrocarbon. Further
depletion below Asat gives rise to two-phase liquid–vapor
in equilibrium, as some of the constituents form vapor
and, hence, the liquid fraction reduces (shrinks). Fig. 3.5

Figure 3.1 Summary of petroleum and petroleum product constituents.

Figure 3.2 Carbon number and boiling point range for key petroleum products.
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Figure 3.3 P–T phase diagram for petroleum hydrocarbon mixtures at constant composition.

Figure 3.4 P–T phase envelope for black oil at constant composition.

Figure 3.5 Liquid saturation profile for black oil.



shows a typical liquid saturation change with pressure for
a black oil hydrocarbon during isothermal reservoir
depletion.
Black oils, though usually black in color, can also have

a greenish or brownish color. They have an initial produ-
cing gas–oil ratio of 2000 scf/bbl or less with API gravity
( API) below 40 and formation volume factor less than 2
bbl/stb.

3.1.2. Volatile Oil (High Shrinkage Oil)

Volatile crude oils are also called high-shrinkage oils.
They contain relatively few heavy hydrocarbon molecules
and more intermediate hydrocarbon molecules compared
to black oil. They are also liquid at initial reservoir condi-
tions. Equilibrium two-phase lines (tie lines) in volatile
crude oils are closer to one another near the bubble point

and more widely spaced at lower pressures than in black
oils. Hence, volatile oils produce more gas than black oil
for the same pressure drop below the bubble point
(Fig. 3.6). They are also characterized by high liquid
shrinkage immediately below the bubble point (Fig. 3.7).
Fig. 3.7 shows the liquid saturation profile for isother-

mal reservoir depletion from the typical volatile oil P–T
phase envelope along path A to A through Asat (Fig. 3.6).
Volatile oil colors can be brown, orange, or green. They

have an initial producing gas–oil ratio between 2000 and
3300 scf/bbl with API of 40–60. They have a formation
volume factor of at least 2 bbl/stb.

3.1.3. Retrograde Gas (Gas Condensate)

Retrograde gas (gas condensate) lies within the gas
region of the phase envelope (Fig. 3.8). It is gas originally

Figure 3.6 P–T phase envelope for volatile oil at constant composition.

Figure 3.7 Liquid saturation profile for volatile oil.
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at initial reservoir condition (point A) with a reservoir
temperature between the critical point and cricon-
dentherm on the phase envelope. As the reservoir under-
goes isothermal depletion to the dew point (Asat) liquid
begins to form (condensate dropout). Condensate dropout
increases until maximum liquid dropout (Amax). Further
depletion to point A leads to a reduction in condensate
saturation, as seen by the depletion line crossing the same
tie line twice (before and after Amax). A plot of liquid sat-
uration (condensate dropout) from Fig. 3.8 along A to A
through Asat is shown in Fig. 3.9.
Retrograde gas initial gas–oil ratio is 3300 scf/bbl or

higher, with API of 40–60. Gas condensate fluids are
generally categorized as lean, medium, and rich, with con-
densate gas ratios (CGR) of 10–50; 50–125 and greater
than 125 stb/MMScf, respectively.

3.1.4. Wet Gas

This occurs entirely as gas in the reservoir, even during
production. However, it produces liquid condensate at the
surface (Fig. 3.10).
Wet gas often has an initial producing gas–oil ratio of

50,000 scf/bbl or higher. API can be up to 70.

3.1.5. Dry Gas

This fluid type is gas at reservoir and surface conditions.
It contains mainly methane. Dry gas does not produce
condensate either in the reservoir or on the surface
(Fig. 3.11).

3.2. NATURAL GAS PROPERTIES

Natural gases are gaseous hydrocarbon mixtures con-
sisting of methane (CH4) as their primary constituents,
which can be at least 80% in most cases, followed by eth-
ane (C2H6). Other constituents include propane (C3H8),
butane (C4H10), and pentane (C5H12). Impurities, which
are also in gaseous form, include nitrogen, hydrogen, car-
bon dioxide, hydrogen sulfide, and helium.
The physical properties of a natural gas depends on its

constituents. The physical properties of the gas are impor-
tant in understanding the best way to develop reservoirs;
surface facility design; pricing, and end usage.

3.2.1. Ideal Gas Behavior

Ideal gas law is the simplest Equation of State (EOS)
that shows the relationship between pressure, volume,
and temperature (PVT) for a perfect gas. The ideal gas

Figure 3.8 P–T phase envelope for retrograde gas at constant composition.

Figure 3.9 Liquid saturation (condensate dropout) profile for
retrograde gas.
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law is based on the assumption that gas molecules do not
interact except when they collide and, when they collide,
collision is perfectly elastic. The ideal gas law can be
expressed as:

pV=nRT (3.1)

In oil field units, p = pressure (psia); V = volume (ft3); T
= absolute temperature ( R)

n = number of moles of gas (lb-mole), R = universal gas
constant = 10.730 psia ft3/lb-mole R

The number of moles can also be expressed as:

n =
m

MW
(3.2)

where m =weight of gas (lb) andMW=molecular weight
(lb/lb-mole).

Using equations (3.1) and (3.2), gas density for an ideal
gas can be expressed as:

ρg =
m
V

=
pMW
RT

(3.3)

where ρg = gas density and specific volume expressed as:

vg =
V
m

=
RT

pMW
=

1
ρg

(3.4)

where vg = specific volume.
Also, gas specific gravity can be expressed as:

γg =
ρg
ρair

=
pMWg

RT
pMWair
RT

=
MW
MWair

=
MW
28 96

(3.5)

where γg = specific gravity.

Figure 3.10 P–T phase envelope for wet gas at constant composition.

Figure 3.11 P–T phase envelope for dry gas at constant composition.
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For a mixture of hydrocarbon that obeys ideal gas law,
the number of moles can be expressed as:

n =
m

MWa
(3.6)

where MWa is apparent molecular weight for the gas
mixture. Apparent (average) molecular weight is the mole
fraction weighted molecular weight of the constituent
hydrocarbon mixture and expressed as:

MWa =
N

i= 1

yi ×MWi (3.7)

where i is the hydrocarbon constituents and yi is mole frac-
tion of a particular component and defined as:

yi =
ni
n
=

ni
N

i= 1

ni

(3.8)

where volumetric and mass averages are required, or fluid
properties are defined on mass or volume basis; weight
fractions and volume fractions should be used respectively
for averaging in ideal gas mixtures.
The weight fraction of particular component, i, is

defined as:

wi =
mi

m
=

mi
N

i= 1

mi

and the volume fraction of particular component as:

vi =
Vi

V
=

Vi
N

i= 1

Vi

3.2.2. Real Gas Behavior

The compressibility factor, also called the compressibil-
ity Z-factor or Z-factor, is introduced into the ideal gas
equation to correct the deviation of ideal gas volume pre-
diction from the real volume determined experimentally.
The compressibility factor is, therefore, defined as the
ratio of the molar volume of a gas to the molar volume
of an ideal gas at the same temperature and pressure.
Hence, the real gas equation can be defined as:

pV=ZnRT (3.9)

where

Z=
Vactual

Videal
(3.10)

Z-factor determination requires the critical properties
of hydrocarbon mixtures. Kay’s rules for determination

of pseudocritical properties of hydrocarbon mixtures is
a common approach for determining the pseudocritical
properties of hydrocarbon mixture.
Pseudocritical temperature for a hydrocarbon mixture

is defined as:

Tpc =
N

i= 1

yi ×Tci (3.11)

Pseudocritical pressure for a hydrocarbon mixture is
defined as:

ppc =
N

i= 1

yi × pci (3.12)

Pseudocritical density for a hydrocarbon mixture is
defined as:

ρpc =
N

i= 1

yi × ρci (3.13)

From the pseudocritical properties, pseudo-reduced
properties can then be determined and used to determine
the Z-factor, which can be used for fluid property
calculations.
Pseudo-reduced temperature is then expressed as:

Tpr =
T
Tpc

(3.14)

and pseudo-reduced pressure expressed as:

ppr =
p
ppc

(3.15)

The pseudocritical properties of a hydrocarbon mixture
are not the actual critical properties of the mixture, but it
defines the critical property values that would satisfy Z-
factor determination using the principle of corresponding
states (PCS). The distinctive relationship between the
compressibility factor (Z) and the reduced temperature
(Tr) and reduced pressure (pr) is known as the two-
parameter principle of corresponding states. This principle
states that all fluids compared at the same reduced tem-
perature and reduced pressure will have approximately
the same compressibility factor.

3.2.2.1. Isothermal Compressibility for Real Gas.
Isothermal compressibility is defined as:

cg = −
1
V

∂V
∂P T

(3.16)

where

V=
ZnRT

p
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Taking the derivative of V with respect to to p:

∂V
∂p T

=nRT
1
p

∂Z
∂p

−
Z
p2

Substituting
∂V
∂p T

into equation (3.16) gives

cg =
1
p
−
1
Z

∂Z
∂p

(3.17)

Equation (3.17) shows that Z is a function of pressure at
a given temperature. Also, from equation (3.17), cg can be
determined at any pressure.
For an ideal gas, Z = 1and equation (3.17) becomes:

cg =
1
p

(3.18)

3.2.2.2. Gas Formation Volume Factor.Gas formation
volume factor is the ratio of gas measured at reservoir
conditions to the volume at standard conditions and is
expressed as:

Bg =
Vp,T

Vsc
(3.19)

where Bg = gas formation volume factor (ft3/scf ), Vp,T =
volume of gas at p and T, and Vsc = volume of gas at
standard condition.

Bg =
ZnRT

p
ZscnRTsc

psc
=
psc
Tsc

ZT
p

In terms of Z-factor, Bg can be expressed in consistent
units as:

Bg =
psc
Tsc

ZT
p

(3.20)

where Zsc = Z-factor at standard conditions, which equals
1; psc = pressure at standard conditions, which equals 14.7
psia; and Tsc = temperature at standard conditions, which
equals 60 F;
Depending on the unit, gas formation volume factor

can be expressed as:

Bg = 0 02827
ZT
p

ft3/scf (3.21)

and

Bg = 0 005035
ZT
p

bbl/scf (3.22)

The reciprocal of gas formation volume factor (Bg) is
called the gas expansion factor (Eg) and is expressed in
terms of Z-factor as:

Eg = 35 37
p
ZT

scf/ft3 (3.23)

and

Eg = 198 6
p
ZT

scf/bbl (3.24)

Equations (3.20)–(3.22) shows that Bg can be deter-
mined fromZ as function of p data at a given temperature.

3.2.2.3. Z-factor Calculation Methods. Methods for
calculating the Z-factor include:
(i) Laboratory experiments. Experimental determina-

tion of fluid properties including the Z-factor is discussed
in section 3.6.
(ii) Principle of corresponding state (PCS) compressibil-

ity factor charts. Standing and Katz’s compressibility fac-
tor chart is a common compressibility factor chart for
determining the Z-factor.

The steps shown in Fig. 3.12 illustrate how the Z-factor
can be determined using Standing and Katz’s compressi-
bility factor chart (Fig. 3.13).
(iii) Empirical equations. Hall and Yarborough (1973)

presented an implicit correlation for Standing and Katz
compressibility factors. Their formula is expressed as:

Z=
A1ppr
y

(3.25)

where y is pseudo-reduced density and a solution of
equation:

A1ppr +
y+ y2 + y3−y4

1−y 3 −A2y2 +A3yA4 = 0 (3.26)

Figure 3.12 Flow chart for Z-factor determination using Z-factor
charts.
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where A1 = 0 06125te−1 2 1− t 2
, A2 = 14 76t−9 7t2 +

4 58t3, A3 = 90 7t−242 2t2 + 42 4t3, A4 = 2 18+ 2 82t,

and t =
1
Tpr

TheHall andYarborough (1973)method for computingZ-
factor is iterative and not computationally efficient for cod-
ing. An explicit solution to Hall and Yarborough’s equation
[Kareem et al., 2015] is expressed as:

Z=
Dppr 1 + y+ y2−y3

Dppr +Ey2−FyG 1−y 3
(3.27)

where

y=
Dppr

1 +A2

C
−
A2B

C3

t =
1
Tpr

A=a1tea2 1− t 2

ppr

B= a3t + a4t2 + a5t6p6pr

C= a9 + a8tpPRt + a7t2p2pr + a6t3p3pr

D= a10tea11 1−t 2

ppr

E= a12t + a13t2 + a14t3

F= a15t + a16t2 + a17t3

G=a18 + a19t

Constants in the explicit Z formula byKareem et al. are
defined in Table 3.1.
(iv) 4 Equation of state (EOS). Determining the

Z-factor using EOS is discussed in detail in Chapter 4.

3.2.3. Equation of State for Predicting Real
Gas Behavior

Molecules of real gases have finite size and exert attrac-
tive forces on each other. These attractive forces cause a
reduction in pressure that is proportional to the square
of the concentration of the molecules or atoms. Several
EOS have been published that attempt to capture behav-
ior of real gases. The Earliest being van der Waals equa-
tion of state (1873) expressed as:

p =
RT
v−b

−
a
v2

(3.28)

More accurate EOSs that can predict not only gas prop-
erties but also liquid properties have been published.
Important EOS for hydrocarbon phase behavior include:

• The Redlich–Kwong equation of state [Redlich and
Kwong, 1949] expressed as:

p =
RT
v−b

−
a

v v+b T0 5 (3.29)

• The Soave–Redlich–Kwong equation of state [Soave,
1972] expressed as:

p =
RT
v−b

−
a T

v v+b
(3.30)

Figure 3.13 Standing and Katz’s compressibility factor chart
[Standing, M. & Katz, D., 1942. Density of Natural Gases.
American Institute of Mining and Metallurgical Engineers Inc.,
SPE-942140-G, Volume 142, pp. 140–149.].

Table 3.1 Constants for Explicit Z-Factor Calculation [Kareem
et al., 2015]. Reprinted by permission from Springer.

a1 0.317842 a11 −1.966847
a2 0.382216 a12 21.0581
a3 −7.76835 a13 −27.0246
a4 14.29053 a14 16.23
a5 0.000002 a15 207.783
a6 −0.00469 a16 −488.161
a7 0.096254 a17 176.29
a8 0.16672 a18 1.88453
a9 0.96691 a19 3.05921
a10 0.063069
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• The Peng Robinson equation of state [Peng and
Robinson, 1976] expressed as:

p =
RT
v−b

−
a T

v v+b +b v−b
(3.31)

where specific volume = volume/number of moles:

v =
V
n

Equations (3.28)–(3.31) are example of two-
parameter EOS, where characteristic parameters a
and b are determined experimentally or derived from
other component properties of the fluid. Component
properties used in calculating a and b are published
elsewhere in the literature. Equations (3.28)–(3.31),
when expressed in standard form, are cubic polyno-
mials with V having a power of three. Hence, they
are called cubic equations of states.

The following steps describe the determination of char-
acteristic parameters a and b for van der Waals EOS.
Making p the subject of the formula in equation (3.28):

p =
RT
v−b

−
a
v2

At critical conditions

∂p
∂v Pc,Tc

= −
RT

v−b 2 +
2a
v3

= 0

∂2p
∂v2

Pc,Tc

=
2RT

v−b 3 +
6a
v4

0

Solving
∂p
∂v pc,Tc

=
∂2p
∂v2

pc,Tc

= 0 will yield:

a = 3pcv
2
c =

27
64

R2 T2
c

pc

a=
27
64

R2 T2
c

pc
(3.32)

and

b=
vc
3
=
RTc

8pc

b=
RTc

8pc
(3.33)

a and b are functions of the critical properties of a fluid.
Critical properties of some hydrocarbons are listed in

Table 3.2.
The universal gas constant for different units of pres-

sure, volume, and temperature for the petroleum fluid
properties calculation is listed in Table 3.3.

Exercise 3.1 Gas Volume Calculations
Calculate the volume occupied by 4 lbmol of natural

gas with the composition shown in Table 3.4 using
(i) the ideal gas equation, (ii) compressibility factor charts,
and (iii) van der Waals equation of state, given that
p = 1454.9 psia and T = 123 F (+459.67 = 582.67 R).

Table 3.2 Critical Properties of Some Hydrocarbons.

Critical temperature, Tc Critical pressure, pc

Hydrocarbon MW R K psia Mpa

C1 16.043 343 191 666 4.6
C2 30.07 550 305 707 4.88
C3 44.097 666 370 617 4.25
i-C4 58.124 734 408 528 3.65
n-C4 58.124 765 425 551 3.8
i-C5 72.151 829 460 491 3.39
n-C5 72.151 845 470 489 3.37
n-C6 86.178 913 507 437 3.01
n-C7 100.205 972 540 397 2.74
n-C8 114.232 1024 569 361 2.49
n-C9 128.259 1070 595 332 2.29
n-C10 142.286 1112 618 305 2.1

Table 3.3 Universal Gas Constant for Different Units of
Pressure, Volume, and Temperature.

p V T R

kPa m3 K 8.314(kPa)(M3)/(kmol)(K)
MPa m3 K 0.00831(MPa)(m3)/(kmol)(K)
bar m3 K 0.08314(bar)(m3)/(kmol)(K)
psi ft3 R 10.73(psi)(ft3)/(lb-mol)(R)
lb/ft2 ft3 R 1545(psf )(ft3)/(lb-mol)(R)

p = absolute pressure; V = volume; n = number of moles of gas
of volume; R = universal gas constant; T = absolute temperature.
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Solutions.
Using the ideal gas equation
Using equation (3.1) and making V the subject of the

formula:

V=
nRT
p

V=
4×10 73× 582 67

1454 9
= 17 19ft3

V= 17 2ft3

Using real gas (compressibility chart)
Use the steps in Fig. 3.12.
The composition and critical properties of components

are shown in Table 3.5.
Determining pseudocritical properties.
Using equations (3.11) and (3.12) with the table above:

Tpc R =SyiTci = 394 7

ppc psi = Syipci = 659 53

Using equations (3.14) and (3.15):

Tpr =
T
Tpc

= 1 47624

ppr =
p
ppc

= 2 20596

Using Fig. 3.13, the Z-factor is determined. Fig. 3.14
shows the Z-factor determination from the reduced tem-
perature and pressure.

Z= 0 8

Then calculate V using equation (3.9) by making V the
subject of the formula:

V=
ZnRT

p

V=
0 8× 4× 10 73× 582 67

1454 9
= 13 23ft3

V= 13 75ft3

Using van der Waals equation
Determine a and b from equations (3.32) and (3.33),

respectively, and replace critical temperature and pressure
with pseudocritical temperature and pressure, respectively.

a=
27
64

R2 T2
pc

ppc
=
27
64

× 10 372 × 394 72

659 53
= 11473 157

b=
RTpc

8ppc
=
10 73× 394 7
8× 659 53

= 0 80268

Expanding equation (3.28) in the form:

v3− b+
RT
p

v2 +
a
p
v−

ab
p

= 0

Iterative techniques, such as goal seek in Microsoft
Excel, trial and error or Cardano’s method, discussed in
Chapter 4, can be used.
By trial and error
Using v from the ideal gas equation as the start-

ing value:

v =
V
n
17.19 ft3/4 lbmol = 4.2975 ft3/lbmol

Trying v = 4.3 ft3/lbmol

Table 3.4 Gas Composition for Exercise 3.1.

Component Mole fraction

methane (C1) 0.83
ethane (C2) 0.08
propane (C3) 0.03
n-Butane (C4) 0.06

Table 3.5 Composition and Critical Properties of Components.

Component yi Tci ( R) pci (psi)

methane (C1) 0.83 343.2 666.0
ethane (C2) 0.08 551.8 707.0
propane (C3) 0.03 660.0 617.0
n-Butane (C4) 0.06 765.0 528.0

Figure 3.14 Z-factor determination from reduced temperature
and pressure.
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4 33− 0 802679749+
10× 582 67

1454 9
× 4 32

+
11473 15688

1454 9
× 4 3−

11473 15688× 0 802679749
1454 9

= 12 79

v = 4.3 ft3/lbmol is too large.
Trying v = 3.1 ft3/lbmol

3 13− 0 802679749+
10× 582 67

1454 9
× 3 12

+
11473 15688

1454 9
× 3 1−

11473 15688× 0 802679749
1454 9

= −1 1

v = 3.1 ft3/lbmol is too small.
Trying v = 3.3 ft3/lbmol

3 33− 0 802679749+
10× 582 67

1454 9
× 3 32

+
11473 15688

1454 9
× 3 3−

11473 15688× 0 802679749
1454 9

≈0

Therefore v = 3.3 ft3/lbmol

but v =
V
n

hence

V= v×n= 3 3× 4

V=13 27ft3

Exercise 3.2 Gas Volume Calculation Comparison
Compare volumes computed using the ideal gas equa-

tion, PCS compressibility chart, and van der Waals equa-
tion of state for pressure from 1400 to 14.7 psia.

Solution.
Create a table of pressure and volume for the three

different methods using the steps in Exercise 3.1 with
pressure values from 1400 to 14.7 psia (Table 3.6).
Plot volume against pressure, as shown in Fig. 3.15.
Another way to represent Fig. 3.15 is to present the plot

as deviation from a reference volumetric calculation
method. In this case, using van der Waals EOS as refer-
ence method. Fig. 3.16 shows the %-volume deviation
of the ideal gas calculation and PCS from van der Waals
EOS.

Table 3.6 Calculated Volumes Using the Ideal Gas Equation,
PCS Chart, and van der Waals Equation.

volume (ft3)

P Ideal gas PCS Z chart van der Waals

1,400 17.86 14.29 13.77
1,000 25.01 21.26 20.74
800 31.26 27.35 26.98
400 62.52 59.39 58.29
200 125.04 121.91 120.86
100 250.08 247.58 245.93
14.7 1,701.24 1,701.24 1,697.10

Figure 3.15 Pressure volume profile for the ideal gas equation, PCS compressibility chart and van der Waals
equation.
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3.2.3.1. Gas Viscosity Prediction. There are various gas
viscosity models. Dean and Stiel (1958) is a common one;
it is expressed as:

μg = μ1 +
10 8 10−5 exp 1 439ρr −exp −1 111 ρ1 888

r

ξm
(3.34)

where

μ1 = 34 10−5 Tpr
8

9

ξm
forTpr ≤ 1 5

μ1 =
166 8 10−5 0 1338Tpr−0 0932

5
9

ξm
forTpr ≥ 1 5

ξm =5 4402
Tpc

1
6

MWa
0 5 ppc

2
3

μg = gas viscosity (cp) at reservoir temperature and pres-
sure, μ1 = gas viscosity (cp) at atmospheric temperature
and pressure, ρr = reduced gas density, Tpc and ppc are
pseudocritical temperature and pressure, respectively,
while Tpr is pseudo-reduced temperature.

3.3. CRUDE OIL PROPERTIES

The physical properties of crude oils depend on their
constituents. Physical properties of crude oil are impor-
tant in understanding the best way to develop reservoirs,
surface facility design, transportation, pricing, refining,
and end usage. Some of the important physical properties
of crudes oil are outlined here.

Density, Specific Gravity and API Gravity
Density is defined as the mass of a unit volume of a sub-

stance at a given pressure and temperature, while the spe-
cific gravity of crude oil is defined as the ratio of density of
a crude sample to that of water, both at measured at 60 F
and 1 atm.
A more common way of presenting crude oil density is

as API gravity, which represents an inverse of specific
gravity scaled so that minimum API corresponds to
water, with a value of 10. API gravity is expressed as:

oAPI =
141 5
SG

−131 5 (3.35)

API gravity is designed such that most petroleum fluids
lie between 10 and 70 API.
API gravity provides a basis for crude oil classifica-

tion where:
black oil has API gravity less than 40 API;
volatile oil has API gravity greater than 40 API
Though not common to describe hydrocarbon gas by its

API value, typical values are:
gas condensate has API gravity greater than 40 API;
wet gas can have API gravity as high as 70 API
A more delineated classification that is common

amongst traders is:
light crude oil is defined as crude oil with API gravity
higher than 31.1 API;

medium crude oil is defined as having an API gravity
between 22.3 and 31.1 API;

heavy crude oil is defined as having an API gravity
between 10 and 22.3 API;

extra heavy oil, which include bitumen and tar sand, is
defined with API gravity below 10.0 API.

Figure 3.16 Percentage volume deviation from van der Waals EOS using the ideal gas equation and PCS
compressibility chart.

RESERVOIR FLUID PROPERTIES 77



Fig. 3.17 shows the decrease in oil density with isother-
mal pressure decrease above the bubble point pressure,
with minimum density at the bubble point pressure due
to the volumetric expansion of fluid. Below the bubble
point pressure, a decrease in pressure leads to an increase
in density due to continuous loss of light hydrocarbon
components.
Gas Solubility (Solution Gas Ratio) (Rs)
This is the amount of gas (in standard cubic feet) that

will dissolve in one standard barrel of crude oil at a certain
pressure and temperature. Rs is a function of temperature,
pressure, oil gravity, and gas gravity. Fig. 3.18 shows iso-
thermal change in Rs with pressure.
Typical values of gas solubility for different petroleum

hydrocarbon have been discussed in section 3.1, At con-
stant pressure and temperature, Rs will increase with
API gravity (Fig. 3.19).

Gas solubility of crude oil at a given pressure decreases
with increases in temperature, as shown in Fig. 3.20.
Oil Formation Volume Factor (Bo)
This is the ratio of the volume of oil (including solution

gas) at reservoir pressure and temperature to the volume
of oil at standard conditions.

Bo =
Vp,T

Vsc
(3.36)

where Bo = oil formation volume factor (bbl/stb), Vp,T =
volume of gas at p and T, and Vsc = volume of gas at
standard conditions.
The oil formation volume factor is always greater than

or equal to 1.
Fig. 3.21 shows the increase in Bo with the decrease in

pressure under isothermal conditions above the bubble
point pressure, with maximum Bo at the bubble point
pressure due to the volumetric expansion of the fluid.
Below the bubble point pressure, a decrease in pressure
leads to a decrease in Bo due to loss of light hydrocarbon
components until Bo = 1 at atmospheric pressure.

Figure 3.17 Isothermal change in oil density with pressure.

Figure 3.18 Isothermal change in gas solubility with pressure.

Figure 3.19 Gas solubility variation with API.

Figure 3.20 Gas solubility variation with temperature.
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Oil Viscosity (μo)
In an isothermal depletion process, oil viscosity

decreases with decreasing pressure due to the volumetric
expansion of oil, until it reaches a minimum value at the
bubble point pressure (Fig. 3.22). Reducing the pressure
below the bubble point leads to a net increase in oil viscos-
ity due to liberation of light hydrocarbon components until
dead oil viscosity is reached at atmospheric pressure.

3.3.1. Crude Oil Property Correlations

Most crude oil properties can be predicted using corre-
lation or EOS (Chapter 4). A wide range of correlations
have been published in the literature for predicting crude
oil properties; some are discussed here.

3.3.1.1. Standing Correlation [Standing, 1947]. Gas:
Oil Ratio (GOR):

Rs = γg
p

18× 10yg
1 204

(3.37)

where yg = 0.00091(T) − 0.0125(γAPI), Rs = solution
GOR (scf/stb), p = pressure (psia), and γg = gas gravity
(air = 1.0); γAPI = oil gravity ( API) and T = temperature
of interest ( F).
Bubble Point Pressure:

pb = 18
Rsb

γg

0 83

10yg (3.38)

where yg = gasmole fraction = 0.00091(TR)− 0.0125(γAPI),
Rsb = solution GOR at pb (scf/stb), pb = bubble point
pressure (psia), and γg = gas gravity (air = 1.0); γAPI = oil
gravity ( API) and TR = reservoir temperature ( F).
Oil Formation Volume Factor (Bo):

Bo = 0 972+ 0 000147F1 175 (3.39)

where F =Rs(γg/γo)0.5 + 1.25(T) and Bo = oil FVF (bbl/
stb); Rs = solution GOR (scf/stb), γg = gas gravity (air =
1.0), γo = oil specific gravity, and T = temperature of
interest ( F).
Oil Density:

ρo = γg
350γo + 0 0764γgRs

5 6115Bo

1 204

(3.40)

where ρo = oil density (lbm/ft3), Bo = oil FVF (bbl/stb),
Rs = solution GOR (scf/stb), γg = gas gravity (air = 1.0),
γo = oil specific gravity, and T = temperature of inter-
est ( F)

3.3.1.2. Vasquez-Beggs Correlations [Vasquez and
Beggs, 1980]. Gas:Oil Ratio (GOR):

Rs =C1γgp
C2 exp

C3γAPI

T +460
(3.41)

where Rs = solution GOR at p and T (scf/stb), p = pres-
sure (psia), γg = gas gravity (air = 1.0), γAPI = stock tank
oil gravity ( API), and T = temperature of interest ( F),
Vasquez and Beggs constants for GOR and bubble

point pressure calculations are presented in Table 3.7.
Bubble Point Pressure:

pb =
Rsb

C1γg exp C3γAPI TR + 460

1
C2

(3.42)

Figure 3.21 Isothermal change in oil formation volume factor
with pressure.

Figure 3.22 Isothermal change in oil viscosity with pressure.

Table 3.7 Vasquez and Beggs Constants for GOR and Bubble
Point Pressure Calculations.

API ≤ 30 API > 30

C1 0.0362 0.0178
C2 1.0937 1.187
C3 25.724 23.93
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where Rsb = solution GOR at pb (scf/stb), pb = bubble
point pressure (psia), γg = gas gravity (air = 1.0), γAPI =
oil gravity ( API), and TR = reservoir temperature ( F).
Oil Formation Volume Factor (Bo):

Bo = 1+C1Rs +C2 T−60
γAPI

γgc
+C3Rs T−60

γAPI

γgc
(3.43)

where Bo = oil FVF at p and T (bbl/stb), Rs = solution
GOR at P, T (scf/stb), γgc = gas gravity, corrected (air =
1.0), γAPI = stock tank oil gravity (oAPI), T = temperature
of interest ( F), and p = pressure of interest (psia)
Vasquez and Beggs constants for formation volume fac-

tor calculations are presented in Table 3.8.
Oil Density:

ρo = γg
350γo + 0 0764γgRs

5 6115Bo

1 204

(3.44)

where ρo = oil density (lbm/ft3), Bo = oil FVF (bbl/stb),
Rs = solution GOR (scf/stb), γg = gas gravity (air = 1.0),
γo = oil specific gravity, and T = temperature of inter-
est ( F)
Oil Compressibility:

co =
5Rs + 17 2T−1180γg + 12 61γAPI−1433

p× 105
(3.45)

where co = oil isothermal compressibility (psi−1), Rs =
solution GOR at p, T (scf/stb), γgc = gas gravity, corrected
(air = 1.0), γAPI = stock tank oil gravity ( API), T =
temperature of interest ( F), and p = pressure of inter-
est (psia).
Oil Viscosity:

μo = μob
p
pb

m

(3.46)

where μo = oil viscosity at p > pb, μob = oil viscosity at pb,
pb = bubble point pressure (psia), p = pressure of interest
(psia), and m=C1pC2 exp C3 +C4p ; C1 = 2.6, C2 =
1.187, C3 = −11.513 and C4 = −8.98 × 10−5.
Viscosity at the bubble can be determined using:

μob = 10 a μod
b (3.47)

where μob = oil viscosity (cp) at p = pb, μod = dead oil
viscosity (cp) at p = 14.7 and T = Tr, pb = bubble point
pressure (psia), and p = pressure of interest (psia).

a =Rs 2 2 10−7 Rs−7 4 10−4

b =
0 68
10c

+
0 25

10d
+
0 062
10e

c = 8 62 10−5 Rs

d= 1 1 10−3 Rs

e = 3 74 10−3 Rs

Gas Specific Gravity:
Where gas specific gravity if required for some of

the empirical correlation calculations discussed can be
determined using:

pbγg
TR

= 8 26y3 56
g + 1 95 for yg > 0 6 (3.48)

pbγg
TR

= 0 679 exp 2 786yg −0 323 for yg ≤ 0 6 (3.49)

where

yg =
Rsb/379 3

Rsb/379 3+ 350γo/Mo

γo =
141 5

131 5+ γAPI

Mo =molecular weight of stock tank oil; γo is the oil
specific gravity and γAPI is oil API gravity

Exercise 3.3 Crude Oil Spreadsheet Calculator
Create a crude oil spreadsheet calculator using Standing

and Vasquez-Beggs correlations to determine the follow-
ing fluid properties: gas–oil ratio, bubble point pressure,
oil formation volume factor, oil density, oil isothermal
compressibility and oil viscosity.
Determine these fluid properties for a crude oil at a

pressure of 3000 psia and temperature of 30 F given
the following measured properties: oil API gravity = 40
API, solution gas/oil ratio at pb = 2,345 scf/bbl, oil vis-
cosity at pb = 0.7 cp, bubble point pressure = 3,000 psi,
and reservoir temperature = 300 F.

Solution.
The solution to Exercise 3.3 is summarized in Table 3.9.

Table 3.10 gives a summary of the properties of petro-
leum fluid types. API is the most important property to
characterize oil and CGR is the most important property
to characterize gas condensate. Values of properties
described as typical (initial GOR and Bo) are values
expected in most cases and may be violated in uncommon
cases.

Table 3.8 Vasquez and Beggs Constants for Formation Volume
Factor Calculations.

API ≤ 30 API > 30

C1 4.677E−04 4.670E−04
C2 1.751E−05 1.100E−05
C3 −1.811E−08 1.337E−09
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3.3.2. Liquid Viscosity Model

The Lohrenz–Bray–Clark (LBC) viscosity model [Loh-
renz et al., 1964] is the most widely used viscosity model in
petroleum engineering due to consistency, flexibility, and
ease of implementation. It is very important to tune the
LBCmodel prior to use considering that, like most viscos-
ity models, it does not accurately predict liquid viscosity
without calibration with experimental data. LBC viscos-
ity model is expressed as:

η−η∗ ξ+10−4
1

4 = a1 + a2ρr + a3ρ2r + a4ρ3r + a1ρ4r
(3.50)

where a1 = 0.10230, a2 = 0.023364, a3 = 0.05833, a4 =
−0.040758, and a5 = 0.0093324; η∗ corresponds to the
dilute gas viscosity and given as:

η∗ =

n

i= 1

xi η∗i MWi

n

i = 1

xi MWi

(3.51)

The individual component viscosities are expressed as:

η∗i = 34× 10−5 1
ξi
T0 94
ri for Tri < 1 5

η∗i = 17 78× 10−5 1
ξi

4 5Tri−1 67
5

8 for Tri > 1 5

ξ is a component viscosity reducing parameter. For a
mixture of components, viscosity reducing parameter
defined as:

ξ=
N

i=1

ziTci

1
6 N

i = 1

ziMWi

−1
2 N

i = 1

ziPci

−2
3

(3.52)

and the reduced density defined as:

ρr =
ρ
ρc

Table 3.9 Solution to Exercise 3.3.

Input Derived properties (which can also be inputs) Final result

T = 300 F, p = 3,000 psi T = 300 F, p = 3,000 psi
T = 30 F, p = 3,000 psi

Correlation

API 40 γo 0.825 Standing Vasquez-Beggs
Rsi at p (scf/bbl) 2,345 γg 0.623 Rs (scf/bbl) 1,092.7 1,048.13
μo (cp) 0.7 ρo (lb/ft3) 51.508 pbub (psi) 9,960.1 10,608.86
pbub (psi) 3,000 ρg (lb/ft3) 0.050 Bo (bbl/stb) 1.46 1.47

μod (cp) 7.357 ρo (lb/ft3) 41.66 41.15
Mo 230 co (psi

−1) — 3.53E−05
yg 0.831 μo (cp) 0.88 0.91

Table 3.10 Summary of Petroleum Fluid Type Characterization.

Petroleum fluid type API

Typical initial
GOR (Rsi)

(scf/bbl)

CGR
(used for
condensate)

(stb/MMscf )

Typical
formation
vol. factor

(bbl/stb) Color

Oil Black oil Light crude 31.1 < API < 40 900 < Rsi ≤ 2,000 1.5 < Bo < 2 Usually black.
Can also be
greenish or
brownish

Medium crude 22.3 < API ≤ 31.1 200 < Rsi ≤ 900 1.1 < Bo ≤ 1.5
Heavy crude 10 < API ≤ 22.3 ≤200 1.0 < Bo ≤ 1.1
Extra heavy crude
(bitumen and
tar sand)

<10 ≈0 ≈1

Volatile oil 40 ≤ API ≤ 60 2,000 < Rsi <
3,300

≥2 Brown, orange,
or green

Gas Retrograde
Gas

Lean gas
condensate

40 ≤ API ≤ 60 ≥3,300 10 ≤ CGR ≤ 50

Medium
condensate

50 <CGR ≤ 125

Rich condensate >125
Wet gas Can be as high

as 70
<10

Dry gas No liquid Tends to infinity
(since no liquid)

≈0
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Critical density (ρc) is defined as:

ρc =
1
Vc

=
N

i= 1
i C7+

ziVci + zC7+VcC7+

−1

(3.53)

3.3.3. Interfacial Tension

Gas–oil interfacial tension can be calculated either
based on composition, pseudocompositional or empirical
methods. For a mixture of hydrocarbons, Weinaug and
Katz (1943) proposed a compositional approach for inter-
facial tension:

σ=
N

i=1

Pi xi
ρl

MWl
−yi

ρg
MWg

4

(3.54)

MWl andMWg are the molecular weight of the gas and
liquid at equilibrium; xi and yi are the liquid and gas mole
fractions, respectively; Pi is a component parachor, which
is a characteristic of pure components and determined
experimentally; and ρ is density, with subscript l and g
representing liquid and gas phase, respectively.

3.4. VAPOR LIQUID EQUILIBRIUM (VLE)

VLE calculations are important in compositional reser-
voir simulation and the design of surface separation facil-
ities. The equilibrium constant, Ki, is defined as the ratio
of the mole fraction of the component in the gas phase to
themole fraction of the component in the liquid phase and
is defined as:

Ki =
yi
xi

=
pvi
p

(3.55)

where yi = mole fraction of component in gas phase,
xi = mole fraction in liquid phase, pvi = vapor pressure
of the component, and p = saturation pressure.

3.4.1. Flash Calculations

The primary objective of flash calculations is to deter-
mine the fraction of fluid sample that will exist in equilib-
rium as vapor and liquid phase at a given temperature
and pressure; and the composition of the vapor and
liquid phase in equilibrium. Flash calculations are useful
for processes such as separation of liquid vapor phase in
equilibrium.
Considering a mixture of hydrocarbon, with original

constituent mole fraction of zi, with vapor and liquid at
equilibrium at a given temperature and pressure, as illus-
trated in Fig. 3.23.

nV =mole fraction of vapor in equilibrium (gas phase
fraction); nL =mole fraction of liquid in equilibrium (liq-
uid phase fraction); xi = mole fraction of component i in
liquid phase; yi =mole fraction of component i in vapor
phase; and zi = mole fraction of component i in original
hydrocarbon mixture
Since all mole fractions will add up to 1

n

i = 1

zi = 1

n

i = 1

xi = 1

n

i = 1

yi = 1

Phase fractions will add up to 1 (phase material
balance):

nL + nV = 1 (3.56)

The material balance of individual component i:

xinL + yinV = zi (3.57)

Substituting yi from equation (3.55) into the material
balance equation (3.57) and solving for xi:

yi =Kixi and xinL + yinV = zi

xinL + Kixi nV = zi

xi nL +KinV = zi

Making xi the subject of the formula

xi =
zi

nL +KinV
(3.58)

Since the mole fraction of the liquid equals 1, then:

n

i = 1

xi =
n

i = 1

zi
nL +KinV

= 1 (3.59)

Figure 3.23 Separation of liquid and vapor phase in equilibrium.
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Substituting xi from equation (3.55) in to the material
balance equation (3.57) and solving for yi:

xi =
yi
Ki

and xinL + yinV = zi

Hence:

yi
Ki

nL + yinV = zi

yi nL + nVKi = ziKi

Making yi the subject of the formula:

yi =
ziKi

nL + nVKi
(3.60)

Since the mole fraction of vapor equals 1:

n

i = 1

yi =
n

i = 1

ziKi

nL + nVKi
= 1 (3.61)

The equilibrium phase calculation for a hydrocarbon
mixture can be summarized as in Fig. 3.24.

3.4.2. K Value Calculations

K value calculations can be based on empirical correla-
tions, the Antoine equation or EOS.

3.4.2.1. Empirical Correlations for VLE Calculations.
Several relationships exist for calculating the equilibrium
ratio for VLE calculations. Some include Wilson’s corre-
lation [Wilson, 1968], the Whitson and Torp correlation
[Whitson and Torp, 1983], the Standing’s correlation
[Standing, 1979], and the convergence pressure method
[Hadden, 1953].
Wilson’s correlation [Wilson, 1968] is a common

method due to its simplicity and flexibility. This correla-
tion gives a reasonable estimate of Ki at low pressure, up
to 500 psia, as is expressed as:

Ki =
pci
p
Exp 5 37 1+ω 1−

Tci

T
(3.62)

where pci = critical pressure of component i (psi), p =
system pressure (psi), Tci = critical temperature of com-
ponent i ( R), T = system temperature ( R), and ωi =
acentric factor of component i.

3.4.2.2. Antoine Equation for VLE Calculation. The
Antoine equation, derived from the Clausius–Clapeyron
equation [Sinnot, 2005], defines vaporpressure as a function
of the temperature of pure substances and expressed as:

logpsati =Ai−
Bi

T+Ci
(3.63)

where A, B, and C are Antoine equation parameters,
which are published in literature.
Based on Raoult’s Law which assumes that vapor

phase behaves as an ideal gas and liquid behaves as an
ideal solution:

Ki =
psati

p
(3.64)

Making psat the subject of the formula from equation
(3.63) and substituting into equation (3.64):

Ki =
10

Ai−
Bi

T+Ci

p
(3.65)

Since Ki has been expressed in terms of T and p. Ki can
be used in a similar way as correlations discussed in
section 3.4.2.1. psati also exists in other expressions similar
to the Antoine equation.

3.4.2.3. Equation of States for VLE calculations.
Equilibrium constants can be obtained from EOS using
the ϕ–ϕ method. This is discussed in Chapter 4.

Figure 3.24 Summary of VLE calculation.
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Exercise 3.4 VLE Calculation for a Hydrocarbon
Mixture
A hydrocarbon mixture with the overall composition

given in Table 3.11 is flashed in a separator at 60 psi and
temperature of 70 F. Assuming equilibrium was achieved,
determine the mole fraction and composition of each
phase. Use Wilson’s correlation to calculate the equilib-
rium constant with component properties in Table 3.12.

Solution Steps.
Calculation steps using a spreadsheet.
Step 1: calculate Ki using p, T, pci, Tci, and ω (see
Table 3.13).

Step 2: guess value for nv. 0.5 is a good guess to
start with.

Step 3: calculate nl = 1− nv.
Step 4: calculate yi and xi using equations (3.58) and
(3.60), respectively.

Step 5: calculate Σxi and Σyi using equations (3.59) and
(3.61), respectively.

Step 6: use goal seek to set the value of Σyi = 1 by chan-
ging the value of nv.

T= 60+ 459 67= 519 67ºR

Solution.
Set up spreadsheet as shown inTable 3.13withKi, yi, and

xi as formula. Using goal seek set Σyi to 1 by changing nv.

3.4.3. Properties of Pseudocomponents

Pseudocomponents are a range or mixture of constitu-
ents characterized by definite properties such as critical
temperature (Tc), critical pressure (pc), boiling point tem-
perature (Tb), molecular weight (MW), and specific grav-
ity (SG) for manageability of number of constituents.
There arepublished correlations fordetermining theprop-

ertiesofpseudocomponents.A reliable example is theRiazi–
Daubert correlation [Riazi andDaubert, 1987] for predicting
Tc, pc, and Tb using MW and SG; it is expressed as:

Θ=a MW bSGc exp d MW +eSG+ f MW SG (3.66)

where Θ = the physical properties Tc, pc, and Tb, and a–f
are the coefficients in Table 3.14.
The acentric factor can be determined using the

Edmister correlation [Edmister, 1958]:

ω=
3 log pc/14 7
7 Tc/Tb−1

−1 (3.67)

where pc is in psia and Tc and Tb are in R

Exercise 3.5 VLE Calculation for Crude Oil Sample
with Pseudocomponents
A crude oil sample with the composition and properties

shown in Table 3.15 is flashed in a separator at 500 psia

Table 3.12 Component Properties of Fluid Constituents.

Component Tci ( R) pci (Psi) ωi

CO2 547.90 1,071.00 0.2250
N2 227.60 493.00 0.0400
C1 343.37 667.80 0.0104
C2 550.09 707.80 0.0986
C3 666.01 616.30 0.1524
i-C4 734.98 529.10 0.1848
n-C4 765.65 550.70 0.2010
i-C5 829.10 490.40 0.2223
n-C5 845.70 488.60 0.2539
C6 913.70 436.90 0.3007
C7+ 1,290.00 263.00 0.5340

Table 3.11 Fluid Composition.

Component Mole fraction

CO2 0.220
C3 0.220
i-C4 0.070
n-C4 0.090
i-C5 0.180
n-C5 0.200
C6 0.020

Table 3.13 Solution to Exercise 3.4, VLE Calculations using Wilson’s Correlation.

T ( R) p (psia) nv nl = 1 − nv
529.67 60.0 0.431383 0.568617

Component Mole fraction Tci ( R) pci (psia) ωi Ki yi xi

CO2 0.220 547.9 1071 0.2250 14.23346 0.467 0.033
C3 0.220 666.01 616.30 0.1524 2.088537 0.313 0.150
i-C4 0.070 734.98 529.10 0.1848 0.748755 0.059 0.079
n-C4 0.090 765.65 550.70 0.2010 0.518666 0.059 0.114
i-C5 0.180 829.10 490.40 0.2223 0.199947 0.055 0.275
n-C5 0.200 845.70 488.60 0.2539 0.146557 0.046 0.317
C6 0.020 913.70 436.90 0.3007 0.046012 0.002 0.034

Σzi Σyi Σxi
1.000 1.000 1.000
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and temperature of 60 F. Assuming equilibrium was
achieved, determine the mole fraction and composition
of each phases. Use Wilson’s correlation to calculate all
equilibrium constants, the Riazi–Daubert correlation
for Tc and pc of pseudocomponents, and the Edmister cor-
relation for ωi. of the pseudocomponents.

Solution Steps.
Step 1: determine Tci, pci, and Tb of the pseudocompo-
nents using the Riazi–Daubert correlation (equation
(3.66)) as shown in Table 3.16.

Step 2: determine ωi of the pseudocomponents using the
Edmister correlation (equation (3.67)) as shown in
Table 3.16.

Step 3: follow the steps in Exercise 3.4.

Solution.
T=60+ 459 67= 519 67ºR

Set up spreadsheet as shown in Table 3.17 with Ki, yi, and
xi as formula. Using goal seek set Σyi to 1 by changing nv.

3.4.4. Saturation Points

3.4.4.1. Dew Point. At the dew point, the system
(Fig. 3.24) is vapor and equation (3.56) becomes: nV = 1
and nL = 0; also, xi = 0 and equation (3.57) becomes:

yi = zi

Substituting nV and nL into equation (3.59):
n

i = 1

xi =
n

i = 1

zi
nL +KinV

= 1

n

i= 1

xi =
n

i = 1

zi
0 +Ki × 1

= 1

n

i= 1

zi
Ki

= 1 (3.68)

At the dew point, criteria defined by equation (3.68)
must be met.

Exercise 3.6 Dew Point Pressure Calculations for
Natural Gas
Determine the dew point pressure of a natural gas res-

ervoir at 80 F with the composition shown in Table 3.18.
Use the component properties provided in Table 3.12.

Solution.

Set up spreadsheet as shown in Table 3.20withKi and
zi
Ki

as formula. Using goal seek set
n

i = 1

zi
Ki

= 1 by changing p.

Calculated p is the dew point pressure at T = 80 F =
80 + 459.67 R = 539.67 R

Exercise 3.7 Dew Point Pressure Calculations for Gas
Condensate

Table 3.14 The Riazi–Daubert Correlation Parameters.

Θ Tc ( R) pc (psia) Tb ( R)

a 544.4 45,203 6.77857
b 0.2998 −0.8063 0.401673
c 1.0555 1.6015 −1.58262
d −0.00013478 −0.0018078 0.00377409
e −0.61641 −0.3084 2.984036
f 0 0 −0.00425288

Table 3.15 Composition and Properties of Oil Sample for Exercise 3.5.

Component Mole fraction Tci ( R) pci (psia) ωi MW SG

N2 0.0014 226.566 492.022 0.039
CO2 0.0229 547.362 1,072.955 0.239
C1 0.4880 343.152 673.077 0.011
C2 0.0882 549.468 708.347 0.099
C3 0.0663 665.676 617.379 0.153
i-C4 0.0090 734.364 529.056 0.183
n-C4 0.0331 764.964 550.659 0.199
i-C5 0.0119 829.476 483.058 0.227
n-C5 0.0183 845.262 489.524 0.251
C6 0.0257 913.770 439.704 0.299
C7:9 0.1257 106.569 0.7591
C10:22 0.0808 173.639 0.8261
C23+ 0.0288 325 0.9212

Table 3.16 Determined Properties of Pseudocomponents.

Pseudo
components Tci pci Tbi ωi

C6 1,018.605 439.792 698.293 0.37896
C7:9 1,225.967 294.778 895.984 0.51532
C10:22 1,533.643 156.388 1,175.060 0.44217
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Table 3.19 Solution to Exercise 3.6, Dew Point Pressure Calculation of Natural Gas.

T ( R) pdew (psi)
539.67 149.32

Component Mole fraction Tci ( R) pci (psi) ωi Ki zi/Ki

C1 0.68921 343.37 667.80 0.0104 32.18467 0.021414
C2 0.04595 550.09 707.80 0.0986 4.229793 0.010863
C3 0.02941 666.01 616.30 0.1524 0.969373 0.030335
i-C4 0.19298 734.98 529.10 0.1848 0.354337 0.544621
n-C4 0.01654 765.65 550.70 0.2010 0.247708 0.066776
i-C5 0.01103 829.10 490.40 0.2223 0.097191 0.113461
n-C5 0.01470 845.70 488.60 0.2539 0.071871 0.204577
C6 0.00018 913.70 436.90 0.3007 0.023114 0.007952

Σzi n

i = 1

zi
Ki

1.0000 1

Table 3.17 Solution to Exercise 3.5, Flash Calculation for Crude Oil Sample.

T ( R) p (psia) nv nl = 1-nv
519.67 500.00 0.51625 0.48375

Component Mole fraction Tci ( R) pci (psia) ωi Ki yi xi

N2 0.0014 226.566 492.022 0.039000 22.892807 0.0026 0.0001
CO2 0.0229 547.362 1,072.955 0.239000 1.5053387 0.0274 0.0182
C1 0.4880 343.152 673.077 0.011000 8.5110141 0.8515 0.1000
C2 0.0882 549.468 708.347 0.099000 1.0099746 0.0886 0.0878
C3 0.0663 665.676 617.379 0.153000 0.2168142 0.0241 0.1113
i-C4 0.0090 734.364 529.056 0.183000 0.0766855 0.0013 0.0172
n-C4 0.0331 764.964 550.659 0.199000 0.052726 0.0034 0.0648
i-C5 0.0119 829.476 483.058 0.227000 0.0190144 0.0005 0.0240
n-C5 0.0183 845.262 489.524 0.251000 0.01455 0.0005 0.0373
C6 0.0257 913.770 439.704 0.299000 0.0044334 0.0002 0.0528
C7:9 0.1257 1,018.605 439.792 0.378962 0.0007188 0.0002 0.2597
C10:22 0.0808 1,225.967 294.778 0.515316 9.277E−06 0.0000 0.1669
C23+ 0.0288 1,533.643 156.388 0.442168 8.564E−08 0.0000 0.0594

Σzi Σyi Σxi
1.0000 1.0000 1.0000

Table 3.18 Natural Gas Composition for Exercise 3.6.

Component Mole fraction

C1 0.68921
C2 0.04595
C3 0.02941
i-C4 0.19298
n-C4 0.01654
i-C5 0.01103
n-C5 0.01470
C6 0.00018
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Determine the dew point pressure of a gas condensate
fluid at 267 F with the properties listed in Table 3.20.

Solution Steps.
Follow the steps in Exercise 3.6

Solution.

Set up spreadsheet as shown in Table 3.21withKi and
zi
Ki

as formula. Using goal seek set
n

i = 1

zi
Ki

= 1 by changing p.

3.4.4.2. Bubble Point. At the bubble point, the system
(Fig. 3.24) is liquid and equation (3.56) becomes:
nL = 1 and nV = 0; also, yi = 0 and equation (3.57)

becomes:
xi = zi

Substitute nV and nL into equation (3.61):

n

i = 1

ziKi

nL + nVKi
= 1

n

i= 1

ziKi

1+ 0×Ki
= 1

n

i= 1

ziKi = 1 (3.69)

At the bubble point, the criteria defined by equation
(3.69) must be met.

Exercise 3.8 Bubble Point Pressure Calculations
Determine the bubble point pressure of a hydrocarbon

mixture with the composition shown in Table 3.22 at 60
F. Use the component properties provided in Table 3.15.

Solution.
Set up the spreadsheet as shown inTable 3.23withKi and

n

i= 1

ziKi as formula. Using goal seek set
n

i = 1

ziKi = 1 by

changing p.
Calculated p is the bubble point pressure at T = 60 F =

60 + 459.67 R = 519.67 R.

Table 3.21 Solution to Exercise 3.7, Dew Point Pressure Calculation of Gas Condensate.

T ( R) pdew (psia)
726.67 128.82

Component Mole fraction Tci ( R) pci (psia) ωi Ki zi/Ki

N2 0.003 226.566 492.022095 0.039 177.67883 1.91E-05
CO2 0.022 547.36 1072.95496 0.239 43.01467 0.000504
C1 0.706 343.15 673.076782 0.011 91.725508 0.007701
C2 0.108 549.47 708.347168 0.099 23.189299 0.00464
C3 0.049 665.68 617.378967 0.153 8.0590801 0.00613
n-C4 0.030 764.96 550.659119 0.199 3.044782 0.009919
n-C5 0.014 845.26 489.523773 0.251 1.2695939 0.010633
C6 0.009 913.77 439.704346 0.299 0.5664659 0.015888
C7+ 0.059 1,119.18 402.676514 0.350 0.0622509 0.944565

Σzi
n

i = 1

zi
Ki

1.0000 1.0000

Table 3.20 Composition and Properties of Gas Condensate for
Exercise 3.7.

Component
Mole

fraction Tci ( R) pci (psi) ωi

N2 0.003 226.566 492.022095 0.039
CO2 0.022 547.36 1072.95496 0.239
C1 0.706 343.15 673.076782 0.011
C2 0.108 549.47 708.347168 0.099
C3 0.049 665.68 617.378967 0.153
n-C4 0.030 764.96 550.659119 0.199
n-C5 0.014 845.26 489.523773 0.251
C6 0.009 913.77 439.704346 0.299
C7+ 0.059 1,119.18 402.676514 0.350

Table 3.22 HydrocarbonMixture Composition for Exercise 3.8.

Component Mole fraction

N2 0.001
CO2 0.023
C1 0.088
C2 0.088
C3 0.066
i-C4 0.009
n-C4 0.033
i-C5 0.012
n-C5 0.018
C6 0.026
C7:9 0.255
C10:22 0.211
C23+ 0.170
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3.5. RESERVOIR FLUID SAMPLING

Collecting pristine fluid samples from virgin reservoirs
is very important in field planning decisions, reserve esti-
mation, design of surface handling facilities, and predic-
tion of potential flow assurance issues. Reservoir fluids
can be from the surface (separator) or bottomhole sam-
pling (wireline formation testing).
In formation testing, pressure data, fluid property data,

and fluid samples are acquired through probes and
or packers. Formation testers have a fluid sampling
section with sample bottle(s) to receive reservoir fluids
at specific depth.

3.5.1. Bottomhole Sampling

Bottomhole sampling is also called downhole sampling
and samples are acquired often through wireline forma-
tion test operations. One of the main drawbacks of
bottomhole sampling is the risk of contamination of res-
ervoir fluid sample by drilling mud filtrate. Contamina-
tion of fluid sample can be a serious issue, especially
when oil-based drilling mud is used, due to miscibility
between reservoir hydrocarbon and oil-based mud
(OBM) filtrate.
Errors associated with bottomhole sampling other than

contamination include: risk of two-phase forming due
to excessive drawdown or phase segregation; poor tool
design has be known to be a potential source of error;
and commingling of fluid in a layered reservoir can yield
nonrepresentative fluid samples.

3.5.1.1. Fluid Sample Decontamination. The principle
of deriving original composition from an OBM contami-
nated sample is based on fitting C8 and higher components
to a semi-log plot of mole fraction against molecular
weight of C8 and higher components. A clean sample will
show a straight-line trend on a semi-log plot of mole frac-
tion against molecular weight (fingerprint plot) for C8
and higher components excluding pseudo components
(Fig. 3.25). A contaminated sample will show a nonlinear
trend on asemi-log plot of mole fraction against molecular
weight (fingerprint plot) for C8 and higher components
(Fig. 3.26).
Two approaches used for decontaminating OBM con-

taminated samples are: skimming and subtracting methods.

Table 3.23 Solution to Exercise 3.8, Bubble Point Pressure Calculation Using Wilson’s Correlation.

T ( R) p (psi)
519.6700 456.4168

Component Mole fraction Tci ( R) pci (psi) ωi Ki Zi Ki

N2 0.001 226.57 492.02 0.0390 2.5079E+01 2.5079E−02
CO2 0.023 547.36 1072.95 0.2390 1.6491E+00 3.7929E−02
C1 0.088 343.15 673.08 0.0110 9.3237E+00 8.2049E−01
C2 0.088 549.47 708.35 0.0990 1.1064E+00 9.7365E−02
C3 0.066 665.68 617.38 0.1530 2.3752E−01 1.5676E−02
i-C4 0.009 734.36 529.06 0.1830 8.4008E−02 7.5607E−04
n-C4 0.033 764.96 550.66 0.1990 5.7761E−02 1.9061E−03
i-C5 0.012 829.48 483.06 0.2270 2.0830E−02 2.4996E−04
n-C5 0.018 845.26 489.52 0.2510 1.5939E−02 2.8691E−04
C6 0.026 913.77 439.70 0.2990 4.8568E−03 1.2628E−04
C7:9 0.255 1,018.61 439.79 0.3790 7.8748E−04 2.0081E−04
C10:22 0.211 1,225.97 294.78 0.5153 1.0163E−05 2.1445E−06
C23+ 0.17 1,533.64 156.39 0.4422 9.3818E−08 1.5949E−08

Σzi
n

i = 1

ziKi

1 1

Figure 3.25 Example of clean component showing semi-log
fingerprint.
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The skimmingmethod involves adjusting C8 and higher
components of the contaminated sample to fit a semi-log
linear trend on fingerprint plot. The semi-log relationship
is then used to determine clean sample composition.
This approach does not require the composition of the
OBM contaminant to be known. The subtraction method
involves subtracting a known composition of contami-
nant to get the composition of the uncontaminated sample
using the material balance. A given volume of contami-
nant is used iteratively until a straight line on the finger-
print plot is achieved with minimum deviation from the
semi-log relationship.
Fingerprint plots can be described by the semi-log linear

trend for C8 and higher components by:

lnzi =A+B×MW (3.70)

where A and B are fitting parameters for determining
uncontaminated samples.
For both the skimming and subtracting methods, fitting

parameters A and B can be adjusted to determine the
composition of the decontaminated sample (Fig. 3.27).

3.5.2. Surface Sampling

Surface sampling of reservoir fluids involves taking gas
and oil samples from test or production separators. It is an
inexpensive method of obtaining reservoir fluid samples.
Samplingcouldbedoneduringdrill stemtest (DST)or rou-
tinely during production. Surface sampling requires the
measurement of gas andoil rates todetermine the sampling
gas-oil-ratio to be used for recombination of the sampled
oil andgas toget representative reservoir fluid sample. Sep-
arator sampling often involves collecting pressured fluid
samples from the separator. However, samples can be fur-
ther flashed during analysis or measurement, hence meas-
ured properties and or composition from a flashed
separator sample would represent two-stage separation.
Where separator fluid samples are flashed the entire sepa-
ration stages, which include separator and laboratory
flash, should be correctly accounted for during recombina-
tion and use for analysis. Fig. 3.28 shows a two-stage sep-
aration involving field separator sample flashed in a
separator cell in the laboratory.
Errors during surface sampling include gas and oil

streams sampled not having been properly equilibrated.
Also, gas streams with liquid entrainment or liquids with
gas carry-under and liquid oils with emulsions, which is
due poor separator design, can affect the quality of
sampling.

3.6. FLUID EXPERIMENTS

Laboratory fluid experiments, also called PVT
experiments, are carried out to provide a description
of how important fluid properties vary with tempera-
ture, pressure, and composition. Experimental predic-
tion of hydrocarbon fluid properties is important for
direct petroleum engineering calculations, such as pre-
diction of reservoir and well performance, design of the
surface facility and pipelines, and flow assurance stud-
ies. Experimental hydrocarbon fluid properties predic-
tions can also be used to tune black oil correlation or
equation of state (EOS) models, which can then be used
for various petroleum engineering calculations dis-
cussed above. It is important that EOS models can pre-
dict laboratory fluid property measurements to
minimize uncertainty and errors in petroleum engineer-
ing calculations.

3.6.1. Gas Laboratory Experiment

3.6.1.1. Constant Volume Depletion (CVD) Experi-
ment. This is a very important experiment for gas conden-
sate and volatile oil reservoir fluids. CVD experiments
best describe the reservoir depletion process when the con-
densate is immobile. The test process involves expansion

Figure 3.26 Examples of fluid sample contaminated with
oil-based mud filtrate.

Figure 3.27 Subtracting contaminant from contaminated fluid
sample.
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(pressure drop) in a windowed pressure–volume–
temperature (PVT) cell followed by expelling excess gas
(compression) to keep the volume constant (Fig. 3.29).
Windowed PVT cells ensure that observation of phase
change and condensate dropout can be monitored. The
composition of expelled gas is measured using mostly cry-
ogenic distillation and/or gas chromatographic techni-
ques. Fluid properties are measured at each pressure
depletion stage. The liquid dropout profile (Fig. 3.30) is
a very important test in the CVD experiment, as it crucial

in predicting well deliverability impairment due to con-
densate dropout below saturation pressure.
Tables 3.24 and 3.25 show examples of results from a

CVD experiment.
Fig. 3.31 shows aHoffmann quality plot, which is a plot

of log(KP) against a characteristic F function. The result-
ant plot should yield an approximate straight line where
liquid and vapor samples are reasonably in equilibrium
at the separation conditions and, as such, minimum error
is expected in the composition of the liquid and vapor.

Figure 3.29 Constant volume depletion experiment.

Figure 3.28 Field separator sample flashed in a separator cell in the laboratory.
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The Hoffman characterization factor is defined as:

Fi =
logpci− logpsc

1
Tbi

−
1
Tci

1
Tbi

−
1

Tsep
(3.71)

where T is the temperature of interest and corresponds to
the temperature at equilibrium separation condition, pci =
critical pressure of component i (psia), psc = standard
pressure (pisa), Tci = critical temperature of component
i ( R), Tbi = normal boiling point temperature of compo-
nent i ( R), and Tsep = separator temperature ( R).

Use of the Hoffman characterization factor for fluid
modelling quality control is discussed in Chapter 4.

3.6.1.2. Constant Compositional Expansion Experi-
ment. This test is common with gas condensate and
volatile oil and requires various forms of volumetric mea-
surements. Constant composition expansion (CCE) is
also called constant mass expansion (CME), flash libera-
tion, flash vaporization or flash expansion. CCE best
describes the reservoir depletion process during pseudo-
steady state considering that condensate dropouts and
gas are both mobile and the mixture composition can
be assumed to be constant. It is common to find the term
flash liberation, flash vaporization or flash expansion used
when the fluid sample is crude oil instead of gas. However,
as shown in section 3.6.2.1, the procedures are the same
for both oil or gas.
The procedure for the CCE test involves raising the

pressure in a PVT cell above the saturation pressure. This
is then followed by decreasing it in stages with pressure
and total volume of cell measured (Fig. 3.32).
Saturation pressure corresponds to pressure where there

is an abrupt increase in total fluid compressibility due to
the formation of a two-phase mixture. The change in total
compressibility is more gradual in gas at the dew point
than in oil at the bubble point, hence it is more difficult
to determine dew point pressure using this approach.
Some of the tests that will be typically carried out during
CCE at different pressures are shown here.

Relative Volume

Vrel =
Vtotal T,p

Vsat
(3.72)

Compressibility

c = −
1
V

∂V
∂p T

(3.73)

Compressibility can be expressed also in terms of rela-
tive volume

c= −
1

Vrel

∂Vrel

∂p T
(3.74)

Liquid Saturation or Dropout

Sliq = 100
Vliquid

Vsat
(3.75)

In CCE experiments, Sliq can be defined relative to vol-
ume at saturation pressure (Vsat) or original fluid volume
in PVT cell (V). In such instance where Sliq is defined rel-
ative to original fluid volume, Sliq becomes

SLiq = 100
Vliquid

V
(3.76)

Figure 3.30 Condensate (liquid) dropout from CVD
experiment.

Table 3.24 Gas Condensate CVD Experiment Result at 267 F.

Pressure (psia)

Liquid
dropout
(%)

μoil
(cp) Zvapor

μgas
(cp)

Bgas

(ft3/scf )

pinitial3,770.00 0.00 0.856 0.033 0.0047
3,700.20 0.00 0.851 0.032 0.0047
3,515.20 0.00 0.839 0.031 0.0049
3,265.61 0.00 0.825 0.029 0.0052

psat3,076.05 0.00 0.09 0.815 0.028 0.0054
3,014.73 1.29 0.09 0.816 0.027 0.0056
2,764.33 4.58 0.10 0.822 0.024 0.0061
2,514.6 6.10 0.12 0.828 0.022 0.0068
2,489.12 6.19 0.12 0.829 0.022 0.0068
2,264.00 6.79 0.14 0.836 0.020 0.0076
2,014.57 7.06 0.16 0.845 0.018 0.0086
1,764.82 7.07 0.18 0.856 0.017 0.0100
1,514.01 6.91 0.22 0.869 0.016 0.0118
1,264.15 6.64 0.25 0.883 0.015 0.0144
1,014.72 6.29 0.30 0.899 0.015 0.0182
764.43 5.87 0.36 0.917 0.014 0.0247
500.13 5.33 0.44 0.939 0.014 0.0386
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It is, therefore, very important to know how Sliq has
been calculated before using for any analysis or
calculations

Coefficient of Thermal Expansion

β= −
1
V
dV
dT

(3.77)

Laboratory data fromCCE tests, especially relative vol-
ume, are often smoothed and sometimes evaluated or
extrapolated using the Y-function. A plot of Y-function
against pressure on a Cartesian scale should yield a

straight line or slightly curved line for relative volume
below saturation pressure; it is expressed as:

Y=
psat−p

p Vrel−1
(3.78)

Table 3.26 shows examples of results from a CCE
experiment.

Exercise 3.9 Extrapolation of CCE Experiment to
Determine Vrel

Determine relative volume from the CCE experiment in
Table 3.26 at a pressure of 700 psia.

Table 3.25 Gas Condensate CVD Compositional Analysis at 267 F.

Pressure (psia) N2 CO2 C1 C2 C3 nC4 nC5 C6 C7+

pinitial 3,770.00 0.34 2.17 70.64 10.76 4.94 3.02 1.35 0.90 5.88
3,700.20 0.34 2.17 70.64 10.76 4.94 3.02 1.35 0.90 5.88
3,515.20 0.34 2.17 70.64 10.76 4.94 3.02 1.35 0.90 5.88
3,265.61 0.34 2.17 70.64 10.76 4.94 3.02 1.35 0.90 5.88

psat 3,076.05 0.34 2.17 70.64 10.76 4.94 3.02 1.35 0.90 5.88
3,014.73 0.34 2.17 71.00 10.77 4.92 3.00 1.33 0.88 5.59
2,764.33 0.35 2.19 72.17 10.80 4.88 2.92 1.27 0.82 4.61
2,514.60 0.35 2.20 73.01 10.83 4.85 2.87 1.23 0.78 3.88
2,489.12 0.36 2.20 73.08 10.84 4.85 2.86 1.23 0.77 3.82
2,264.00 0.36 2.21 73.63 10.88 4.84 2.83 1.20 0.74 3.32
2,014.57 0.36 2.22 74.06 10.93 4.84 2.81 1.17 0.72 2.88
1,764.82 0.36 2.24 74.35 10.98 4.86 2.81 1.16 0.70 2.54
1,514.01 0.36 2.25 74.49 11.05 4.90 2.83 1.16 0.69 2.28
1,264.15 0.36 2.26 74.46 11.13 4.95 2.87 1.17 0.69 2.11
1,014.72 0.36 2.27 74.24 11.21 5.04 2.94 1.21 0.71 2.03
764.43 0.35 2.28 73.73 11.30 5.16 3.06 1.28 0.75 2.09
500.13 0.35 2.28 72.63 11.39 5.33 3.29 1.43 0.87 2.44

Figure 3.31 Hoffmann quality plot for measured composition during CVD experiment.
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Solution Steps.
Step 1: create a table of Y-function for pressure points
below the saturation pressure using equation (3.78) as
shown in Table 3.27.

Step 2: plot Y-function vs p and determine the line of
best fit in the form of: Y = ap + b (Fig. 3.33).

Step 3: use equation of fit to determine Y at a pressure
of 700 psia.

Step 4: using the equation, determine relative volume at
700 psia.

Solution.
Y=5 5141× 10−5p + 0 87409 from Fig. 3.33.
at 700 psia, Y= 5 5141× 10−5 × 700+ 0 87409 =0.91269
From equation (3.78), making Vrel the subject of the for-

mula and substituting p and Y:

Vrel =
psat−p
pY

+1

Vrel =
3076 05−700
700× 0 91269

+ 1= 3 7191

Vrel at700psia = 3 7191

3.6.2. Oil Laboratory Experiment

3.6.2.1. Flash Liberation Experiment. This is similar to
the CCE discussed in section 3.6.1.2. It is also called flash
vaporization or flash expansion when the fluid sample is
crude oil instead of gas. During the flash liberation exper-
iment, the entire system composition remains unchanged,
hence making it a CCE or CME. A flash liberation exper-
iment represents the reservoir depleting below the bubble
point pressure when critical gas saturation has not been
reached (gas is immobile). The hydrocarbon vapor liquid
separation process in a separator is best described by the
flash liberation experiment. Bubble point pressure and
isothermal fluid compressibility are very important results
from a flash liberation experiment.
The experiment begins with the pressure in PVT cell

being raised above the bubble point pressure and

Table 3.26 Gas Condensate CCE Experiment Results at 267 F.

Pressure
(psia)

Liquid dropout
(psatvol) (%)

ρgas
(gm/cc)

μgas
(cp) Zvapor

Relative
volume

ρoil
(g/cc)

μoil
(cp) Zliquid

3,770.00 0 0.272532 0.0328 0.8559 0.8571
3,629.29 0 0.265259 0.0318 0.8465 0.8806
3,488.57 0 0.257684 0.0308 0.8376 0.9065
3,347.86 0 0.249792 0.0299 0.8292 0.9351
3,207.14 0 0.241567 0.0289 0.8214 0.9670

psat3,076.05 0 0.233591 0.0279 0.8148 1.0000
3,066.43 0.22 0.232261 0.0278 0.8150 1.0030 0.47486 0.0840 0.6959
2,925.71 2.77 0.214045 0.0259 0.8180 1.0496 0.49602 0.0922 0.6743
2,785.00 4.45 0.197668 0.0243 0.8212 1.1017 0.51417 0.1007 0.6523
2,644.29 5.61 0.182661 0.0229 0.8246 1.1600 0.53012 0.1098 0.6297
2,503.57 6.44 0.168728 0.0216 0.8285 1.2258 0.54439 0.1194 0.6064
2,362.86 7.04 0.155669 0.0206 0.8328 1.3003 0.55734 0.1298 0.5824
2,222.14 7.47 0.143341 0.0196 0.8375 1.3854 0.56922 0.1410 0.5576
2,081.43 7.76 0.131639 0.0188 0.8427 1.4832 0.58025 0.1532 0.5319
1,940.71 7.96 0.120482 0.0180 0.8484 1.5965 0.59057 0.1665 0.5054
1,800.00 8.08 0.109808 0.0173 0.8547 1.7290 0.60032 0.1811 0.4779

NB: Relative volume =
Vtotal T,P

Vsat
, Y-function =

psat−p
p Vrel−1

, and percentage liquid dropout = 100
Vliquid

Vsat

Figure 3.32 The constant composition expansion experiment.
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decreased in stages, with the pressure and total volume in
the cell being measured (Fig. 3.34).
The procedure follows the same method discussed for

CCE in section 3.6.1.2. The bubble point corresponds

to the point where there is sharp increase in total fluid
compressibility, which is due to gas evolution. This can
be determined where there is abrupt increase in pressure
change with total volume (Fig. 3.35), as discussed for
the CCE experiment (section 3.6.1.2).
When the bubble point pressure is reached, liberation of

gas makes the compressibility of the total system increase
significantly, while below the bubble point the rate of
change of pressure with volume in the PVT cell decreases,
hence giving an indication of bubble point pressure.
Even in an opaque PVT cell, bubble point pressure can

be determined using pressure against total volume or rela-
tive volume. In volatile oil, it can be difficult to determine
the bubble point pressure using this method, as change in
compressibility is subtle and not abrupt, as shown in a plot
of pressure against relative volume for the volatile oil flash
liberation experiment from Table 3.28 (Fig. 3.36).

3.6.2.2. Differential Liberation Experiment. The
differential liberation experiment is also called the differ-
ential vaporization experiment and it best describes a
reservoir depleting below the bubble point pressure where
critical gas saturation has been reached and gas is mobile.
Important properties measured during the differential lib-
eration experiment include Rs, Bo, density of remaining
oil, composition of liberated gas, gas compressibility fac-
tor, and gas specific gravity.
The experiment involves reducing the pressure of a

fluid sample in a PVT cell until saturation pressure
is reached; the volume at saturation is then measured.
The pressure is subsequently depleted below saturation
pressure; the gas produced at each stage is expelled and
volume of displaced gas at standard condition is meas-
ured (Fig. 3.37).
Fluid properties measured at each pressure depletion

stage include specific gravity and volume of remaining

Figure 3.35 Flash liberation determination of bubble point
pressure.

Figure 3.34 Flash liberation experiment.

Table 3.27 Y-Function at Pressure Points Below Saturation
Pressure.

Pressure below bubble point (pia) Y-function

3,066.43 1.04226
2,925.71 1.03517
2,785.00 1.0278
2,644.29 1.02031
2,503.57 1.01274
2,362.86 1.00497
2,222.14 0.99708
2,081.43 0.98902
1,940.71 0.98081
1,800.00 0.97244

Figure 3.33 Plot of Y-function against pressure showing line of
best of fit and equation.

94 PETROLEUM ENGINEERING



oil at stock tank condition. The composition of expelled
gas is also collected and measured using, mostly, cryo-
genic distillation and/or gas chromatographic techniques.
Test from differential liberation experiment include:
Oil Formation Volume Factor

Bo =
Voil T,p
Voil Tsc,psc

(3.79)

Solution Gas–Oil-Ratio

Rs =
Vgas Tsc,Psc

Voil Tsc,psc T,p

(3.80)

Gas Formation Volume Factor

Bg =
Vgas T,P
Vgas Tsc,psc

(3.81)

Table 3.28 Volatile Oil Flash Liberation Experiment Result at 225 F.

Pressure (psia) Sliq (psatvol.) (%) Relative volume ρo (g/cc) μo (cp) Zliquid ρg (g/cc) μo (cp) Zvapor

5,014.70 100.00 0.9686 0.5338 0.2016 1.1180
4,728.99 100.00 0.9756 0.5314 0.1971 1.0619
4,443.27 100.00 0.9831 0.5290 0.1926 1.0054
4,157.56 100.00 0.9912 0.5265 0.1881 0.9485

psat3,882.59 100.00 0.9995 0.5241 0.1836 0.8932
3,586.13 94.47 1.0341 0.5431 0.1983 0.8508 0.2093 0.0265 0.8834
3,300.41 89.74 1.0768 0.5609 0.2144 0.8078 0.1917 0.0246 0.8727
3,014.70 85.63 1.1307 0.5773 0.2315 0.7619 0.1743 0.0228 0.8647
2,728.99 81.97 1.1999 0.5927 0.2499 0.7129 0.1570 0.0213 0.8596
2,443.27 78.65 1.2904 0.6071 0.2700 0.6607 0.1398 0.0199 0.8574
2,157.56 75.57 1.4119 0.6209 0.2922 0.6049 0.1226 0.0186 0.8585
1,871.84 72.64 1.5792 0.6343 0.3170 0.5451 0.1056 0.0176 0.8628
1,586.13 69.80 1.8194 0.6473 0.3453 0.4810 0.0888 0.0166 0.8707
1,300.41 66.94 2.1830 0.6605 0.3783 0.4119 0.0723 0.0158 0.8822
1,014.70 63.98 2.7797 0.6741 0.4182 0.3372 0.0561 0.0150 0.8975
5,014.70 100.00 0.9686 0.5338 0.2016 1.1180

NB: Relative volume =
Vtotal T,P

Vsat
and percentage liquid saturation =100

Vliquid

Vsat

Figure 3.36 Volatile oil showing subtle change in
∂Vrel

∂p T
at the bubble point pressure.
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Differential liberation and flash liberation have different
equilibrium separation pathways, hence properties, of each
phase; the cumulative gas recovered at standard conditions
and the final volume of equilibrium oil will be different.
Though flash liberation often yields smaller oil volumes
than differential liberation, this is not true in all cases. In sin-
gle stage gas–oil separation (flash liberation), more inter-
mediates tend to be expelled with the recovered gas
compared to stage separation (differential liberation). In
the differential vaporization test, part of the intermediates
remains in contact with the oil phase in each stage. Flash
liberation test in volatile crude oil will generally yield smal-
ler final equilibrium oil volume than corresponding differ-
ential liberation. Fig. 3.38 and Fig. 3.39 show generalized
comparison of flash and differential Rs and Bo, respectively.
Material balance calculations relate fluid at reservoir

condition with that at separator condition, which is closer

to the flash experiment than differential liberation. Using
the differential liberation test instead of the separator test
can causd errors as high as 25% in hydrocarbon reserve
calculations.
Where different liberation test data are to be used for

material balance purposes, they have to be adjusted to
equivalent separator conditions.
Oil formation volume (Bo) from the flash test, which

should be used for material balance, can be determined
from differential liberation test using:

Bo =Bo_Diff
Bo_Bubble

Bo_Bubble_Diff
(3.82)

Solution gas–oil ratio (Rs) below the bubble point by
the flash test can also be derived from the differential
liberation test

Figure 3.39 Bo from differential liberation test and flash
liberation experiment.

Figure 3.37 The differential liberation experiment.

Figure 3.38 Rs from differential liberation test and flash
liberation experiment.
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Rs =Rs_Bubble− Rs_Bubble_Diff −Rs_Dif
Bo_Bubble

Bo_Bubble_Diff

(3.83)

where subscript Diff represents the differential liberation
experiment while subscriptBubble represents bubble point
condition.
Table 3.29 shows examples of the results from a differ-

ential liberation experiment.

3.6.3. Enhanced Oil Recovery Experiments

Two important experiments for enhanced oil recovery
(EOR) using fluid samples are the solubility swelling test
and the miscibility test. EOR methods are described in
Chapter 14.

3.6.3.1. Solubility Swelling Test.The solubility swelling
test (or swelling test) is a single-contact phase behavior
experiment measuring the solubility of injection gas or
solvent in a crude oil sample. It is called a swelling test
as dissolution of injected gas into a PVT cell with an oil
sample causes an increase in the volume of the oil sample.
It is important in screening of miscible gas flooding for
enhanced oil recovery.
The swelling test would normally involve creating 5–10

mixtures of injected gas and reservoir oil. Some of the
samples will be mixed to ensure the fluid has a bubble
point while some will be mixed to ensure the fluid has a
dew point. CCE experiments are then conducted on each
of the samples formed from injected gas and reservoir oil.
Results of the CCE experiments, which include saturation
pressure and oil relative volumes, are then reported. The
viscosity of the mixture of fluids at reservoir temperature

is measured at different pressures. Flash experiments
are also carried out on the different mixture samples to
determine phase separation and hydrocarbon extraction
following gas injection. Another important experiment
carried out during the solubility swelling test is the meas-
urement of asphaltene content before and after gas injec-
tion, to determine possibilities of asphaltene deposition,
as gas injection can affect the stability of crude oil.

3.6.3.2. Slim-Tube Experiments. Slim-tube experiments
are used for determining minimum miscibility pressure
(MMP), which is the lowest pressure at a given tempera-
ture and composition at which first or multiple contact
miscibility can be achieved. Miscibility is achieved when
the interfacial tension between the mixed fluids is zero,
as such there is no interface.
The setup for determining MMP consist of either a col-

umn or coiled steel tub, often about 5–40 ft in length with
a diameter of about 0.24–0.34 inches filled with glass
beads or sand with known porosity and permeability after
packing in the column before commencement of the
experiment (Fig. 3.40).
The experiment involves injecting gas of known compo-

sition at a rate of about 0.1 cc/min to displace oil, with col-
lection of evolved products from the column. Volume and
mass of the evolved gas are measured. Gas flow meters
connected to separator gas can be used for measuring
the gas flow rate. Residual liquid volume and density
are measured at a predetermined frequency, such as
hourly or continuously, using an inline densitometer.
The pressure in the column/coil can be maintained by
an installing a back-pressure regulator (BPR) at the outlet
of the column.

Table 3.29 Volatile Oil Differential Liberation Experiment Result at 225 F.

Pressure (psia) Relative volume ρo(g/cc) μo (cp) Bo (rb/stb) Zliquid Zvapor μg (cp) Bg (ft
3/scf ) Rs (scf/stb)

4,999.70 1.0000 0.5307 0.1979 2.2361 1.1117 2,197.80
4,812.70 1.0048 0.5291 0.1950 2.2468 1.0753 2,197.80
4,627.70 1.0098 0.5275 0.1922 2.2580 1.0391 2,197.80
4,417.70 1.0157 0.5257 0.1889 2.2712 0.9977 2,197.80
4,207.70 1.0220 0.5239 0.1856 2.2852 0.9562 2,197.80
3,882.59 1.0324 0.5210 0.1804 2.3085 0.8913 0.8981 0.0285 0.0045 2,197.80
3,856.70 1.0268 0.5229 0.1817 2.2959 0.8879 0.8981 0.0285 0.0045 2,173.39
3,827.70 1.0204 0.5249 0.1832 2.2816 0.8840 0.8967 0.0283 0.0045 2,146.49
3,295.70 0.9213 0.5596 0.2121 2.0602 0.8063 0.8752 0.0245 0.0051 1,723.80
2,806.70 0.8493 0.5872 0.2420 1.8991 0.7258 0.8633 0.0217 0.0060 1,411.70
2,303.70 0.7877 0.6124 0.2772 1.7614 0.6328 0.8596 0.0193 0.0072 1,141.63
1,801.70 0.7344 0.6351 0.3181 1.6423 0.5277 0.8646 0.0174 0.0093 908.34
1,301.70 0.6869 0.6561 0.3667 1.5360 0.4086 0.8788 0.0159 0.0131 701.27
804.70 0.6417 0.6766 0.4273 1.4350 0.2728 0.9020 0.0146 0.0217 509.93
297.70 0.5870 0.7016 0.5236 1.3126 0.1116 0.9377 0.0132 0.0610 298.23
14.70 0.4791 0.7454 0.7649 1.0713 0.0064 0.9880 0.0101 1.3027 0.00
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A PVT cell with window and camera are useful in the
experimental setup for visual observations, especially
the occurrence of gas breakthrough.
A sharp rise in GOR and reduction in residual liquid

density is an indication of gas breakthrough. Gas injection
is carried out until 1.2–1.4 pore volume (PV) of gas is

injected into the column or coil, after which the col-
umn/coil is blown down and residual oil in the column
or coil also collected and weighed.
At pressures above theMMP, injected gas is assumed to

be miscible with reservoir fluid. The MMP has different
definitions from experiment; however, the most common

Figure 3.41 Plot of recovery against pore volume (PV) of gas injected.

Figure 3.40 Experimental setup for the slim-tube test.
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and widely accepted definition is the pressure at which the
recovery is 90% when 1.2 pore volumes of gas have been
injected. The region of the MMP is shown in the plot of
recovery against the pore volume of gas injected in
Fig. 3.41.
The correct MMP may be difficult to determine from a

plot of recovery against pore volume of gas injected in
Fig. 3.41, as the test may not have been carried out at
the pressure corresponding to the MMP; hence, it may
require some form of interpolation. A plot of percentage
recovery at 1.2 PV of injected gas against test pressure
can be used to determine the MMP from the inter-
section of the immiscible line and the multiple-contact
miscible lines, as shown in Fig. 3.42.

Exercise 3.10
1. Describe the following reservoir fluid types: black oil,

volatile oil, retrograde gas, wet gas, and dry gas.
2. Draw a typical fluid phase envelope showing regions

corresponding to the different fluid types.
3. Why is the fluid phase envelope important to reser-

voir engineers?
4. Show that the isothermal compressibility of an ideal

gas is the reciprocal of pressure.
5. Gas and liquid phase composition was measured

from a two-stage separator illustrated in Fig. 3.43.
Calculate the composition of the stream from the
wellhead.

The solution to q.5 above is summarized in Fig. 3.44.

Figure 3.43 Two-stage separator composition.

Figure 3.42 Plot of recovery at 1.2 pore volumes of injected gas against test pressure showing the MMP.
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4

Equations of States

As discussed in Chapter 3, important Equation of
State (EOS) models for predicting hydrocarbon phase
properties are the: Redlich–Kwong Equation of State
[Redlich and Kwong, 1949], shown in equation (4.1);
Soave–Redlich–Kwong Equation of State [Soave, 1972],
shown in equation (4.2); and the Peng Robinson
Equation of State [Peng and Robinson, 1976], shown in
equation (4.3). These EOS models can be generally
represented in the form that describes the pressure of
a system as a difference between repulsive and attractive
pressure terms: p = prepulsive - pattractive.

p =
RT
v−b

−
a

v v+b T0 5 (4.1)

p=
RT
v−b

−
a T

v v+b
(4.2)

p=
RT
v−b

−
a T

v v+b +b v−b
(4.3)

where specific volume = volume/number of moles:

v =
V
n

Consistent units for parameters in EOS calculations
were summarized in Table 3.3.
EOSmodels defined by equations (4.1)–(4.3) are termed

two-parameter equations of state; they depend on two
characteristic parameters, a and b, determined experimen-
tally or derived from other fluid component properties.
Two-parameter equations of state were originally formu-
lated to deal with the limitation of the ideal gas equation
and, subsequently, extended to calculate state properties
of liquid hydrocarbons.

4.1. GENERALIZED REPRESENTATION OF EOS
MODELS

Martin [1979] showed that all cubic equations of state
can be expressed in terms of the compressibility factor (Z):

Z3 +E2Z2 +E1Z+E0 = 0 (4.4)

where
E2 = m1 +m2−1 B−1

E1 =A− 2 m1 +m2 −1 B2− m1 +m2 B

E0 = − AB+m1m2B2 B+1

where m1 and m2 depend on the EOS model as summar-
ized in Table 4.1 and Z is defined as:

Z=
pv
RT

(4.5)

For a single component:

A=
a T p

RT 2 (4.6)

B=
bP
RT

(4.7)

Parameters a(T), b, m1, m2, E2, E1, and E0 depend on
the EOS model and are defined in Table 4.1.
a(T) can be expressed generally as:

a T =ΩA
R2 T2

c

pc
α T (4.8)

and b as:

b =ΩB
RTc

pc
(4.9)

whereΩA,ΩB, and α(T) depend on the EOSmodel and are
shown in Table 4.2.
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The original Redlich–Kwong (RK) EOS expressed in
equation (4.1) is:

p =
RT
v−b

−
a

v v+b T0 5

Then redefined as:

p =
RT
v−b

−
a T

v v+b
(4.10)

where a T =
a

T0 5 to conform with the generalized EOS

defined in equation (4.4).

As such, α(T) in equation (4.8) for the RK EOS is
1

T0 5,

as shown in Table 4.2.
For pure substances, from equation (4.6):

A=
a T p

RT 2

Also from Table 4.1, a T =ΩA
R2 T2

c

pc
α T , and substi-

tuting into expression for A above:

A=ΩA
p/pc

RT/RTc
2α T

A=ΩA
pr
T2
r

α T (4.11)

From equation (4.7):

B=
bP
RT

Also from Table 4.1, b =ΩB
RTc

pc
, and substituting into

expression for B above:

B=ΩB
p/pc

RT/RTc

B=ΩB
pr
Tr

(4.12)

The Peng Robinson (PR) EOS (equation (4.3)), has
become the most popular EOS for petroleum hydrocar-
bons systems in the petroleum industry. Predictive cap-
abilities of the PR-EOS and the SRK-EOS are close.
However, the PR-EOS has been shown to have better pre-
dictive capabilities for near critical hydrocarbons such
volatile oil and gas condensates.
Characteristic parameters in the RK, SRK, and PR

equations of state are: parameter a, which is dependent
on critical properties and the acentric factor, and param-
eter b, which is dependent on critical properties only.

4.2. EOS MODELS FOR MULTICOMPONENTS

Cubic EOS models, including PR, were originally for-
mulated for pure substances. However, they have been
modified to suit mixtures. In order to use cubic EOS for
mixtures, some form of average mixture properties will
have to be used in the EOS models.

4.2.1. Simple Mixing Rule

The simplest approach for extending EOS models to
hydrocarbon mixtures is using the simple mixing rule,
which involves using mole fraction weighted-averages of
EOS parameters. Using the simple mixing rule, parameter
a can be defined as:

a=
N

i

xiai (4.13)

where ai is defined in Table 4.1 for each component i.

Table 4.1 Parameters a(T), b, m1, m2, E2, E1, and E0 for Different EOS Models [Adapted from Martin, 1979; Coats, 1980].

EOS m1 m2 E2 E1 E0 a(T) b

Redlich–Kwong (RK) 0 1 −1 A − B − B2 -AB
ΩA

R2 T2c
Pc

α T ΩB
RTC
Pc

Soave–Redlich–Kwong (SRK) 0 1 −1 A − B − B2 -AB
ΩA

R2 T2c
Pc

α T ΩB
RTC
Pc

Peng Robinson (PR) 1 + 2 1− 2 −1 + B A − 2B − 3B2 −AB+ B2+ B3

ΩA
R2 T2c
Pc

α T ΩA
RTC
Pc

Table 4.2 Parameters ΩA, ΩB, and α(T) for Different EOS Models [Adapted from Martin, 1979; Coats, 1980].

EOS ΩA ΩB α(T)

Redlich–Kwong (RK) 0.42748 0.08664 T−0 5

Soave–Redlich–Kwong
(SRK)

0.42748 0.08664 1+ 0 48+1 574ω−0 176ω2 1−T0 5
r

2

Peng Robinson (PR) 0.45724 0.07779 1+ 0 3746+1 5423 ω−0 2699 ω2 1−T0 5
r

2
for ω < 0.49

1+ 0 3746+1 485030 ω−0 164423 ω2 + 0 01666 ω3 1−T0 5
r

2
for ω > 0.49
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Also, using the simple mixing rule, parameter b will be
defined as:

b =
N

i

xibi (4.14)

where bi is defined in Table 4.1 for each component i.
From equation (4.6):

A=
a T p

RT 2

and substituting a from equation (4.13) into the expres-
sion for A above:

A=
p

RT 2

N

i

xiai T

Also from Table 4.1:

ai T =ΩA
R2 T2

ci

pci
αi T

Therefore:

A=
p

RT 2

N

i

xi ΩA
R2 T2

ci

pci
αi T

A=ΩA
p

T2

N

i

xi
T2
ci

pci
αi T

A=ΩA

N

i

xi
pri
T2
ri

αi T (4.15)

Also from equation (4.7),

B=
bP
RT

substituting b from equation (4.14) into the expression
for B:

B=
p
RT

N

i

xibi

from Table 4.1:

bi =ΩB
RTci

pci
Therefore:

B=
p
RT

N

i

xiΩB
RTci

pci

B=ΩB
p
T

N

i

xi
Tci

pci

B=ΩB

N

i

xi
pri
Tri

(4.16)

The simple mixing rule approach, although straightfor-
ward, is not commonly used because it does not account
for the molecular interactions of constituent species and
can lead to poor prediction of fluid properties.

4.2.2. van der Waals Mixing Rule

A more robust approach for extending EOS models to
hydrocarbon mixtures is using the van der Waals (VDW)
mixing rule to determine parameters a and b for hydrocar-
bon mixtures. This approach is dependent on the compo-
sition and molecular interactions of constituent species.
EOS parameters using the VDWmixing rule are given as:

a =
N

i

N

j

xixjaij (4.17)

where

aij = aiaj
0 5

1−kij (4.18)

ai and aj represent the a(T) functions for component i
and j respectively.
Also:

b=
N

i

N

j

xixjbij (4.19)

where

bij =
1
2

bi + bj 1− lij (4.20)

bi and bj represent b for components i and j respectively
as defined by Table 4.1.
The VDW mixing approach introduces kij (equation

(4.18)) and lij (equation (4.20)), which relate to the molec-
ular interaction between dissimilar molecules. kij and
lij are the binary interaction parameters/coefficients
obtained by fitting EOS model predictions to measured
fluid experiments or from empirical relationships.
lij is often set to zero and the expression for b in equation

(4.19) becomes the mole fraction weighted-average of
constituent b, as shown in equation (4.21):

b =
N

i

xibi (4.21)

Hence, using the van der Waal mixing rule for
multicomponents:

A=
n

j= 1

n

k= 1

xjxkAjk (4.22)

where

Ajk = 1−kjk AjAk
0 5
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and

Aj =ΩA
prj
T2
rj

αj T

Also:

B=
n

j= 1

xjBj (4.23)

where

Bj =ΩB
prj
Trj

4.2.3. EOS Model Parameters

Binary interaction coefficients (kij) represent a flexible
way of modeling EOS predictions to match measured
experimental data.
ΩA and ΩB are coefficients of a(T) and b, which by

default are 0.45724 and 0.0778, respectively, for PR-
EOS (Table 4.2). However, in EOS modeling software
packages, this may be allowed to vary so as to add more
flexibility to the EOS modeling predictions when match-
ing experimental data. AllowingΩA andΩB to change is a
way of changing a(T) and b while ensuring that properties
such as Tc and pc for pure components do not change in
EOSmodels when matching models to experimental data.
Acentric (a-centric) factors are a means of defining the

nonsphericity (centricity) of molecules in models. Acentric
factor is useful in the description of matter and serves as
parameter which can be used in the equation of state to
improve match of predicted pressure–volume–temperature
(PVT) relationships.Pitzer [1955] proposed an acentric fac-
tor as:

ω= − log10
psat

pc T
Tc = 0 7

−1 (4.24)

where psat is saturation pressure

4.2.3.1. Volume Shift EOS Parameter. The concept of
volume shift in EOS modeling evolved from inherent lim-
itations of the two-parameter EOS models to predict liq-
uid volumes (and hence liquid densities). Introduction of a
third parameter, c (volume shift), solves the difficulty of
matching density predicted EOS to measured density.
The factor is a systematic “shift” (reduction or increase)
in molar volume to force the EOS to match laboratory
data. Corrected molar volume (vcorrected) due to volume
shift is expressed as:

vcorrected = v−c (4.25)

c for hydrocarbon mixture is mole fraction weighted-
average:

c =
N

i= 1

xici (4.26)

where ci = SEi bi [Jhaveri and Youngren, 1988].
The shift parameter, SE, is defined in Table 4.3.
A more convenient way of determining shift parameter

(SEi) is using the correlation defined in equation (4.27):

SEi = 1−
ψ

MWχ (4.27)

[Jhaveri and Youngren, 1988]
where MW is molecular weight. ψ and χ are parameters

defined in Table 4.4.
EOS with parameters a, b, and c are called three-

parameter equation of states. Volume shift affects the
Z-factor and properties derived from the Z-factor, some
of which include: density, GOR, formation volume factor,
and relative volume.

4.2.4. Solution of Cubic EOS

Cardano’s method [Kalman, 1987] of solving cubic
equations can be used to solve the generalized EOS in
equation (4.4).

Z3 +E2Z2 +E1Z+E0 = 0

Defining

Q=
3E1− E2

2

9

R=
9E2E1−27E0−2 E3

2

54

Table 4.3 Shift Parameter for Calculating Volume Shift
[Adapted from Jhaveri and Youngren, 1988].

Component SE Component SE

C1 −0.154 n-C4 −0.06413
C2 −0.1002 i-C5 −0.0435
C3 −0.08501 n-C5 −0.04183
i-C4 −0.07935 C6 −0.01478

Table 4.4 ψ and χ for Calculating Shift Parameter [Adapted
from Jhaveri and Youngren, 1988].

Hydrocarbon type ψ χ

Paraffins 2.258 0.1823
Naphthenes 3.004 0.2324
Aromatics 2.526 0.2008
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and discriminant

D=Q3 +R2

If D > 0, the equation has only one root:

Z1 = R+ D3 + R− D3
−
E2

3

If D < 0, the equation has three real roots:

Z1 = 2 −Qcos
θ

3
−
E2

3
;Z2 = 2 −Qcos

θ
3

+ 120o

−
E2

3
and Z3 = 2 −Qcos

θ
3

+ 240o −
E2

3

where cos−1 R

−Q3

IfD = 0, the equation has three real roots, at least two of
them equal:

Z1 = 2 R3 −
E2

3
Z2 =Z3 = − R3 −

E2

3

The largest and smallest value of Z from the cubic equa-
tion are the Z-factors for vapor and liquid, respectively.
The calculated Z is then used for predicting fluid proper-
ties as shown in the next section.

4.2.5. Fluid Property Prediction using EOS

Fluid Density
Hydrocarbon fluid density (ρHC) can be deter-

mined using:

ρHC =
1
v

N

i= 1

MWizi

where v is specific volume, zi is hydrocarbon mole frac-
tion for component I, and MWi the molecular weight of
component i. Expressing v in terms of Z from equation
(4.5) (v = ZRT

p ) and substituting into the above equation:

ρHC =
p

ZHCRT

N

i=1

MWizi (4.28)

ZHC is the Z-factor for the hydrocarbon mixture.
Liquid hydrocarbon density (ρliq) is, hence:

ρliq =
1
vliq

N

i= 1

MWixi

where subscript liq is for liquid phase and xi is the mole
fraction of component i in the liquid phase. Expressing
v in terms of Z from equation (4.5) (v = ZRT

p ) and substitut-

ing into the above equation:

ρliq =
p

ZliqRT

N

i= 1

MWixi (4.29)

Vapor hydrocarbon density (ρvap) is:

ρvap =
1
vvap

N

i= 1

MWiyi

Expressing v in terms of Z from equation (4.5) (v = ZRT
p )

and substituting into the above equation:

ρvap =
p

ZvapRT

N

i= 1

MWiyi (4.30)

where subscript vap is for vapor phase and yi is the mole
fraction of component i in the vapor phase.
Gas Specific Gravity
Gas specific gravity (Sg) can be defined as:

Sg =
MWvap

MWair
=
MWvap

28 96
=

N

i= 1

MWiyi

28 96
(4.31)

Gas Formation Volume Factor
Gas formation volume factor (Bg) can be expressed as:

Bg =
vvap
vsc

=Zvap
T
Tsc

psc
p

=Zvap
T

519 67
14 7
p

= 0 028287Zvap
T
p

Bg = 0 028287 Zvap
T
p

(4.32)

Oil Formation Volume Factor
Oil formation volume factor (Bo) can be expressed as:

Bo =
Voil T,p

Vsc
=
ZLiqnRT

p
ZscnRTsc

psc
=
0 028287 ZLiqT

Zscp

where Voil(T,p) is the volume at reservoir temperature and
pressure and Vsc is the volume at standard condition.

Bo =
0 028287 ZLiqT

Zscp
(4.33)

The subscript sc represents standard condition where
psc = 14.7 psia and Tsc = 60 F = 519.67 R in engineering
oil field (EOF) units.
Relative Volume
The relative volume of oil (Vrel) is expressed as:

Vrel =
Voil T,p

Vsat
=
ZLiqnRT

p
ZsatnRTsat

psat
=
ZLiqTpsat
ZsatTsatp

(4.34)

where Vsat is the volume of liquid hydrocarbon at satura-
tion pressure and the subscript sat in the equation repre-
sents saturation condition.
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4.2.6. Matching and Tuning EOS Models

Relative error of match for a given test A can be
expressed as:

εi =
Ai−A xi a

Ai
(4.35)

The sum of the square of relative errors can then be
expressed as:

ε2 =
n

i = 1

Ai−A xi a
Ai

2

(4.36)

Ai is a measured property and A(xi:a) is the EOS model
estimated property.
Hence, minimizing the sum of square of relative errors,

ε2, which is the objective function, yields a parameter
vector of tuning parameters a.
For multiple test A, B, C etc. the weighted sum of the

square of relative errors can be expressed as:

ε2 =wa

n

i = 1

Ai−A xi a
Ai

2

+wb

n

j = 1

Bj−B zj a
Bj

2

+wc

n

j = k

Ck−C zk a
Ck

2

+……

(4.37)

where Ai, Bj, Ck, …. = measured properties with data
point i, j, k,…, a is a vector of the tuning parameter, ε2

is the objective function to be minimized, wm (m = a, b,
c…) is a weighting factor for test a, b, c,…
Hence, minimizing the weighted sum of the square of

relative errors, ε2, which is the objective function, yields
the parameter vector of tuning parameters a for multiple
test A, B, C, …

4.3. PRACTICAL STEPS IN TUNING
EOS MODEL

The following are important steps for tuning EOS
models.
Step 1: checking that measured fluid properties are con-

sistent and make physical sense.
For example, an oil sample with a high Bo (for example,

a value greater than 2 bbl/stb), which suggests it is a vol-
atile oil, is not expected to have a low initial producing
GOR (for example 500 scf/stb). Also, a fluid with high ini-
tial GOR, for example 3,300 scf/bbl, which suggests the
fluid is a volatile oil or condensate, is not expected to have

an API gravity as low as 22 , which represents a heavy oil
except in a nonequilibrium oil and gas sample. Nonequi-
librium gas in contact with oil exists in a very few reser-
voirs found around the world.
Step 2: checking that fluid composition is not

contaminated.
Fluid contamination is one of the challenges associated

with oil-based mud because of filtrate miscibility with
formation hydrocarbon fluids during drilling.Where sam-
ples are contaminated, the appropriate fluid decontami-
nation algorithm (Chapter 3.5.1.1) should be used to
derive a representative fluid sample for EOS modeling.
Step 3: matching EOS with all or components up to

highest molecular weight components possible as a qual-
ity check to ensure that untuned and ungrouped compo-
nents from laboratory measurements can reasonably be
predicted by the chosen EOS model.
This quality control (QC) step helps to determine accu-

racy of measured composition for a given laboratory
experiment. This step also helps in selecting EOS that
would be most suitable for predicting fluid sample proper-
ties before and after the sample component grouping/
lumping.
Step 4: grouping components based on end use.
The grouping of some components to pseudocompo-

nents will depend on the end use of the fluid model. If
the fluid model is for surface facility design, components
can be left as original measured components with their
original compositions. Surface facility modeling software
can easily handle a large number of components. In reser-
voir simulation, it is common to group components to
reduce the number components to a number that will yield
acceptable simulation run time. Table 4.5 shows an exam-
ple of component grouping for gas condensate simulation
where the objective is to predict gas and condensate recov-
ery, while Table 4.6 shows grouping for an integrated pro-
duction modeling of reservoir and surface facility, where
composition of produced fluid is for production planning
of a gas-to-liquid (GTL) plant.
Step 5: regression parameter must make physical sense.
For fluid sample define by only pure components (with-

out pseudocomponents), theoretically EOS should match
the laboratory without the need to tune EOS. However,
this does not happen due to limitations of the EOS mod-
els. This leads to the need to change parameters that
would enable EOS models to match laboratory predic-
tions. For pure components, Tc, pc, ω, kij, and SEi in the
EOS should not be changed, considering that these are
inherent component properties of pure constituents and

Table 4.5 Example of Grouping for Gas Condensate Dropout and Recovery Simulation.

N2 CO2 C1 C2 C3 i-C4 n-C4 i-C5 n-C5 C6 C7+
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would not make physical sense to change them. Also, con-
sidering that some of these component properties are used
for the prediction of non-EOS predictions such as viscos-
ity, changing them in an EOS model may yield erroneous
non-EOS property predictions. In a pure component sys-
tem, the only properties that can be regressed on are Ωa

and Ωb. Options that can be considered when changing
Ωa and Ωb are: changingΩa, Ωb of nonhydrocarbon com-
ponents only or a global change inΩa andΩb such that all
constituents have the same values. This makes sense, as
what is changing effectively is ai and bi in the EOS equa-
tion while keeping inherent component properties such as
Tc, pc, ω, kij unchanged.
For fluid samples with pseudocomponents, which are

transformed components without component library
properties, all component properties such as Tc, pc, ω,
kij, SEi can be changed. Considering that a binary interac-
tion coefficient between heavy hydrocarbon molecules is
always insignificant, then a binary interaction coefficient
that may be considered for regression is that between
heavy-end pseudocomponents and light-end molecules.
This approach has shown to improve EOS model match
with laboratory experiments.Where changing component
properties of pseudocomponents violates monotonicity of
predicted properties, molecular weight (MW) and specific
gravity (SG) of pseudo-components can be considered for
regression within reasonable ranges. Other properties that
can be considered when there is violation of monotonicity
of properties include Ωa and Ωb of pseudocomponents.
Problems with regression on Ωa and/or Ωb is when reser-
voir models with a differentΩa andΩb are integrated with
surface facility models where Ωa and Ωb do not normally
change, inconsistencies in property calculation from reser-
voir to surface facility can occur.
Step 6: checking that EOS models match all tests in all

fluid experiments within acceptable limits.
Important hydrocarbon fluid experiments useful for tun-

ing EOS models are discussed in Chapter 3. A generally
acceptable match is 5% deviation between EOS predicted
value and measured value at any given data point. How-
ever, important experiments to focus on during tuning
would also depend on fluid type and fluid model end
use. For example, in gas condensate EOSmodels, the liquid
dropout test in the constant volume depletion (CVD) experi-
ments is important because condensate dropout during a
CVDexperiment best describes the near wellbore dynamics
of gas condensate systems below dew point.
Matching compressibility factor (Z) with minimum

error is also important in all EOS modeling, as most fluid
properties are derived from the Z-factor (section 4.2.5).

For volatile oil and gas condensate systems, where liq-
uid recovery at the surface is important in defining the
value of the hydrocarbon, matching separator test reason-
ably is important. Important fluid experiments that can be
used to tune EOS models were discussed in Chapter 3.6.
Deviation of 10% may be acceptable in the separator

test considering the field separator test result may vary
from separator to separator as vapor–liquid equilibrium
in field separators depends on separator design.
A viscosity test should be included in a regression match

exceptwhensignificanterror inviscositymeasurement is sus-
pected. Though viscosity is not an EOS prediction property,
viscositymodelsuse componentproperties suchasTcandpc,
which are also key tuning parameters in EOS models.
Step 7: checking that all component properties, includ-

ing those of pseudocomponents, make physical sense.
Property trends are an important quality check for an

EOS model. Critical temperature of hydrocarbon mole-
cules should increase with increasing MW and carbon
number; critical pressure should decrease with increasing
MW and carbon number; acentric factor should increase
with increasing MW and carbon number; boiling point
should increase with MW and carbon number. These
quality checks are important, especially when different
fluid samples will be mixed in a reservoir or surface facil-
ities. If component property trends are not consistent and
make physical sense, EOS property predictions after fluid
mixing will be wrong.
Step 8: checking fluid quality plots.
The Hoffmann quality plot [Hoffmann et al., 1953] is an

important quality plot. It is based on a plot of log(Kp)
against a characteristic F function (equation (4.38)), yield-
ing an approximate straight line where liquid and vapor
samples are reasonably in equilibrium at the separator
conditions (Fig. 4.1). When liquid and vapor are in equi-
librium, minimum error is expected in the composition of
liquid and vapor. This technique, although originally for
quality control (QC) of separator sampled data, has been
extended to check for consistency in component proper-
ties after grouping components and regression to ensure
properties, especially those of pseudocomponents, are
consistent.
The Hoffman characterization factor is defined as:

Fi =
logpci− logpsc

1
Tbi

−
1
Tci

1
Tbi

−
1

Tsep
(4.38)

where T is the temperature of interest and corresponds to
the separator temperature for QC of separator sampling;
K is an equilibrium constant; pci is the critical pressure of

Table 4.6 Example of Grouping for GTL Production Planning.

N2 CO2 C1 C2 C3 i-C4 n-C4 i-C5 n-C5 C6 C7–C9 C10–C22 C23+
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component i (psia); psc is standard pressure (pisa); Tci is
the critical temperature of component i in R; Tbi is the
normal boiling point temperature of component i in R;
and Tsep is the separator temperature in R.

4.3.1. Challenges in Tuning EOS Models

Tuning experiments for near a critical fluid such as gas
condensate and volatile oil sometimes may create chal-
lenges that include absence of a critical point or distortion
of the bubble point curve at low temperature and pressure.
Distortion of the bubble point curve at low temperature
and pressure may not be a problem if the model is not used
within temperature range where distortion occurs.

Exercise 4.1 Equation of State (EOS) Calculations for
Liquid and Gas Phase
Given a gas condensate composition as shown in

Table 4.7 and properties of components as shown in
Table 4.8, determine the molar volume of liquid and
vapor at 1200 psia and 70 F using the Peng–Robison
equation of state.

Solution.
Step 1: create a table of binary interaction coefficient

(kij) as shown in Table 4.9. Binary interaction coef-
ficients are available in literature as tables or
correlations.

Step 2: create a table of Ajk (Table 4.10) using

Aj =ΩA
prj
T2
rj

αj T and Ajk = 1−kjk AjAk
0 5

Step 3: create a table of xjxk (Table 4.11).
Step 4: create a table of xjxkAjk (Table 4.12).

Sum all element in Table 4.12 (xjxkAjk) to get
A. A = 0.38.

Step 5: determine B (Table 4.13):

Bj =ΩB
prj
Trj

andB=
n

j= 1

xjBj

B = 0.056759819

Step 6: determine the coefficient in the generalized EOS
equation, equation (4.4):

Figure 4.1 Example of Hoffmann quality plot for a gas condensate fluid.

Table 4.7 Fluid Composition for Exercise 4.1.

Component Mole fraction

N2 0.003
CO2 0.022
C1 0.706
C2 0.108
C3 0.049
n-C4 0.030
n-C5 0.014
C6 0.009
C7+ 0.059

Table 4.8 Component Properties of Fluid for Exercise 4.1.

Component Tci ( R) pci (psi) ωi

CO2 547.90 1,071.00 0.2250
N2 227.60 493.00 0.0400
C1 343.37 667.80 0.0104
C2 550.09 707.80 0.0986
C3 666.01 616.30 0.1524
i-C4 734.98 529.10 0.1848
n-C4 765.65 550.70 0.2010
i-C5 829.10 490.40 0.2223
n-C5 845.70 488.60 0.2539
C6 913.70 436.90 0.3007
C7+ 1,290.00 263.00 0.5340
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Table 4.9 Binary Interaction Coefficient (kij).

k-N2 k-CO2 k-C1 k-C2 k-C3 k-n-C4 k-n-C5 k-C6 k-C7+

k-N2 0
k-CO2 0.1241 0
k-C1 0.14 0.0078 0
k-C2 0.1333 0.0033 0 0
k-C3 0.14 0.0111 0.004 0.017 0
k-n-C4 0.14 0.012 0.002 0.017 0 0
k-n-C5 0.1496 0.0267 0.024 0.0174 0 0 0
k-C6 0.1592 0.0414 0.046 0.0178 0 0 0 0
k-C7+ 0.1688 0.0561 0.068 0.0182 0 0 0 0 0

Table 4.10 Calculated Ajk.

A-N2 A-CO2 A-C1 A-C2 A-C3 A-n-C4 A-n-C5 A-C6 A-C7+

0.604682 0.390496 0.496416 0.254978 0.168555 0.124479 0.097625 0.079785 0.033245
A-N2 0.604682 0.604682 0.485928 0.547881 0.392659 0.319253 0.274354 0.242965 0.219647 0.141783
A-CO2 0.390496 0.425624 0.390496 0.440282 0.315544 0.256554 0.220474 0.195249 0.17651 0.113938
A-C1 0.496416 0.471178 0.436848 0.496416 0.355774 0.289264 0.248583 0.220142 0.199015 0.128465
A-C2 0.254978 0.340317 0.314503 0.355774 0.254978 0.207311 0.178156 0.157773 0.142631 0.092069
A-C3 0.168555 0.274557 0.253706 0.288106 0.203787 0.168555 0.14485 0.128278 0.115967 0.074857
A-n-C4 0.124479 0.235945 0.217828 0.248086 0.175127 0.14485 0.124479 0.110237 0.099658 0.064329
A-n-C5 0.097625 0.206617 0.190036 0.214859 0.155027 0.128278 0.110237 0.097625 0.088256 0.056969
A-C6 0.079785 0.184679 0.169203 0.18986 0.140092 0.115967 0.099658 0.088256 0.079785 0.051502
A-C7+ 0.033245 0.11785 0.107546 0.119729 0.090393 0.074857 0.064329 0.056969 0.051502 0.033245

Numbers in grids with dotted lines represent matrix of Ajk = 1−kjk AjAk
0 5

Table 4.11 Calculated xjxk.

x-N2 x-CO2 x-C1 x-C2 x-C3 x- n-C4 x- n-C5 x-C6 x-C7+

0.003 0.022 0.706 0.108 0.049 0.03 0.014 0.009 0.059
x-N2 0.003 0.00001 0.00007 0.00212 0.00032 0.00015 0.00009 0.00004 0.000027 0.000177
x-CO2 0.022 0.00007 0.00048 0.01553 0.00238 0.00108 0.00066 0.00031 0.000198 0.001298
x-C1 0.706 0.00212 0.01553 0.49844 0.07625 0.03459 0.02118 0.00988 0.006354 0.041654
x-C2 0.108 0.00032 0.00238 0.07625 0.01166 0.00529 0.00324 0.00151 0.000972 0.006372
x-C3 0.049 0.00015 0.00108 0.03459 0.00529 0.00240 0.00147 0.00069 0.000441 0.002891
x-n-C4 0.03 0.00009 0.00066 0.02118 0.00324 0.00147 0.00090 0.00042 0.00027 0.00177
x- n-C5 0.014 0.00004 0.00031 0.00988 0.00151 0.00069 0.00042 0.00020 0.000126 0.000826
x-C6 0.009 0.00003 0.00020 0.00635 0.00097 0.00044 0.00027 0.00013 0.000081 0.000531
x-C7+ 0.059 0.00018 0.00130 0.04165 0.00637 0.00289 0.00177 0.00083 0.000531 0.003481

Table 4.12 Calculated xjxkAjk.

0.00001 0.00003 0.00116 0.00013 0.00005 0.00002 0.00001 0.00001 0.00003
0.00003 0.00019 0.00684 0.00075 0.00028 0.00015 0.00006 0.00003 0.00015
0.00100 0.00679 0.24743 0.02713 0.01001 0.00526 0.00218 0.00126 0.00535
0.00011 0.00075 0.02713 0.00297 0.00110 0.00058 0.00024 0.00014 0.00059
0.00004 0.00027 0.00997 0.00108 0.00040 0.00021 0.00009 0.00005 0.00022
0.00002 0.00014 0.00525 0.00057 0.00021 0.00011 0.00005 0.00003 0.00011
0.00001 0.00006 0.00212 0.00023 0.00009 0.00005 0.00002 0.00001 0.00005
0.00000 0.00003 0.00121 0.00014 0.00005 0.00003 0.00001 0.00001 0.00003
0.00002 0.00014 0.00499 0.00058 0.00022 0.00011 0.00005 0.00003 0.00012
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Z3 +E2Z2 +E1Z+E0 = 0

where E2, E1, and E0 are defined for PR in
Table 4.1 as: E2 =−0.943240181, E1 = 0.2559416,
and E0 =−0.0181146.

Step 7: use Cardano’s method described in
section 4.2.4 to solve for Z values.

Q = −0.013541915, R = −9.68518E-05, and
D =−2.47398E-06.
θ= 1.632294385.

Z1 = 0.5135, Z2 = 0.1105, and Z3 = 0.3192.

The largest and smallest value of Z from the cubic
equation are the Z-factor for vapor (Zv) and liquid
(Zl), respectively:

Zv = 0.5135 and Zl = 0.1105.

Step 8: determine v using equation (4.5): Z=
pv
RT

vv = 2.4 ft3/lbmol and vl = 0. 52 ft3/lbmol, where
subscripts v and l represent the vapor and liquid
phase, respectively.

4.4. EQUATION OF STATES FOR VAPOR–
LIQUID EQUILIBRIUM CALCULATIONS

Fugacity (f ), a very important parameter for phase
equilibrium calculation in real gases, is “adjusted pres-
sure” that ensures that the ideal chemical potential equa-
tion, equation (4.39), holds for true gases.

μ p,T ideal = μ T,p0 +RTln
p
p0

(4.39)

This “adjusted pressure” gives correct (real) values of the
chemical potential of a real gas by replacing pressure (p)with
fugacity (f ) in equation (4.39) to become equation (4.40).

μ p,T real = μ T,p0 +RTln
f
p0

(4.40)

where
p0 is the reference pressure, μ(p, T)ideal is the ideal chem-

ical potential at temperature T and pressure p, μ(p, T)real is

the real chemical potential at temperature T and pressure
p, and μ(p0, T) is the chemical potential at temperature
T and reference pressure p0.
The chemical potential of a specie i (μi) is a measure of

change in free energy (G) per unit change in the number of
species i while other species remain constant under iso-
thermal (constant temperature, T) and isobaric (constant
pressure, p) conditions.

μi =
∂G
∂Ni T,P,Nj i

(4.41)

where G is Gibbs free energy, which is a measure of the
amount of energy available to do work in an isothermal
and isobaric thermodynamic system, andNi is the number
of particles (or number of moles) of species i.
Fugacity has a unit of pressure, as it is “adjusted pres-

sure” that would fit chemical potential equation for a real
gas (equation (4.40)). The relationship between measured
pressure (p) and fugacity (f ) can, thus, be defined as:

f =ϕp (4.42)

whereϕ is the fugacity coefficient,which is a formof “correc-
tion factor” that adjusts the actual measured pressure to
ensure the real chemical potential of a real gas can be
calculated.
At low pressure (p 0), gas tends to ideal behavior

and, hence, f p and ϕ 1.
From the chemical potential equation for real and ideal

gas, and the ideal and real gas equation of state, fugacity
can be expressed as a function of pressure (p) and com-
pressibility factor (Z) in the form:

ln
f
p

= lnϕ=

p

0

Z−1
p

p (4.43)

Equation (4.43), when combined with the generalized
EOSdescribed in equation (4.4), can be used for determining
the fugacity coefficient of pure components as shown below:

ln ϕi = Z−1
Bi

B
− ln Z−B

+
A

m1−m2 B

2
N

j

xjAij

A
−
Bi

B
ln

Z+m2B
Z+m1B

(4.44)
Hence, for RK and SRK, where m1 = 0 and m2 = 1, the

fugacity coefficient is expressed as:

In ϕi = Z−1
Bi

B
−In Z−B −

A
B

2
N

j

xjAij

A
−
Bi

B
In

Z+B
Z

(4.45)

Table 4.13 Calculated xjBj.

Bj xjBj

B-N2 0.074384 0.000223
B-CO2 0.067126 0.001477
B-C1 0.066786 0.047151
B-C2 0.044186 0.004772
B-C3 0.031777 0.001557
B-n-C4 0.0247 0.000741
B- n-C5 0.01984 0.000278
B-C6 0.01642 0.000148
B-C7+ 0.007001 0.000413

B=
n

j= 1

xjBj= 0.05676
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Therefore, the fugacity coefficient for the vapor phase
using RK and SRK is:

ln ϕvi = Zv−1
Bvi

Bv
− ln Zv−Bv

−
Av

Bv

2
N

j

yjAij

Av
−
Bvi

Bv
ln

Zv +Bv

Zv

(4.46)

and for the liquid phase is:

ln ϕli = Zl−1
Bli

Bl
− ln Zl−Bl

−
Al

Bl

2
N

j

xjAij

Al
−
Bli

Bl
ln

Zl +Bl

Zl

(4.47)

For PR where m1 = 1+ 2 and m2 = 1+ 2, the fugac-
ity expression, equation (4.44), becomes:

ln ϕi = Z−1
Bi

B
− ln Z−B

+
A

2 2B

2
N

j

xjAij

A
−
Bi

B
ln

Z+ 1− 2 B

Z+ 1+ 2 B

(4.48)

Therefore, the fugacity coefficient for the vapor phase
using PR is:

ln ϕVi = Zv−1
Bvi

Bv
− ln Zv−Bv

+
Av

2 2Bv

2
N

j

yjAij

Av
−
Bvi

Bv
ln

Zv + 1− 2 Bv

Zv + 1+ 2 Bv

(4.49)

and for the liquid phase is:

ln ϕli = Zl−1
Bli

Bl
− ln Zl−Bl

+
Al

2 2Bl

2
N

j

xjAij

Al
−
Bli

Bl
ln

Zl + 1− 2 Bl

Zl + 1+ 2 Bl

(4.50)

Zv and Zl are the vapor and liquid compressibility fac-
tors, respectively.

From equation (4.42), the fugacity of component i in
the vapor phase can be defined as:

fVi = yipϕvi (4.51)

and the fugacity of component i in the liquid phase
defined as:

f li = xipϕli (4.52)

where fVi is the fugacity of component i in the vapor phase,
and f li is the fugacity of component i in the liquid phase.
At phase equilibrium, the fugacity of component i in the

liquid and vapor phases must be equal:

f li = f vi (4.53)

Hence, from equations (4.51) and (4.52) with the condi-
tion defined in equation (4.53):

yipϕvi = xipϕli

yi
xi

=
ϕli

ϕvi

Substituting Ki =
yi
xi

from equation (3.55) into the

above, the equilibrium constants can then be determined
as follows:

Ki =
ϕli

ϕvi
(4.54)

Equation (4.54) therefore satisfies the condition for
phase equilibrium where ϕvi is the fugacity coefficient of
component i in the vapor phase and ϕli is the fugacity coef-
ficient of component i in the liquid phase.

4.4.1. Steps in Carrying Out VLE Calculations using EOS

Vapor liquid equilibrium (VLE) calculations using EOS
is iterative and can be summarized using the steps shown
in Fig. 4.2.
Step 1: determine an initial K value for each component

(Ki_start) from any correlation, such as Wilson’s cor-
relation (equation 3.62 in Section 3.4.2.1), at given
temperature (T) and pressure (p).

Step 2: perform flash calculations with the initial K values
to determine starting values of nl, and xi for the liquid
phase and nv and yi for the vapor phase using equa-
tions (3.58)–(3.61) as shown in Exercises 3.4 and 3.5.

Step 3: using the EOS described in equation (4.4) deter-
mine Zl and Zv using composition xi for the liquid
phase and yi for the vapor phase. Exercise 4.1 shows
the calculation of the Z-factor.

Step 4: using EOS-VLE calculation models (equations
(4.45)–(4.50)), determine the fugacity coefficient of
the liquid (ϕli) and vapor (ϕvi) using initial liquid
and vapor fractions (xi and yi respectively) from flash
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calculations (from Step 2) and initial liquid and
vapor Z-factors (Zl and Zv respectively) from EOS
calculations (from Step 3).

Step 5: determine updated Ki (Ki_updated) value using
the ratio of fugacity coefficient defined in equation

(4.54), which is Ki =
ϕli

ϕvi
.

Step 6: check that there is convergence in Ki solution,
i.e. Ki-start ≈Ki-updated. This can be tested using:

n

i = 1

ε2 =
n

i = 1

Ki−start−Kupdated

Ki−start

2

≤ 1× 10−5 (4.55)

ε2 ≤ 1 × 10−5 is a reasonable value for convergence for Ki

determination. Where the value of Ki does not converge,
the entire process in Section 4.4.1. is repeated starting with
an updated Ki value (Ki-updated) as the starting Ki (Ki-start)
value for the flash calculation in step 2.

4.4.2. Saturation Points Calculation using
the EOS-VLE Method

The workflow described in Fig. 4.2 shows that for a
given input – zi, T, and p – the output – xi, yi, nl,
nv,and Ki – can be calculated. The entire workflow in
Fig. 4.2 can be set up as a parameterized function using
various approaches, including VBA call function in Excel
with input as zi, T, and p and output as xi, yi, nl, nv, andKi.
With the call function setup, at a given temperature (T)
and fluid composition (zi), pressure (p) can be varied iter-
atively to meet criteria defined by equation (3.68)

i

zi
Ki

= 1 for dew point pressure calculation and cri-

teria defined by equation (3.69)
i

ziKi = 1 for bub-

ble point pressure calculation.

Figure 4.2 Flow chart for VLE calculations using EOS.
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Variation of pressure at a given temperature to deter-
mine dew point pressure and bubble point pressure are
demonstrated in Exercise 3.7 and Exercise 3.8, respec-
tively, using Wilson’s correlation [Wilson, 1968], a para-
meterized function that relates Ki to T, p explicitly and
a material balance that relates Ki to zi, xi, and yi through
equations (3.59) and (3.61).

Exercise 4.2 VLE Calculation Using EOS Models
A gas condensate sample with the composition and

properties shown in Table 4.14 is flashed in a first stage
separator at 1200 psia and temperature of 70 F.
Assuming equilibrium was achieved, determine the
mole fraction and composition of each phase using
the fugacity coefficient derived from the Peng Robin-
son EOS.

Solution.
Using the steps in Fig. 4.2, the solution is summarized in

Table 4.15.

4.5. COMPOSITIONAL GRADING

Due to the pressure and temperature gradient in a res-
ervoir, hydrocarbon properties may vary with depth.
Even over geological time some reservoirs may not attain
compositional homogeneity, as molecular diffusion is a
very slow process. The formation and saturation pressure
profile in a reservoir with a gas–oil contact where the
vapor (gas) and liquid (oil) phases are in equilibrium is
shown in Fig. 4.3.
At the GOC, for the gas and oil fluid column to be in

pressure equilibrium, gas and oil formation pressure must
be equal. Also, the formation pressure must be equal to
the saturation pressure at the GOC for the vapor and liq-
uid to be in phase equilibrium (Fig. 4.3).

Table 4.14 Composition and Properties of Gas Condensate for
Exercise 4.3.

Component Mole fraction Tci ( R) pci (psi) ωi

N2 0.003 226.57 492.02 0.039
CO2 0.022 547.36 1,072.96 0.239
C1 0.706 343.15 673.08 0.011
C2 0.108 549.47 708.35 0.099
C3 0.049 665.68 617.38 0.153
n-C4 0.030 764.96 550.66 0.199
n-C5 0.014 845.26 489.52 0.251
C6 0.009 913.77 439.70 0.299
C7+ 0.059 1,119.18 402.68 0.350

Table 4.15 Use of Fugacity Defined by PR for VLE Calculation.

Wilson’s initial calculation Final calculation following iteration

nv
0.737

nl = 1 − nv
0.263

nv
0.782

nl = 1 − nv
0.218

Component Mole fraction Ki yi xi Ki yi xi

N2 0.003 9.93E+00 3.93E−03 3.96E−04 5.90E+00 4.15E−03 7.03E−04
CO2 0.022 7.12E−01 1.99E−02 2.79E−02 1.00E+00 2.17E−02 2.16E−02
C1 0.706 3.75E+00 8.75E−01 2.33E−01 2.82E+00 8.22E−01 2.91E−01
C2 0.108 4.70E−01 8.32E−02 1.77E−01 7.58E−01 1.01E−01 1.33E−01
C3 0.049 1.04E−01 1.50E−02 1.44E−01 3.18E−01 3.37E−02 1.06E−01
n−C4 0.030 2.59E−02 2.75E−03 1.06E−01 1.36E−01 1.27E−02 9.30E−02
n−C5 0.014 7.33E−03 3.82E−04 5.21E−02 6.10E−02 3.10E−03 5.08E−02
C6 0.009 2.30E−03 7.81E−05 3.39E−02 2.83E−02 1.06E−03 3.74E−02
C7+ 0.059 1.60E−06 3.59E−07 2.24E−01 2.76E−03 7.35E−04 2.67E−01

Σzi Σxi Σyi Σyi Σxi
1.000 1.00 1.00 1.00 1.00

Figure 4.3 Formation pressure profile in a formation with gas
and oil in equilibrium.
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The effect of compositional grading may not be obvious
from the formation pressure log (formation pressure–
depth plot) where the change in fluid composition with
depth is subtle. However, where the composition gradient
is severe and significantly impacts density, a formation
pressure log may show continuously increasing pressure
gradient with depth (Fig. 4.4).
Gas-oil contact in reservoir with compositional grading

can have a transition from gas to oil occurring at saturated
gas-oil contact (Fig. 4. 4a). An uncommon transition from
gas to oil without a saturated gas-oil contact also exist. In

this fluid system, which has been observed in some near
critical fluid, an undersaturated critical fluid mixture cre-
ates a smooth and continuous transition from gas to oil
(Fig. 4. 4b). This undersaturated critical fluid mixture at
the gas-oil transition interface is at formation temperature
which is equal to critical temperature. The critical pres-
sure of the fluid mixture at the gas-oil transition, which
is the maximum saturation pressure along the entire fluid
column, is considered the saturation pressure at the gas-oil
contact. This critical pressure of the fluid mixture which
defines the transition between gas and oil column is lower

Figure 4.4 Saturated and Undersaturated GOC in Fluid with Compositional Grading.
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than the formation pressure at that depth, and hence this
depth is also called undersaturated gas-oil contact
(Fig. 4.4b)

Exercise 4.3 Determining Gas–Oil Contact from Fluid
Properties
AWireline formation tester was used to sample gas and

oil zones in a reservoir with both gas and oil present. The
composition of gas sample is given in Table 4.16 and the
composition of the oil sample is given in Table 4.17.
1. Using PR-EOS, determine the saturation pressure of

the gas and oil columns given that the average reservoir
temperature is 190 F.
2. Is the gas column in equilibrium with the oil column?
3. Given that the formation pressure in the gas zone can

be described by: pgas psia = 0 11 zgas + 3001, determine
the gas–oil contact. Zgas is true vertical depth subsea in
ft within the gas zone.

Solution Steps.
Step 1: using the steps outlined in Section 4.4.2, deter-
mine the dew point pressure (pdew) at 190 F for the
gas sample and the bubble point pressure (pbubble)
at 190 F for the oil sample.

Step 2: if pbubble = pdew, then the gas and oil are most
likely to be in equilibrium. However, if pbubble

pdew then the gas and oil columns are not in
equilibrium.

Step 3: to determine the GOC, substitute pbubble or pdew
into the formation pressure equation and the corre-
sponding depth gives the GOC.

Solutions.
1. Using the steps outlined in Section 4.4.2, pbubble and

pdew were determine as: pbubble = pdew = 3,300 psia.
2. Since pbubble = pdew, the gas and oil columns can be

assumed to be in pressure equilibrium.
3. pgas = 0 11 zgas + 3,001

Zgas =
pgas−3,001

0 11

at the GOC

zgas =GOC=
psat−3,001

0 11

zgas =GOC=
3,300−3,001

0 11
= 2,718 18 ft

GOC= 2,718.18 ft
An EOS software can be used for the above exercise,

whereby it is easy to generate a phase envelope and to also
check graphically if pdew and pbubble are equal as shown
in Fig. 4.5.

Exercise 4.4 Sample Recombination
The reservoir in Exercise 4.3 was tested as part of a drill

stem test (DST) program with the entire 90 ft formation
tested. The interval tested produced reservoir hydrocarbon
fluid with a dew point pressure of 3,826.32 psia at 190 F.
1. Determine the fraction of the gas-bearing zone and

the oil-bearing zone contributing to the produced fluid
during the DST, assuming that the Parrine–Martin [Perr-
ine, 1956; Martin, 1959] assumption of uniform distribu-
tion of all phases in the reservoir during testing is
considered valid. Parrine–Martin assumptions in multi-
phase well testing are discussed in Chapter 8.9.1.
2.What would a good recommendation be if oil produc-

tion is the objective of field development?
Note: It is more accurate to use EOS instead of theWilson
correlation, as the Wilson correlation is accurate only at
pressures up to 500 psia.

Solution.
1. Combining equations (3.56) and (3.57) to elimi-

nate nL:

zi = nvyi + 1−nv xi (4.56)

Vary nv (vapor fraction) starting from nv = 0.5 in equa-
tion (4.56) to get a fluid mixture (zi) with saturation

Table 4.17 Composition of Oil Sample for Exercise 4.3.

Components Mol % MW SG

N2 0.000
CO2 0.691
H2S 0.042
C1 53.221
C2 13.639
C3 8.084
n-C4 4.476
n-C5 2.770
C6 2.243
C7+ 14.835 193 0.836

Table 4.16 Composition of Gas Sample for Exercise 4.3.

Components Mol % MW SG

N2 0.000
CO2 0.687
H2S 0.035
C1 72.138
C2 13.309
C3 6.327
n-C4 2.822
n-C5 1.434
C6 0.971
C7+ 2.276 193 0.836
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pressure of 3,826.32 psia through an iterative process
using the setup described in section 4.4.2 by varying nv
for given pdew in this case.
Only one of nv or nl need to be varied considering that

nv = 1− nl or nl = 1− nv.
0.7 of gas and 0.3 of oil will give zi (Table 4.18) with pdew

of 3,826.32 psia.
2. With significant vapor fraction (nv = 0.7) from the

DST and considering oil production for field develop-
ment, the production interval should be kept further away
from the gas zone to minimize gas production.
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5

Formation Evaluation

Formation evaluation involves determination of the
petrophysical properties of formation using wireline logs.
Determined petrophysical properties from formation
evaluation is important for qualitative and quantitative
reservoir characterization.
Detailed interpretation of well logs is considered to fall

within the domain of petrophysics; however, all disciplines
involved in the reservoir management team are expected to
have some level of understanding of well logs, either for
qualitative or quantitative formation characterization.
For petroleum engineers, basic qualitative and quantitative
interpretation of well logs is very important.
For geology and geophysics, well logs are an important

information source for: depth of formation tops;
understanding of facies and lithology; hydrocarbon
accumulations; petrophysical properties such as porosity,
water distribution, and fluid contact for geological and
simulation models; and important input for creating
synthetic seismic sections.
For drilling and completion engineering, well logs are

used for: calculating hole volume required for cementing
operation; determining keyseat (channel or groove cut in
the side of the hole) and severe doglegs; determining the
best location to set a Whipstock; determining completion
interval for hydrocarbon production; and determining
production or test packer interval.
For reservoir and production engineering, well logs

provides information on: reservoir pay zone; vertical
and horizontal property distribution using single and/or
multiples wells; providing key input parameters for
in-place hydrocarbon volume calculations; well comple-
tion optimization; well deliverability prediction; forma-
tion and well test analysis; reservoir development
options; understanding reservoir compartmentalization

for reservoir development strategies; predicting chances
of gas and water production.

5.1. FORMATION EVALUATION

The response of logging tools in a reservoir depends
generally on lithology (rock type) and fluid in the forma-
tion, which could be one or more of gas, oil, and water
(fresh or saline). Lithology generally describes the gross
characteristics of a rock and relates to mineral content,
texture, grain size, and color. Typical lithologies include:
sandstone (or sand), limestone, dolomite, clay, shale,
chert, diatomite, anhydrite, gypsum, halite, and tuff
[Chilingar et al., 2005].
Interpretation of logs acquired along the well can be

used for: reservoir fluid description; lithological descrip-
tion; matching logs and depth correlation; lithology
description; identification of permeable and nonperme-
able regions of the reservoir; movable hydrocarbon; reser-
voir zonation (dividing reservoir into different fluid
zones); porosity calculation within a zone of interest;
and calculating hydrocarbon saturation within a zone
of interest near and away from the wellbore.
Formation evaluation provides a very important input

in defining lithofacies, which are mappable subdivisions
of a stratigraphic entity that can be characterized by facies
or lithology. Facies means the total characteristic of a
rock or sediment unit that reflects its origin and environ-
ment of deposition, and allows it to be differentiated from
another rock unit around it. Attributes that can be used to
define facies include: lithology (lithological facies);
deposition (depositional facies); biotic (biofacies); and
diagenesis (diagenetic facies).

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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Akey objective of petrophysical data and their interpre-
tation is to identify and quantify hydrocarbon resources in
the subsurface and evaluate the rock and fluid properties.
As shown in equation. (1.8)–(1.13) in Chapter 1, all
reservoir properties except area and fluid properties can
be derived from petrophysical evaluation of well logs.
For reservoir engineering purposes, petrophysical

properties that affect hydrocarbon fluid storage (porosity)
in a reservoir and the flow of hydrocarbon (permeability)
are very important. Formation evaluation is also useful
for determining fluid contacts, reservoir rock saturation,
porosity, permeability, and lithology.
The use of openhole logs for formation characterization

involves the integration of information and data from
mud logs, which include drill cutting and side wall cores,
vertical seismic profiles, formation test data, geological
information, geophysical data, well test data, and
interpretation results and any other form of formation
characterization data or analysis.

5.1.1. Well Deviation Survey Calculation

During logging, depth is measured along the well path
from the derrick. This depth is called measured depth
(driller depth or logging depth), which is originally meas-
ured from derrick floor, or drill floor elevation (DFE) or
rotary kelly bushing (RKB). The measured depth from
the kelly bushing (KB) can be converted to measured
depth referenced from mean sea level (MSL) by subtract-
ing elevation of KB from mean sea level. Such depth is
termed as measured depth MSL (MD MSL).
The different depth definitions are summarized

in Fig. 5.1.
True vertical depth (TVD), which is vertical displacement

of the well in the vertical axis from a reference, is a useful
depth in reservoir characterization and subsurface
mapping of properties. Many reservoir characterization
methods, including formation pressure log analysis

(FPLA) and reservoir simulation, are always carried out
in true vertical depth and referenced from a mean sea level
datum. When true vertical depth is referenced from KB,
it is termed true vertical depth kelly bushing (TVDKB) or
true vertical depth DFE (TVDDFE) and when referenced
from mean seal level, it is termed true vertical depth
mean sea level (TVD MSL) or true vertical depth
subsea (TVDSS).
The objective of a well deviation survey in log analysis

and formation testing is defining the relationship between
measure depth (MD) and true vertical depth (TVD). Well
deviation surveys are also used to determine downhole
location relative to a surface reference during directional
drilling and other well operations.
In order to calculate well deviation survey and

coordinates the following inputs are required: inclination;
azimuth;MD; and a reference coordinate (usually coordi-
nates of wellhead). Accelerometer measurements (Gx, Gy,
Gz) and magnetometer measurements (Bx, By, Bz) are
used in determining hole inclination, magnetic azimuth,
and tool orientation.
Tool inclination (I) from accelerometer reading is

expressed as:

I = cos−1 Gz

G2
x + G2

y + G2
z

or

I = sin−1
G2

x + G2
y

G2
x + G2

y + G2
z

(5.1)

Magnetic azimuth (A) from accelerometer and magne-
tometer measurement is expressed as:

A= tan−1
GxBy−GyBx G2

x + G2
y + G2

z

Bz G2
x + G2

y −Gz GxBx−GyBy

(5.2)

Figure 5.1 Depth measurement in well logging.
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The direction which the tool is pointing, tool face,
is determined from the x and y components of the
accelerometer measurements as:

Tool Face= tan−1 Gx

Gy
(5.3)

5.1.1.1. Methods for Calculating Deviation Survey.
The most common methods for calculating deviation
survey include the: average method; balanced tangential
method; minimum curvature method; tangential method;
radius of curvature; and the tangential method. The radius
of curvature and minimum curvature methods are the
most accurate of the methods, while the tangential
method is the least accurate. Given the coordinates of a
survey station described by coordinates X(ft), Y(ft), and
Z(ft), for a survey station at X1 (ft) (positive towards
the east); Y1 (ft) (positive towards the north); Z1 (ft)
(TVD, positive downwards), the coordinates of an
adjacent survey station (X2, Y2,and Z2) will be:

X2 =X1 +ΔEast;Y2 =Y1 +ΔNorth and Z2 =Z1 +ΔVert
(5.4)

where ΔEast is the adjacent survey station in the east,
ΔNorth is in the northing, and ΔVert is in vertical direc-
tion. The methods listed here describe how ΔEast,
ΔNorth, and ΔVert are calculated.

Average Method
This method uses the average of I1 and I2 (I at stations

1and 2, respectively) as an inclination, the average of A1

and A2 (A at stations 1 and 2, respectively) as a direction,
and assumes the entire survey interval (ΔMD) to be
tangent to the average angle.

ΔNorth=ΔMD×sin
I1 + I2

2
× cos

A1 +A2

2
(5.5)

ΔEast =ΔMD×sin
I1 + I2

2
× sin

A1 +A2

2
(5.6)

ΔVert =ΔMD×cos
I1 + I2

2
(5.7)

Balanced Tangential Method
This method treats half the measured distance (DMD/

2) as being tangent to I1 and A1 and the remainder of the
measured distance (DMD/2) as being tangent to I2
and A2.

ΔNorth=
ΔMD

2
sin I1 × cos A1 + sin I2 × cos A2

(5.8)

ΔEast =
ΔMD

2
sin I1 × sin A1 + sin I2 × sin A2

(5.9)

ΔVert =
ΔMD

2
cos I1 + cos I2 (5.10)

Minimum Curvature Method
This method smoothens the two straight-line segments

of the balanced tangential method using the ratio fac-
tor RF.

RF=
2
DL

tan
DL
2

(5.11)

DL = β and must be in radians
To avoid a singularity in the straight hole, it is necessary

either to set RF = 1 when DL is less than some fixed angle
θ, or to use the following truncated series expansion when
DL is less than some fixed θ and fixed angle ϕ:

RF= 1+
DL2

12
+
DL4

120
+
17DL6

20160
(5.12)

If the fixed values obey θ< 0.01 and ϕ< 13 , the result-
ant error will be less than 1 part in 109.
The dogleg angle, β, is given by:

cos β = cos I2−I1 −sin I1 × sin I2 1−cos A2−A1

(5.13)

Hence, for the minimum curvature method:

ΔNorth=
ΔMD

2
sin I1 × cos A1 + sin I2 × cos A2 ×RF

(5.14)

ΔVert =
ΔMD

2
cos I1 + cos I2 ×RF (5.15)

ΔEast =
ΔMD

2
sin I1 × sin A1 + sin I2 × sin A2 ×RF

(5.16)

Radius of Curvature Method
This is based on the assumption that the well path is an

arc when viewed from the vertical and horizontal planes.

ΔNorth =
ΔMD cos I1 −cos I2 sin A2 −sin A1

I2−I1 A2−A1

180
π

2

(5.17)

ΔEast =
ΔMD cos I1 −cos I2 cosA1−cosA2

I2−I1 A2−A1

180
π

2

(5.18)
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ΔVert =
ΔMD sin I2 −sin I1

I2−I1

180
π

2

(5.19)

If angles are kept in radians, 180 = π, equations (5.17)–
(5.19) can be expressed as:

ΔNorth=
ΔMD cos I1 −cos I2 sin A2 −sin A1

I2−I1 A2−A1

(5.20)

ΔEast =
ΔMD cos I1 −cos I2 cosA1−cosA2

I2−I1 A2−A1
(5.21)

ΔVert =
ΔMD sin I2 −sin I1

I2−I1
(5.22)

Tangential Method
This approach describes the well path as a straight line

that is defined by the inclination and azimuth.

ΔNorth=ΔMDsin I2 cos A2 (5.23)

ΔEast =ΔMDsin I2 sin A2 (5.24)

ΔVert =ΔMDcos I2 (5.25)

5.1.2. Well Log Measurement

Well log acquisition involves measuring and recording
properties of formation using tools lowered into the well
at varying depths or at a fixed depth at varying times in
the case of formation testing.
Openhole log acquisition can be achieved through

logging while drilling (LWD), where acquisition of logs
is through a sensor attached to the drilling string. Though
LWD has become increasingly common, not all measure-
ments that can be carried out through wireline logging
(WL) are available through LWD. In WL, acquisition
of logs is carried out after the drilling operation using a
tool/sensor attached to electrical cables (wireline) for
wireline logging (WL) or coil tubing for coil tubing logging
(CTL). In a situation where the well is highly deviated;
horizontal wells, and wells with complex architecture
where logging tools cannot travel along well path via
gravity, logging tools are pushed along the well path using
drill pipes with tools attached to the end of the drill pipes
with electrical cables through the drill pipes in a process
called tough logging condition (TLC).
Fig. 5.2 illustrates openhole logging from a truck-

mounted surface acquisition unit.
The principle of measurement of different logging tools

varies, as does their depth of investigation and vertical
resolution in formation. Fig. 5.3 shows the depth of
investigation and vertical resolution of some common
well logging tools.

Figure 5.2 Openhole logging from a truck-mounted surface acquisition unit.
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Measured logs are displayed on tracks with properties
scaled on the horizontal axis above the track and depth
recorded vertically increasing downwards. Fig. 5.4 shows
an example of track for recording openhole logs.

5.1.3. Caliper Log

A caliper log, which is acquired with a caliper logging
tool, is a measures of wellbore size. It gives an indication

of well washouts, cave-ins or shale swelling. Fig. 5.5
shows an example of a caliper logging tool and Fig. 5.6
shows an example of a caliper log.
Caliper logs also provide supporting information for

lithological characterization, as washouts are expected
in shaly formations and stable hole size is expected in
consolidated sandstone formations.

5.1.4. Gamma Ray (GR) Log

A gamma ray (GR) log is a measurement of the natural
gamma radiation of the formation. Shale consists of
40K, 238U, and 232Th, which emits gamma radiation.
A gamma ray log therefore gives indication of the
amount of shale in a given lithology, hence distinguish-
ing between shale and nonshales.GR logs are scaled in
GAPI units. Fig. 5.7 shows a schematic of gamma ray
logging.
Gamma ray logs can be used for determining the shale

content in a given formation using the linear relationship
between Vsh and GRzone, as shown in equation (5.26):

Vsh fraction =
GRzone−GRclean

GRshale−GRclean
(5.26)

Figure 5.3 Typical resolution of some well logging tools.

Figure 5.4 Example of tracks for openhole logs.
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Equation (5.26) is also called the gamma ray index
(IGR). Hence, the gamma ray index is defined as:

IGR =
GRzone−GRclean

GRshale−GRclean
(5.27)

Fig. 5.8 shows an example of GR log response to shale-
sand lithology with high GR response corresponding to
shale and low GR response corresponding to sand.
Considering Zone B in Fig. 5.8, with average GR

response of 50 GAPI, the shale content (Vsh) for Zone
B, based on Gamma Ray Index (linear interpolation of
GR), is therefore:

Vsh fraction =
GRzone−GRclean

GRshale−GRclean

Vsh fraction =
50−10
90−10

= 0 5

Other Vsh methods published [Asquith and Krygowski,
2004; Cannon, 2016] are summarized in Table 5.1.
Gamma ray logs are an important input in calculating

net-to-gross ratio (NTG or N/G). NTG defines the ratio

Figure 5.6 Caliper log showing hole size.

Figure 5.7 Gamma ray logging.

Figure 5.8 Gamma ray log and lithology.

Figure 5.5 Caliper logging tool.
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of net reservoir interval to gross thickness. The NTG for
the entire interval covered by the GR log in Fig. 5.8 is
therefore:

NTG=
hB +hC

hA +hB +hC +hD

Exercise 5.1 Sensitivity on Vsh Calculation
Given the openhole logs in Table 5.2 determine Vsh

using the five methods listed in Table 5.1.

Solution.
GRClean andGRShale is determined as shown in Fig. 5.9.

Table 5.1 Vsh Calculation Methods.

Method Formula Formulation and comments

Linear
(Gamma Ray Index)

Vsh = IGR (5.28) Based on linear relationship between shale volume and
GR response.

Larionov [1969] for
tertiary
(unconsolidated) rock

Vsh = 0 083 23 7IGR −1 (5.29) Based on empirical correlation. Linear relationship (5.27)
overestimates Vsh for tertiary (unconsolidated) rocks.

Larionov [1969] for
pre-tertiary (older and
consolidated) rock

Vsh = 0 33 22IGR −1 (5.30) Based on empirical correlation.
Linear relationship (5.27) overestimates Vsh pre-tertiary
(consolidate) rocks

Stieber [1970]
Vsh =

0 5IGR

1 5− IGR

(5.31) Calibration to Gulf coast log.

Clavier et al. [1971]
Vsh = 1 7− 3 38− IGR + 0 7 2

1
2 (5.32) Compromise between Larionov Tertiary and old rock

model

IGR is defined in equation (5.27)

Table 5.2 Acquired Openhole Logs for Exercise 5.1.

MD (KB)
(ft)

SP
(mV)

GR
(GAPI)

LLD
(Ω-m)

MD (KB)
(ft)

SP
(mV)

GR
(GAPI)

LLD
(Ω-m)

6,200 −81.69 61.01 2.16 6,325 −54.62 107.73 1.55
6,205 −78.28 77.61 1.70 6,330 −45.48 109.43 1.39
6,210 −71.75 90.41 1.46 6,335 −42.71 108.00 1.36
6,215 −59.25 102.64 1.45 6,340 −43.14 105.03 1.79
6,220 −48.85 109.53 1.44 6,345 −48.20 104.32 1.65
6,225 −44.41 111.86 1.42 6,350 −56.10 105.09 1.49
6,230 −44.41 111.86 1.38 6,355 −61.14 105.85 1.43
6,235 −44.08 112.36 1.33 6,360 −53.40 105.80 1.46
6,240 −43.28 113.14 1.19 6,365 −61.00 108.22 1.41
6,245 −42.10 113.14 1.00 6,370 −61.91 100.40 1.31
6,250 −40.08 110.01 0.91 6,375 −60.34 97.88 1.25
6,255 −38.05 97.88 0.87 6,380 −58.78 97.88 1.25
6,260 −36.03 97.88 0.82 6,385 −52.29 100.79 1.25
6,265 −36.07 97.88 0.78 6,390 −41.67 100.53 1.13
6,270 −37.55 100.68 0.77 6,395 −57.99 90.55 0.88
6,275 −39.03 102.97 0.76 6,400 −81.86 63.07 0.73
6,280 −40.50 102.97 0.76 6,405 −85.57 59.61 0.64
6,285 −45.51 90.55 1.02 6,410 −86.00 57.95 0.55
6,290 −52.41 68.00 3.48 6,415 −87.00 58.12 0.67
6,295 −68.40 69.40 9.08 6,420 −83.31 60.00 0.99
6,300 −75.86 69.41 14.57 6,425 −71.29 71.52 1.16
6,305 −75.39 70.00 4.56 6,430 −67.75 83.05 1.21
6,310 −49.57 107.83 2.16 6,435 −64.20 94.22 1.25
6,315 −56.01 109.19 1.90 6,440 −63.05 103.43 1.24
6,320 −55.46 108.30 1.65 6,445 −63.05 101.35 1.22
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IGR is calculated using equation (5.27) and shown in
Table 5.3.
Vsh for each method listed in Table 5.1 depends only on

IGR (first column of Table 5.3).
A comparison of each Vsh from the different methods

used is displayed in Fig. 5.10.
Comparison of different Vsh calculations showing

deviation from linearity is shown in Fig. 5.11.

The gamma ray signal measured during logging, which
is also called natural gamma ray or standard gamma ray
log, consists of the sum of contributing signals from tho-
rium (Th), uranium (U), and potassium (K) as shown in
equation (5.33):

GR GAPI =RTh Th ppm

+RU U ppm +RK K wt
(5.33)

where RTh, RU, and RK are the contributing ratios of tho-
rium, uranium, and potassium, respectively, for weighting
contribution of each signal. Thorium and uranium are in
ppm while potassium is in weight-%.
The gamma ray log, which is also called natural gamma

ray or standard gamma ray log, should not be used in radi-
oactive sands, which can give the response expected of a
shale formation, thereby leading to wrong lithological
characterization (Fig. 5.12). Figure 5.12 shows further
that following spectral decomposition of the GR, potas-
sium and thorium did not respond to the radioactive sand
unlike uranium, which showed a positive response. The
gamma ray log corrected for the effect of uranium, which
can be present in both clean and shaly formations, should
be used in radioactive sands.

Figure 5.9 GR log showing GRClean and GRShale.

Table 5.3 Vsh Calculation Using Different Methods.

IGR

equation
(5.28)

Larinov
(Tertiary)
equation
(5.29)

Larinov
(Pre-tertiary)
equation
(5.30)

Steiber
equation
(5.31)

Clavier
equation
(5.32)

0.05 0.01 0.03 0.02 0.02
0.36 0.13 0.22 0.16 0.20
0.60 0.30 0.43 0.33 0.40
0.83 0.61 0.71 0.62 0.68
0.96 0.88 0.91 0.88 0.90
1.00 1.00 0.99 1.00 1.00
1.00 1.00 0.99 1.00 1.00
1.00 1.00 0.99 1.00 1.00
1.00 1.00 0.99 1.00 1.00
1.00 1.00 0.99 1.00 1.00
0.97 0.90 0.93 0.90 0.92
0.74 0.47 0.59 0.49 0.56
0.74 0.47 0.59 0.49 0.56
0.74 0.47 0.59 0.49 0.56
0.79 0.55 0.66 0.56 0.63
0.83 0.62 0.72 0.63 0.69
0.83 0.62 0.72 0.63 0.69
0.60 0.31 0.43 0.34 0.40
0.18 0.05 0.10 0.07 0.09
0.21 0.06 0.11 0.08 0.10
0.21 0.06 0.11 0.08 0.10
0.22 0.06 0.12 0.09 0.11
0.92 0.81 0.86 0.80 0.84
0.95 0.87 0.90 0.86 0.89
0.93 0.83 0.87 0.82 0.86
0.92 0.80 0.86 0.80 0.84
0.95 0.88 0.91 0.88 0.90
0.93 0.81 0.86 0.81 0.85
0.87 0.70 0.78 0.70 0.75
0.86 0.67 0.76 0.67 0.73
0.87 0.70 0.78 0.70 0.75
0.89 0.73 0.80 0.73 0.77
0.89 0.72 0.80 0.72 0.77
0.93 0.82 0.87 0.82 0.85
0.79 0.54 0.65 0.55 0.62
0.74 0.47 0.59 0.49 0.56
0.74 0.47 0.59 0.49 0.56
0.79 0.55 0.66 0.56 0.63
0.79 0.55 0.66 0.56 0.62
0.60 0.31 0.43 0.34 0.40
0.09 0.02 0.04 0.03 0.04
0.03 0.01 0.01 0.01 0.01
0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00
0.03 0.01 0.02 0.01 0.01
0.25 0.07 0.14 0.10 0.13
0.46 0.19 0.30 0.22 0.28
0.67 0.38 0.51 0.41 0.48
0.84 0.64 0.73 0.64 0.70
0.80 0.57 0.68 0.58 0.64
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The sum of the potassium-40 and thorium radiation
(SGR minus uranium contribution) is called computed
gamma ray response (CGR) or uranium free gamma ray.
Spectral gamma ray constituents are useful for

formation characterization often by using the ratio of
the constituent signal.
The Th/U ratio has been observed to vary from one

environmental deposition to another. They have been
observed to be highest in sediments deposited in continen-
tal oxidizing environments and lowest in marine reducing
environments. High U/K in shale characterizes potential
hydrocarbon source rock and Th/K is important in defin-
ing clay types.

5.1.4.1. Limitation of Gamma Ray for Formation
Characterization. Potassium chloride (KCl) mud due to
presence of potassium (K) results in high GR (standard
gamma ray) and SGR (spectrometry gamma ray) leading
to the wrong CGR. Barite mud results in a reduced GR
and SGR.
When both GR and CGR are provided, both logs

should be compared to check for the presence of radioac-
tive sands. Also, it is good practice to compare the calcu-
lation using GR with that using CGR for consistency.

5.1.5. Spontaneous Potential (SP) Log

The spontaneous potential log (SP) is a measure of the
spontaneous potential difference (sometimes called self-
potential) between a moving electrode in the wellbore
and a surface electrode (Fig. 5.13). The deflection of the
SP is due to electrical current flow arising from
electrochemical and electrokinetic potentials in the

Figure 5.10 Comparison of Vsh by different methods.

Figure 5.11 Comparison of different Vsh showing deviation from linearity.
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formation. The electrochemical component of the SP
response is made up of membrane potential, due to migra-
tion of Na+ (when Rw <Rm) through selective shale mem-
brane causing a flow of current, and the liquid-junction
potential, which is due to movement of predominantly
Cl− ions that are smaller and more mobile than Na+

and, hence, generate current in opposite direction of flow
to Cl− ions. The electrokinetic component is due to the
flow of electrolyte through permeable formation.
Although the electrochemical component of SP is small,
it can become significant when there is a large pressure dif-
ferential that ensures a significant flow of electrolyte. The
static spontaneous potential (SSP) of a formation, which is
the sum of the electrokinetic, membrane and liquid junc-
tion potential can be expressed as:

SSP=Ek +Em +Ej (5.34)

SP deflection is to the left (negative) when the formation
water salinity is higher than the salinity of the mud filtrate,
which is often the case; however, deflection is to the right
(positive) when formation salinity is less than salinity of

the mud. The recorded SP log approaches the SSP in thick
permeable formations.
Spontaneous potential can be used for identification of

permeable beds, formation water resistivity (Rw) calcula-
tion in the absence of resistivity log, and log correlation
and identification of shaliness of a formation. SP for
calculation of Vsh should be considered only when GR
is not available or in radioactive sand where CGR
(uranium free gamma ray) is not available.
SP logs for formation evaluation have some limitations;

these include: not being able to be acquired in cased holes;
alteration of SP current when high resistive formations are
present between shale and a permeable formation; SP
base line shift along the SP track due to a difference in
salinity when the formation is separated by shale; not
being able to be acquire in conductive mud or when there
is no contrast in resistivity between mud filtrate resistivity
(Rmf) and formation water resistivity (Rw). SP logs
are seriously affected by external power sources and
cable lines.
Shale content using SP log is calculated in similar

approach to GR. Vsh using SP log can be calculated using:

Vsh fraction =
SPzone−SPclean

SPshale−SPclean
=
SSP−PSP

SSP
= 1−

PSP
SSP

(5.35)

In the SP log shown in Fig. 5.14, the shale content (Vsh)
of the zone of interest can be calculated using
equation (5.35).

Vsh =
SPzone−SPclean

SPshale−SPclean
=
SSP−PSP

SSP
= 1−

PSP
SSP

Where
SPclean≡ SPsand

Vsh = 1−
PSP
SSP

=1−
PSP
SSP

=1−
52 3
72 7

= 0 28

Figure 5.12 Standard gamma ray log with spectral decomposition.

Figure 5.13 Measurement and tool arrangement for SP log.
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Exercise 5.2 Calculation of Shale Content Using SP and
GR Logs
Determine the shale content in the formation between

the intervalof 6,290and6,305 ft (Fig. 5.15) forawell drilled
with mud with filtrate resistivity greater than formation
water resistivity (Rw < Rmf) using GR and SP log sepa-
rately given the acquired openhole well logs in Table 5.2.

Solution Steps.
Step 1: determine GRSand and GRShale required for Vsh

calculation using the GR log as shown in Fig. 5.8 and
SPSand and SPShale for Vsh determination using the SP
log as shown in Fig. 5.14.

Step 2: mark out the depth interval (zone) where Vsh is
to be calculated. Determine GRZone for Vsh determi-
nation using the GR log as shown in Fig. 5.8 and
SPZone for Vsh determination using the SP log as
shown in Fig. 5.14.

Fig. 5.16 shows determination of GRClean, GRShale,
and GRZone for GR and SPSand, SPShale, and SPZone
for SP.

Step 3: determine Vsh using equation (5.26) for GR log
and equation (5.35) for SP log.

Solution.
From equation (5.26)

Vsh fraction =
GRzone−GRclean

GRshale−GRclean
=

69 41−58 12
111 86−58 12

= 0 21

Vsh based on GR is 0.21.
From equation (5.35)

Vsh =
SPzone−SPclean

SPshale−SPclean
=

−75− −86
−36 5− −86

= 0 22

Vsh based on SP is 0.22.

Figure 5.14 SP log showing sand line, shale line, and SP of the
zone of interest.

Figure 5.15 Well log showing GR, SP, ILD, and zone of interest.

Figure 5.16 GRClean, GRShale, and GRZone for GR and SPSand,
SPShale, and SPZone for SP.
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5.1.5.1. SP Log for Rw Determination. SP can be used
to calculate Rw. This method, though widely used, may
not yield an accurate Rw, as SP logs are easily affected
by environmental factors. For use of SP for Rw

calculation, it is expected that SP remains constant over
considerable thickness and Rmf constant over the same
interval of clean sand.
The steps for using SP log for Rw calculation are

summarized here.
Step 1: convert mud resistivity (Rm) and filtrate

resistivity (Rmf) from measurement temperature (Tm) to
that at formation temperature (Tf).
Formation temperature if not given can be calculated

using the temperature gradient, which can be derived if
the temperature of another formation in the same area
is known:

GT =
Tf D−Ts

D
×100 (5.36)

where GT is geothermal gradient in F/100 ft, Tf@D is the
known formation temperature in F, at depth D in ft, and
Ts is the mean surface temperature in F.
GT calculated with equation (5.36) can then be used to

determine the temperature of formation at another depth.
Where formation temperature at any depth in the given
area is not known to derive GT, values of regional GT

published from the literature can be used. As such, the
temperature of formation of interest as a function of depth
can be expressed as:

Tf =Ts + GT
Z
100

(5.37)

where Tf is the reservoir/formation temperature of interest
in F and Z, the depth of interest in ft, is usually taken to
be mid-formation.
Temperature correction for resistivity R1 at T1 to R2 at

T2 is:

R2 =R1
T1 + 6 77
T2 + 6 77

(5.38)

Hence, for Rm and Rmf at Tf, respectively:

Rmf Tf =Rmf Tf =Rmf Tm
Tm +6 77
Tf + 6 77

(5.39)

Rm Tf =Rm Tf =Rm Tm
Tm +6 77
Tf + 6 77

(5.40)

where T is in F.
Step 2: calculate the resistivity ratio (RI):

RI=
Ri

Rm Tf
(5.41)

where Ri is the resistivity of the invaded zone.

Step 3: determine the SP correction factor (CP) for
formations less than 50 ft. Where the formation is 50 ft
and above, correction of SP is not required.

CF=
4

Ri

Rm Tf
+ 2

1
3 65

−1 5

h−

Ri

Rm Tf
+ 11

0 65

1
6 05

−0 1

+ 0 95 (5.42)

Step 4: determine SP (SSPUncorected), which is the
difference between SPShale and SPClean over a clean sand
interval. Then calculate corrected SSP using:

SSP=CF×SP (5.43)

where CP is the correction factor determined in equation
(5.42) and

SP=SPClean−SPShale (5.44)

Step 5: calculate Rmfe from Rmf at Tf:

Rmfe = 0 85×Rmf Tf forRmf Tf f > 0 2 (5.45)

and

Rmfe =
146Rmf Tf −5
337Rmf Tf + 77

, forRmf Tf f ≤ 0 2 (5.46)

Step 6: determine Rwe using:

Rwe =Rmfe10
SSP

61+ 0 133×Tf (5.47)

Step 7: calculate Rw from Rwe:

Rw Tf = − 0 58−100 69Rwe−0 24 forRwe > 0 12 (5.48)

and

Rw Tf =
77Rwe + 5

146−337Rwe
forRwe ≤ 0 12 (5.49)

where Rw is the formation water resistivity, Rw(Tf) is
formation water resistivity at the formation temperature,
Rwe is equivalent formation water resistivity and
calculated from SSP (difference between shale baseline
and clean sand line) with correction for formation
thickness where required as shown in equation (5.47),
Rmf is the resistivity of the mud filtrate at formation
temperature, and Rmfeq is the equivalent resistivity of
the mud filtrate.
The steps for using the SP log for Rw calculation are

summarized in Fig. 5.17.
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Exercise 5.3 Calculate Rw Using SP Logs
Given the openhole log from a vertical well in Table 5.4

for a well with a total measured depth of 8,400 ft, a bot-
tomhole temperature at total depth recorded as 259.8 F,
and a mean surface temperature of the area is 75 F:
Determine Rw given: mud filtrate resistivity (Rmf) =

1.2Ω–m at a measured temperature of 55 F and mud

resistivity (Rm) of 1.6 Ω–m at a measured temperature
of 55 F and resistivity of invaded zone is 11.8 Ω-m.

Solution.
Identify the thick bed of porous clean sand a shown in

Fig. 5.18.
Following the steps described above

Figure 5.17 Flow chart for Rw calculation from the SP log.
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Table 5.4 Openhole Log for Exercise 5.3.

Depth
(ft)

Caliper
(in)

SP
(mV)

Gamma
(GAPI)

ILD
(Ω-m)

Focused
resistivity (Ω-m) Density porosity Neutron porosity

8,200.00 8.64 −88.00 74.33 1.06 2.56 21.25 25.93
8,203.00 9.09 −53.04 82.86 0.93 0.95 18.44 25.84
8,206.00 9.02 −48.81 71.08 0.82 2.58 12.53 36.88
8,209.00 8.95 −53.99 72.45 0.63 2.24 13.52 34.13
8,212.00 8.68 −67.08 67.77 0.44 1.08 20.05 33.91
8,215.00 8.79 −68.42 62.95 0.47 1.09 21.61 39.27
8,218.00 9.20 −55.35 75.47 0.52 0.99 23.26 39.26
8,221.00 8.88 −56.38 65.97 0.57 1.14 14.88 32.22
8,224.00 8.81 −55.59 69.06 0.64 1.63 12.87 31.91
8,227.00 9.03 −57.81 71.92 0.69 1.39 23.24 36.74
8,230.00 10.31 −45.22 79.73 0.68 1.07 20.52 36.88
8,233.00 11.14 −32.70 82.99 0.67 0.59 23.53 49.38
8,236.00 10.74 −29.93 88.38 0.68 0.64 24.86 50.72
8,239.00 10.51 −27.58 85.00 0.74 0.76 25.20 47.47
8,242.00 9.12 −27.65 90.00 1.03 1.20 24.15 42.16
8,245.00 9.58 −27.73 86.00 0.90 1.41 24.35 45.06
8,248.00 9.96 −27.80 92.42 0.69 1.12 25.53 49.90
8,251.00 11.49 −27.88 96.80 0.59 0.82 33.02 50.10
8,254.00 10.47 −28.83 98.27 0.68 0.82 26.27 51.41
8,257.00 10.08 −29.99 100.54 0.84 0.93 20.26 39.46
8,260.00 9.55 −43.74 88.98 1.04 1.08 16.56 41.60
8,263.00 8.51 −64.64 59.05 1.31 1.82 21.09 31.45
8,266.00 8.36 −86.98 49.05 1.68 3.26 23.31 27.44
8,269.00 8.35 −99.06 45.08 2.48 5.43 26.71 20.84
8,272.00 8.33 −104.22 45.90 5.32 11.78 33.10 15.29
8,275.00 8.29 −107.46 48.06 12.50 27.07 37.13 14.90
8,278.00 8.25 −106.84 55.47 23.15 28.81 37.44 15.69
8,281.00 8.24 −106.23 55.50 29.97 30.54 37.81 15.94
8,284.00 8.24 −105.93 51.55 36.00 35.32 38.57 16.35
8,287.00 8.23 −106.01 51.68 25.40 22.99 39.29 16.76
8,290.00 8.23 −106.08 52.37 21.14 23.93 38.75 16.91
8,293.00 8.22 −106.16 54.55 7.53 7.34 38.35 15.64
8,296.00 8.22 −106.18 58.40 2.51 3.97 28.51 30.76
8,299.00 8.18 −102.49 60.92 2.16 3.00 25.93 38.17
8,302.00 8.15 −98.79 58.18 1.67 2.92 27.20 29.43
8,305.00 8.11 −100.11 58.64 0.80 2.79 24.89 32.58
8,308.00 8.16 −108.38 59.55 0.90 1.15 25.97 25.87
8,311.00 8.20 −107.08 60.46 0.38 1.21 26.76 29.37
8,314.00 8.25 −105.78 62.60 0.34 1.09 25.96 30.22
8,317.00 8.30 −103.81 65.28 0.35 1.02 24.73 30.54
8,320.00 8.35 −99.36 72.75 0.39 1.35 22.95 30.56
8,323.00 8.45 −90.58 74.67 0.45 1.02 25.41 30.58
8,326.00 8.63 −81.31 76.59 0.52 1.10 22.52 34.84
8,329.00 9.02 −57.58 94.13 0.60 1.04 20.89 41.79
8,332.00 9.17 −43.76 87.55 0.65 1.27 26.11 39.85
8,335.00 9.26 −31.95 83.80 0.70 1.85 16.72 33.71
8,338.00 9.50 −28.07 93.63 0.67 0.95 19.65 43.85
8,341.00 9.38 −28.15 91.14 0.63 0.78 24.19 45.63
8,344.00 9.11 −39.64 83.46 0.57 0.78 22.63 45.83
8,347.00 8.84 −74.68 60.22 0.51 1.00 24.26 39.31
8,350.00 8.57 −80.53 63.52 0.43 1.32 23.74 29.99
8,353.00 8.65 −44.72 74.21 0.43 0.76 24.21 36.42
8,356.00 9.03 −40.85 91.17 0.58 0.91 27.04 41.20
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Step 1: from equation (5.36):

GT =
Tf D−Ts

D
×100

GT =
259 8−75

8400
× 100= 2 2 F/100ft

The formation temperature of a thick continuous bed
with a fairly constant SP reading (Fig. 5.18) is determined
using equation (5.37):

Tf =Ts + GT
Z
100

where Z is the middle of the formation of interest,
which will give arithmetic mean temperature of
formations:

Z=
ZTop +ZBase

2
=
8272+ 8314

2
= 8293 ft

Hence:

Tf =Ts + GT
Z
100

= 75+ 2 2
8293
100

= 257 45 F

Using equations (5.39) and (5.40) to determine Rmf(Tf)
and, Rm(Tf) respectively:

Rmf Tf =Rmf Tm
Tm +6 77
Tf + 6 77

= 1 2
55+ 6 77

257 45+ 6 77
= 0 281Ω−m

Rm Tf =Rm Tm
Tm + 6 77
Tf + 6 77

= 1 6
55+ 6 77

257 45+ 6 77
= 0 374Ω−m

Table 5.4 (Continued)

Depth
(ft)

Caliper
(in)

SP
(mV)

Gamma
(GAPI)

ILD
(Ω-m)

Focused
resistivity (Ω-m) Density porosity Neutron porosity

8,359.00 8.79 −52.99 82.36 0.71 1.06 20.08 32.14
8,362.00 8.55 −82.03 54.65 0.34 1.17 23.01 35.61
8,365.00 8.53 −99.74 55.40 0.26 1.27 24.35 30.14
8,368.00 8.52 −109.68 56.15 0.27 1.32 25.54 28.75
8,371.00 8.52 −108.11 56.90 0.28 1.23 24.69 29.15
8,374.00 8.81 −108.18 60.21 0.34 1.14 27.00 29.43
8,377.00 9.16 −84.75 64.40 0.41 1.69 26.03 29.23
8,380.00 9.50 −50.37 72.73 0.63 1.65 25.31 33.06
8,383.00 9.95 −31.17 86.51 0.70 1.50 23.31 43.55
8,386.00 9.47 −27.35 90.93 0.74 1.34 27.72 50.87
8,389.00 9.33 −25.39 95.34 0.75 1.19 26.41 46.36
8,392.00 9.66 −25.46 95.23 0.76 1.03 24.56 45.11
8,395.00 9.88 −25.54 94.42 0.75 1.01 22.67 43.61
8,398.00 9.87 −29.01 85.05 0.75 1.64 21.00 39.09
8,400.00 9.87 −33.01 76.46 0.72 1.78 20.00 32.91

Neutron and density porosity are in percentage

Figure 5.18 SP logwith key parameters required for calculations.
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Step 2: calculate the resistivity ratio (RI) using equation
(5.41) which is required for calculating the correction fac-
tor (CF) when h is less than 50 ft.

RI =
Ri

Rm Tf
=

11 5
0 374

= 30 744ft

Step 3: determine the SP correction factor (CP) using
equation (5.42), as the formation thickness of interest
(h) is less than 50 ft. Using equation (5.42):

CF=
4

Ri

Rm Tf
+ 2

1
3 65

−1 5

h−

Ri

Rm Tf
+ 11

0 65

1
6 05

−0 1

+ 0 95

=CF=
4 30 744+ 2

1
3 65−1 5

42−
30 744+ 11

0 65

1
6 05

−0 1

+ 0 95= 1 01

Step 4: determine the uncorrected SP (SSPUncorected)
over the clean sand interval. Then calculate corrected
SSP using equation (5.43), where the SP is determined
from equation (5.44) and values read from the SP log
shown in Fig. 5.18 as:

SP=SPClean−SPShale

SP= −108− −27 = −81mV

Using equation (5.43):

SSP=CF×SP

SSP=CF×SP=1 01× −81 = −81 81mV

Step 5: calculate Rmfe from Rmf at Tf.
Since Rmf(Tf) = 0.281Ω-m and is greater than 0.2, using

equation (5.45):

Rmfe = 0 85×Rmf Tf

Rmfe = 0 85× 0 281= 0 239Ω−m

Step 6: determine Rwe using equation (5.47):

Rwe =Rmfe10
SSP

61+0 133×Tf = 0 23910
−81 81

61+0 133× 257 45 = 0 033Ω−m

Step 7: calculate Rw from Rwe.

Since Rwe is less than 0.12, using equation (5.49):

Rw Tf =
77Rwe + 5

146−337Rwe
=

77× 0 033+ 5
146−337× 0 033

= 0 056Ω−m

Rw Tf = 0 056Ω−m

where Rw(Tf) is formation water resistivity at formation
temperature.

Exercise 5.4 Vsh Calculation Using SP and GR Logs
Using openhole well log data from a well with mud fil-

trate salinity lower than formation water salinity (Rw <
Rmf) in Table 5.4, determine Vsh content along the well
using SP and GR logs.

Solution.
Following the same steps as in Exercise 5.2.
Fig. 5.19 shows the determination of parameters from

GR and SP logs required for Vsh.
Using equations (5.26) and (5.35) to determine gamma

ray Vsh (Vsh_GR) and SP Vsh (Vsh_SP), respectively.
For Vsh_GR, equation (5.26) was used, Vsh _GR =

GRzone−GRclean

GRshale−GRclean
For Vsh_SP equation (5.35) was used, Vsh _ SP =

SPzone−SPclean

SPshale−SPclean
Table 5.5 summarizes the Vsh_GR and Vsh_SP

calculations.
Fig. 5.20 shows a comparison of Vsh using GR and

SP logs.
GR should always be considered in preference to SP log

for Vsh calculation except in radioactive sands because SP

Figure 5.19 Parameters from GR and SP log required for Vsh.
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logs can be influenced by environmental factors, as
already discussed section 5.1.5.

5.1.6. Density Log

The density log is used in determining formation density
and to estimate formation porosity. Together with other
logs like the Neutron, the lithology and formation fluid
type can also be determined.
The density logging tool (Fig. 5.21) is an active tool with

measurement based on the Compton effect (scattering of
gamma radiation) when the formation is bombarded with
a radioactive source. When gamma rays collide with
atomic particles, they experience loss of energy that is
characterized as Compton scattering (which occurs in
the energy range of 75 keV to 10 MeV) and photoelectric
absorption (which occurs at an energy level less than

75 keV). The scattered gamma ray count reaching the
detector is related to the average electron density and to
the bulk density of the formation volume investigated
by the tool. The density tool can distinguish between oil
and gas in the pore space by virtue of their different den-
sities. Typical depth of investigation of the density logging
tool rarely exceeds 6 in and decreases with increasing
density.
The density log, which is a response to the number of

electrons per unit volume of the formation rock, depends
on the density of matrix, formation porosity, and density
of pore filled fluid. Formation bulk density (ρb) follows a
linear bulk mixing law, hence:

ρb =ϕDρf + 1−ϕD ρma (5.50)

where ϕD is the porosity from the density log, ρma is
matrix density, ρb is formation bulk density (value read

Table 5.5 Vsh_GR and Vsh_SP Calculation Table.

MD
(ft)

Vsh_GR

using equation (5.26))
Vsh_SP

using equation (5.35)
MD
(ft)

Vsh_GR

using equation (5.26)
Vsh_SP

using equation (5.35)

8,200.00 0.53 0.25 8,302.00 0.24 0.11
8,203.00 0.68 0.68 8,305.00 0.24 0.10
8,206.00 0.47 0.73 8,308.00 0.26 0.00
8,209.00 0.49 0.67 8,311.00 0.28 0.01
8,212.00 0.41 0.51 8,314.00 0.32 0.03
8,215.00 0.32 0.49 8,317.00 0.36 0.05
8,218.00 0.55 0.65 8,320.00 0.50 0.11
8,221.00 0.38 0.64 8,323.00 0.53 0.22
8,224.00 0.43 0.65 8,326.00 0.57 0.33
8,227.00 0.48 0.62 8,329.00 0.88 0.62
8,230.00 0.62 0.78 8,332.00 0.77 0.79
8,233.00 0.68 0.93 8,335.00 0.70 0.94
8,236.00 0.78 0.96 8,338.00 0.88 0.99
8,239.00 0.72 0.99 8,341.00 0.83 0.99
8,242.00 0.81 0.99 8,344.00 0.69 0.84
8,245.00 0.74 0.99 8,347.00 0.27 0.41
8,248.00 0.85 0.99 8,350.00 0.33 0.34
8,251.00 0.93 0.99 8,353.00 0.53 0.78
8,254.00 0.96 0.98 8,356.00 0.83 0.83
8,257.00 1.00 0.96 8,359.00 0.67 0.68
8,260.00 0.79 0.79 8,362.00 0.17 0.32
8,263.00 0.25 0.54 8,365.00 0.19 0.10
8,266.00 0.07 0.26 8,368.00 0.20 0.00
8,269.00 0.00 0.11 8,371.00 0.21 0.00
8,272.00 0.01 0.05 8,374.00 0.27 0.00
8,275.00 0.05 0.01 8,377.00 0.35 0.29
8,278.00 0.19 0.01 8,380.00 0.50 0.71
8,281.00 0.19 0.02 8,383.00 0.75 0.95
8,284.00 0.12 0.03 8,386.00 0.83 1.00
8,287.00 0.12 0.02 8,389.00 0.91 1.00
8,290.00 0.13 0.02 8,392.00 0.90 1.00
8,293.00 0.17 0.02 8,395.00 0.89 1.00
8,296.00 0.24 0.02 8,398.00 0.72 0.98
8,299.00 0.29 0.07 8,400.00 0.57 0.93

FORMATION EVALUATION 137



directly from log), and ρf is the density of the fluid satur-
ating the formation within the radius of the investigation
of tool.
Making ϕD in equation (5.50) the subject of the

formula:

ϕD =
ρma−ρb
ρma−ρf

(5.51)

Fig. 5.22 show the density log for a clean matrix of
sandstone, limestone, and dolomite; the bulk density
decreases due to the effect of the pore spaces (porosity)
in each lithology.

Figure 5.22 has the density log presented as bulk den-
sity. Another way of presenting the density log is as the
density porosity log (Fig. 5.23), which is based on using
porosity derived from the linear relationship between bulk
density (ρb) and porosity, as shown in equation (5.50) for a
known matrix.
Due to the shallow depth of investigation of the density

tool, the zone measured by density is often mud filtrate
pore filled. Hence, the fluid density required to convert
ρb to density porosity is typically between 1 and 1.2.

Figure 5.20 Comparison of Vsh using GR and SP logs.

Figure 5.21 Density logging tool.

Figure 5.22 Density of a clean matrix and the effect of porosity
on the bulk density of the formation.

Figure 5.23 Density log as density porosity with sandstone in
porosity unit.
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The unit for ρb is g/cc and density porosity is in porosity
units (pu). When a sandstone matrix density is used for
calculating density porosity, it is called the sandstone
porosity unit (SSPU or SPU); when a limestone matrix
density is used for density porosity calculations, the poros-
ity unit is the limestone porosity unit (LPU). Sandstone
porosity will give the correct porosity only in sandstone
while the limestone porosity unit will give the correct
porosity in the limestone region. Another approach for
presenting the density porosity is using the varying lithol-
ogy of the formation at different depths. Hence, density
porosity at each depth is calculated with the correct
matrix density when known.
The density log can be used to determine mechanical

properties of formation when combined with a sonic
log; lithology characterization when combined with
neutron logs; acoustic properties of the formation when
combined with a sonic log; identification of the presence
of gas in a formation when combine with a neutron log;
identification of formation mineral when combined with
photoelectric factor (PEF) log and neutron log. Density
logging tools and logs requires that matrix type be known
in order for it to be used for porosity calculation:
The density log can be affected by the rugosity of the

hole and logs may require some form of correction for
rugose holes; the presence of residual hydrocarbons can
lead to lower calculated porosity. Density porosity can
also be affected by fluid type, so corrections need to be
made to estimate density porosity in a gas-bearing zone.
Porosity calculated using equation (5.51) is the total

porosity, which includes the reservoir pore space occupied
by fluid bound in shales. For an effective porosity (ϕe)
calculation, wetted shale volume (Vsh_w) and shale density
(ρsh) is required:

ρb =ϕeρf + 1−ϕe−Vsh _w ρma +Vsh _wρsh (5.52)

For equations (5.50) and (5.52), if lithology is known,
grain density can be taken from a known source. Matrix
and fluid density are summarized in Table 5.6.

From equation (5.52), ϕe can be made the subject of the
formula:

ϕe =
ρma−ρb
ρma−ρf

−Vsh _w
ρma−ρsh
ρma−ρf

(5.53)

Substituting ϕt =
ρma−ρb
ρma−ρf

and ϕtsh =
ρma−ρsh
ρma−ρf

into

equation (5.53):

ϕe =ϕt−Vsh _wϕtsh (5.54)

With Swbϕt =Vsh _wϕtsh,
Substituting Swbϕt =Vsh _wϕtsh into equation (5.54)

ϕe =ϕt 1−Swb (5.55)

Where Vsh_w is wetted shale fraction, Swb is bond water
saturation, ϕtsh is porosity of wetted shale, and ϕt is total
porosity.
Effective porosity would generally mean total porosity

excluding ineffective pores spaces. What is considered
ineffective pore space varies. For petroleum engineering
and simulation of hydrocarbon recovery, ineffective pore
space is unconnected pore spaces that do not contribute to
flow. Hence, for reservoir engineering purposes, effective
porosity is fraction of pore space that is connected and
contributes to flow and recovery of reservoir fluids or
simply total porosity less isolated porosity. In some
laboratory core measurement, effective porosity maybe
defined as total porosity less fraction of clay-bound water.
In well log analysis, effective porosity is total porosity less
the fraction of clay-bound water or fraction of shale (Vsh).

5.1.6.1. Photoelectric (PE) Absorption Log.This is a log
of photoelectric absorption of the formation that is repre-
sented as photoelectric absorption factor (Pe or PEF). Pho-
toelectric absorption is a response from low energy gamma
rays, which are characterized by photoelectric absorption
from gamma rays emitted by the density logging tool. They
are related to atomic number and are useful for lithological
characterization. Pe logs give a direct indication of lithol-
ogy and are independent of porosity. Values for each lithol-
ogy shown in Table 5.7. Pe is often combined with density
and neutron logs to enhance the capability for lithology
identification. The photoelectric absorption factor (Pe)
has units in barns/electrons.
Pe in (barns/electron) does not follow a volume

weighted averaging (linear mixing law) and, hence, is con-
verted to U in barns/cm3, which follows linear bulk mix-
ing law and always preferable.

Ulog =
n

i

UiVi (5.56)

Table 5.6 Matrix and Fluid Density.

Lithology/
Fluid Matrix density (g/cm3) Fluid density (g/cm3)

Sandstone 2.65
Limestone 2.71
Dolomite 2.87
Anhydrite 2.98
Halite 2.04
Coal ~1.2
Barite 4.09
Gas 0.20
Oil ~0.85
Water 1.0–1.2
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where U is a transform of photoelectric factor in barns/
cm3 using electron number density (ρe) weighted Pe (in
barns/electron) and expressed as:

Ui =Peiρei (5.57)

where Pei is Pe (barns/e) for each constituent, ρei is ρe the
electron number density for each constituent, Ulog is the
tool response photoelectric effect in barns/cm3, and Vi is
the volume of a particular constituent

5.1.7. Neutron Log

Neutron logs are the response from nuclear bombard-
ment of a formation by fast moving neutrons from a
neutron chemical source or minitron (Fig. 5.24). These
neutrons are slowed and then captured, primarily by
hydrogen atoms in the formation. The slowed neutrons
deflected back to the tool are counted by detectors. The
neutron logging tool has a radioactive source that emits
high energy neutrons, which enter the formation colliding
with the nuclei of atoms on their path. Collision with
nuclei makes them lose energy, hence slowing down and
following law of conservation of momentum. Successive
collisions of neutrons with atoms leads to neutrons at a
low energy level called thermal level. The presence of a
hydrogen nucleus, which is of a similar mass to a neutron,
increases the probability of high energy loss from bom-
barding neutrons to slow them down to a thermal energy
level.
Neutron logs are used mainly for delineation of porous

formations and determination of porosity in open and
cased holes. A neutron log responds primarily to the

amount of hydrogen in the formation characterized as
the hydrogen index (HI). The hydrogen index is directly
related to porosity, with fresh water having hydrogen
index of 1, gas having a very small hydrogen index, in
oil the hydrogen index varies between that of water and
gas (Fig. 5.25). Hence, in clean formations with pores
filled with water or oil, the neutron log reflects the amount
of liquid filled porosity.
Neutron porosity log due to high depth of investigation,

and measurement dependent on formation fluid, can be
used for detecting gas zones where present. Gas zone iden-
tification though often carried out using neutron log and
density, can also done using the comparison of the
neutron log with other porosity logs or core porosity.
Neutron logs when combined with density and photoelec-
tric factor (PEF) logs can be used for identification of for-
mation mineral.
Porosity calculation using the neutron log as shown in

equation (5.58) requires knowing the matrix type.

ϕN =ϕeIH_pf + 1−ϕe−Vsh ϕapp _ma +Vshϕapp _ sh

(5.58)

where IH_pf is the hydrogen index of the pore fluid, ϕe is
the effective porosity, Vsh the volume of shale, ϕapp_ma

is the apparent matrix porosity measured by neutron
log in lithology, and ϕapp_sh is apparent Vshale porosity
measured by neutron log in lithology.

Table 5.7 Pe Value of Minerals in Barns/Electron (Pe) and
Barns/cm3 (U).

Mineral Formula
Pe

(barns/electron)
U

(barns/cm3)

Quartz SiO2 1.8 4.8
Calciate CaCO3 5.1 13.8
Dolomite CaCO3.

MgCO3

3.1 9

Kaolinite Al2Si2O5(OH)4 1.8 4.4
Illite 3.5 8.7
Chloride 6.3 17
Fresh Water 0.36 0.4
Brine (120
kppm NaCl)

0.81 0.96

Oil (CH2)n 0.12 0.12
Barrite BaSO4 266.8 1070
Gypsum CaSO4.2H2O 3.4 9.37
Methane CH4 0.095 0.119
Coal 0.18
Shale 3.42
Pyrite FeS2 19.97 82.1

Figure 5.24 Neutron logging tool.

Figure 5.25 Hydrogen index of different fluid types.
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The presence of bond water in shale causes apparent
increased neutron porosity compared with density poros-
ity. Other factors that can affect neutron log readings
include the presence of neutron absorbers, which aid the
slowness of bombarding neutrons, causing an increased
neutron porosity reading, and the presence of residual
hydrocarbon, which can cause slightly lower porosity.
Due to a neutron’s unique response to shale, with bond
water, a neutron log can be used for Vsh calculation in for-
mations without gas using:

Vsh =
ϕN−ϕD

ϕNsh−ϕDsh
(5.59)

where ϕN is neutron porosity, ϕD is density porosity, ϕNsh

is neutron porosity in shale, and ϕDsh is density porosity
in shale.
Neutron logs require a borehole size correction, which

is done automatically during logging. Other corrections
that maybe carried out to neutron logs include: mudcake
correction; formation salinity correction; mud weight cor-
rection; pressure and temperature correction; stand-off
correction, fluid type correction, and shaliness correction.
The neutron log is reported in the unit of porosity. It is
calibrated to give the correct porosity for the matrix used
for calibration.
Considering that the neutron log has deeper depth of

investigation than the density log, neutron porosity can
be expressed as saturated weighted average properties in
a flushed zone with saturation of Sxo and an uninvaded
zone with saturation of (1 − Sxo). Hence, neutron porosity
expressed in terms of HI and Sxo is:

ϕN =ϕ HImfSxo +HIHC 1−Sxo (5.60)

HI for oil (HIOil) = 1.003 and for water (HIWater) = 1.0
Hence, for water or oil-based mud, HIOil ≈HIWater and

equation (5.60) becomes:

ϕN =ϕ (5.61)

For a neutron logging tool calibrated with limestone, in
100% water (which is theoretically a formation of 100%
saturated with water) the tool would read an HI of 1
and, hence, a porosity of 1. When in a pure limestone
block of 0% porosity, the tool will read HI of 0, as a
limestone block has no hydrogen atoms and this
corresponds to zero porosity. With this limit of porosity
from 0 to 100%, the unit of the neutron log is thus set
to the limestone porosity unit (LPU). In this case, since
the tool has been calibrated in limestone, the tool will
yield correct porosity in a limestone region but not in
another lithology. In other lithologies, correction for
effect of the matrix may be required. This correction is
often ignored, as correction is minimal.

5.1.8. Combined Neutron–Density Log

A combination of neutron and density has proved to
be very useful for lithology identification, identification
of the presence of gas, and more accurate porosity
calculation compared to using only one of the logs.
Fig. 5.26 shows typical neutron–density log response in

different lithologies with the neutron log presented in
limestone porosity units (LPU).
Where there is no gas present in a formation, the

combination of neutron porosity and density porosity
can be used to calculate Vsh based on the linear scaling
relationship equation (5.62) as shaly sands are expected
to show higher neutron porosity values than density
porosity values.

Vsh neut dens =
ϕneutron−ϕdensity

ϕneutronshale −ϕdensityshale

(5.62)

The combination of neutron and density porosity is
powerful in gas detection. Separation of neutron log from
density log, with density porosity greater than neutron
porosity (gas crossover) is an indication of presence of
gas in the formation (Fig. 5.27).

5.1.8.1. Neutron–Density Compatible Scale.As shown
in Fig. 5.27, density porosity (derived from bulk density)
and neutron porosity would overlay in a matrix with pore
space filed with water (precisely fresh water). It is also
desirable when bulk density (ρb), instead of density poros-
ity (ϕD) is plotted against neutron porosity (ϕN) to ensure

Figure 5.26 Neutron-porosity log in different lithologies.
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that in matrix calibrated with pore space filled with fresh-
water, bulk density log will visually overlay neutron
porosity for a given scale of neutron porosity. This type
of scale section is called compatible scale.
Sandstone Compatible Scale
For any given value of ϕN in pure quartz with pores

filled with fresh water:

ϕN =ϕD; ρf = 1 (density of fresh water);
ρma =2.65 (from Table 5.6)

Substituting the above into the bulk density expression
from equation (5.50):

ρb =ϕDρf + 1−ϕD ρma

ρb =ϕN + 1−ϕN 2 65

ρb = 2 65−1 65φN (5.63)

Hence, for ϕN scaled between 0.45 and −0.15 in
sandstone porosity unit (SPU), in order for ρb to overlay
ϕN, ρb must be scaled to honor equation (5.63).
Hence, the lower and upper limits of ρb will be:

ρb _ lower = 2 65−1 65 −0 15 ≈2 9

ρb _ upper = 2 65−1 65 0 45 ≈1 9

The sandstone compatible scale for neutron porosity and
bulk density is shown in Fig. 5.28:
Limestone Compatible Scale
For any given value of ϕN in pure calcite with pores

filled with fresh water:

ϕN =ϕD; ρf = 1 (density of fresh water);
ρma =2.7 (from Table 5.6)

Substituting the above into the bulk density expression
from equation (5.50):

ρb =ϕDρf + 1−ϕD ρma

ρb =ϕN + 1−ϕN 2 7

ρb = 2 71−1 71ϕN (5.64)

Figure 5.27 Neutron–density porosity log showing gas crossover effect.

Figure 5.28 Illustration of sandstone compatible scale.
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Hence, for ϕN scaled between 0.45 and −0.15 in lime-
stone porosity unit (LPU), in order for ρb to overlay
ϕN, ρb must be scaled to honor equation (5.63).
Hence, the lower and upper limits of ρb will be:

ρb _ lower = 2 7−1 7 −0 15 ≈2 95

ρb _ upper = 2 7−1 7 0 45 ≈1 95

The limestone compatible scale for neutron porosity and
bulk density is shown in Fig. 5.29.
Compatible scales are important as crucial features such

as gas effect can bemissed due to setting the scales wrongly.

5.1.8.2. True Porosity Calculation from Neutron–
Density Logs. There are two approaches common for
determining true porosity from combined neutron and
density logs: (i) averaging of neutron and density porosity
from logs (ii) use of neutron–density cross-plots.
True Porosity fromNeutron andDensity Porosity Average
Where the zone is water or oil, the true porosity from

neutron and density porosity can be expressed as:

ϕ=
ϕD +ϕN

2
(5.65)

and where the zone is gas true porosity from neutron and
density porosity can be expressed as:

ϕ=
2ϕD +ϕN

3
(5.66)

Equation (5.66) is weighted to skew the average towards
ϕD for the gas zone since ϕN is always overestimated in the
gas zone as discussed in section 5.1.8 (under gas crossover
effect).

Another form of averaging the neutron and density
porosity is the use of root mean square (RMS), which is
the square root of the arithmetic mean of the squares of
the values and expressed as:

ϕ=
ϕ2
D + ϕ2

N

2
(5.67)

True Porosity from Neutron and Density Cross-Plots
Cross-plots are used in formation evaluation to calcu-

late properties base on two or more data with graphs
and lithology identification. The use of cross-plots for
porosity calculation involves the use of a density–neutron
cross-plot from a database or log analysis chart book.
For example, for a given limestone neutron porosity of

25% with lithology defined as dolomitic limestone with
bulk density of 2.45 g/cc. The true porosity from a
neutron–density cross-plot is determined by identifying
the coordinate corresponding to given density and
neutron porosity as shown in Fig. 5.30.
Reading true porosity as values on one of the lines (ribs)

joining lithologies that defines the zone of interest
(dolomitic limestone in this case). In this case the coordi-
nate ρb = 2.45 g/cc and 25% = ϕN lies on the 23% line
joining limestone with dolomite. Also, the fraction of
length from the limestone and dolomite lithology gives
the fraction of limestone and dolomite. In this case, the
coordinate lies in the middle of the 23% line joining
limestone and dolomite. Hence formation can be
described as equal fractions of limestone and dolomite.
Effective porosity can be determined in similar way to

the approach in equation (5.55). Due to the difficulty of
determining Swb which depends on porosity of wetted
shale and wetted shale fraction, a more practical form
of equation (5.55) is:

ϕe =ϕt 1−Vsh (5.68)

where effective porosity, ϕe can also be denoted as ϕeff

Figure 5.29 Illustration of limestone compatible scale. Figure 5.30 Neutron–density cross-plot.
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Exercise 5.5 Vsh Calculation using Neutron Logs
Well log data acquired from an openhole wellbore with

Rw < Rmf is given in Table 5.8 and displayed graphically
in Fig. 5.31. Drill cutting shows the main lithology to be
sand and shale.
1. Determine zones of interest.
2. Determine Vsh using GR and neutron–density logs.
3. Determine the fluid occupying zone of interest using

the neutron–density porosity log only.

Solution.
1. The zone of interest is defined by low gamma ray

response (Fig. 5.32), as sandstone and limestone would
generally have low gamma ray response except in radio-
active sand. Sand typically has a PEF reading between
1.8 and 2.7 barns/electron (Table 5.7).
A high gamma ray log reading and high neutron poros-

ity (due to bound water) are characteristic of shale. Also, a
PEF log reading around 3.4 barns/electron based on
Table 5.7 gives an indication of shale.
2.The values of GRClean and GRShale for Vsh calculated

using GR log and ϕN_shale and ϕD_Shale for neutron–
density log are shown in Fig. 5.32.

Using equation (5.26), Vsh GR =
GRzone−GRclean

GRshale−GRclean

and equation (5.59), Vsh N−D =
φN−φD

φNsh−φDsh
Table 5.9 summarizes Vsh(GR) and Vsh N−D calcula-

tions and results.
Fig. 5.33 shows a comparison of Vsh using GR and

N–D logs.
3.The neutron–density porosity plot shows close values

of ϕN-ϕD, suggesting liquid (oil or water). No gas effect
(separation of ϕN-ϕD) was observed. The deep resistivity
log, discussed in section 5.1.10, can distinguish between
formation water (if not fresh water) and hydrocarbon
(oil or gas).

5.1.9. Sonic Log

The sonic log measures the travel interval time (Δt) of
compressional sound wave (P-wave) travelling through
the formation of interest along the axis of the wellbore.
The interval transit time is dependent on lithology and
porosity. Sonic logs are also called sonic travel time logs
or slowness logs.

Table 5.8 Well Log Data for Exercise 5.5

MD
(ft)

GR
(GAPI)

CAL
(in)

PEF
(barns/e)

Deep
resistivity
(Ω-m) NPRS DPRS

MD
(ft)

GR
(GAPI)

CAL
(in)

PEF
(barns/e)

Deep
resistivity
(Ω-m) NPRS DPRS

11,400 142.54 6.44 3.06 6.04 0.35 0.17 11,504 45.40 6.49 2.44 62.06 0.29 0.28
11,404 146.31 6.38 3.11 5.98 0.36 0.16 11,508 49.17 6.40 2.41 58.81 0.30 0.29
11,408 145.54 6.35 3.11 5.63 0.37 0.17 11,512 52.07 6.32 2.39 47.05 0.30 0.28
11,412 142.00 6.43 3.12 6.01 0.37 0.18 11,516 50.83 6.27 2.39 51.17 0.30 0.27
11,416 146.09 6.44 3.12 6.16 0.37 0.19 11,520 50.53 6.24 2.39 55.28 0.30 0.26
11,420 135.46 6.48 3.13 6.19 0.38 0.19 11,524 50.74 6.33 2.37 58.73 0.30 0.27
11,424 142.65 6.63 3.13 6.22 0.40 0.18 11,528 52.20 6.43 2.36 59.03 0.31 0.29
11,428 148.44 6.78 3.13 6.25 0.39 0.19 11,532 57.41 6.37 2.36 59.32 0.31 0.30
11,432 142.75 6.94 3.22 6.28 0.38 0.19 11,536 55.40 6.41 2.37 63.21 0.30 0.28
11,436 142.71 7.09 3.19 6.31 0.38 0.18 11,540 53.55 6.54 2.40 69.56 0.29 0.29
11,440 146.43 6.98 3.19 6.34 0.38 0.17 11,544 52.50 6.61 2.47 65.70 0.31 0.29
11,444 150.77 6.89 3.14 6.52 0.38 0.19 11,548 60.06 6.65 2.56 52.91 0.31 0.28
11,448 154.87 6.89 3.07 6.80 0.38 0.20 11,552 106.04 6.60 2.70 24.21 0.30 0.27
11,452 156.13 6.82 3.01 7.07 0.38 0.19 11,556 119.53 6.53 2.74 15.52 0.29 0.23
11,456 120.79 6.73 2.87 9.55 0.35 0.17 11,560 125.07 6.31 2.77 15.78 0.30 0.20
11,460 86.75 6.59 2.70 22.13 0.31 0.19 11,564 131.89 6.34 2.79 15.05 0.31 0.17
11,464 82.66 6.72 2.60 19.44 0.30 0.19 11,568 135.44 6.42 2.74 14.48 0.31 0.15
11,468 66.22 6.89 2.48 25.30 0.29 0.24 11,572 130.19 6.37 2.65 13.99 0.30 0.14
11,472 43.87 6.80 2.41 42.43 0.28 0.26 11,576 120.51 6.32 2.60 15.77 0.29 0.14
11,476 45.18 6.59 2.48 49.49 0.27 0.27 11,580 112.26 6.27 2.58 19.27 0.26 0.14
11,480 45.31 6.80 2.48 55.62 0.28 0.28 11,584 88.55 6.23 2.55 25.66 0.25 0.15
11,484 44.04 6.89 2.49 60.98 0.28 0.29 11,588 71.64 6.31 2.59 30.61 0.26 0.17
11,488 47.26 6.41 2.49 62.29 0.29 0.27 11,592 65.03 6.33 2.64 33.58 0.27 0.20
11,492 45.44 6.36 2.41 62.84 0.28 0.25 11,596 58.87 6.31 2.49 40.35 0.29 0.24
11,496 47.54 6.38 2.40 64.75 0.28 0.25 11,600 61.00 6.16 2.48 42.09 0.30 0.26
11,500 49.18 6.52 2.46 66.35 0.28 0.27

NPRS = sandstone neutron porosity; DPRS = sandstone density porosity
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Figure 5.31 Well log plot for Exercise 5.5.

Figure 5.32 GRClean, GRShale ϕN_shale; ϕD_Shale, Vsh calculations.
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When an elastic wave (sound) is sent from the transmit-
ter of the sonic logging tool, the pulse generated travels
through the formation and the time it takes to reach the
receiver is measured. Different types of waves can be
measured by the receiver and, due to their different
velocities, they arrive at different times.
The different waves in order of their arrival at the

transmitter are: (i) pressure (or compressional or

longitudinal) wave, also called a P-wave; (ii) transverse
(or share) wave, also called an S-wave, which is character-
ized by a higher amplitude than the P-wave; (iii) Rayleigh
waves; (iv) Stoneley waves; and (v) mud waves.
The velocity of P-waves (Vp) can be related to bulk

modulus (K), shear modulus (μ), and the density of the
solid material (ρ) using:

Vp =
K+

3
4
μ

ρ
(5.69)

And share wave velocity defined as:

Vp =
μ
ρ

(5.70)

From the relationship between the velocity of P-waves
and the bulk modulus, the elastic properties in homogene-
ous isotropic materials can be derived as a two-parameter
relationship [Schlumberger, 1989] as shown in equations
(5.71)–(5.75):

λ=K−
2
3
μ=

2μν
1−2ν

=
μ E−2μ
3μ−E

=
3Kν
1+ ν

=
Eν

1+ ν 1−2ν

=
3K 3K−E

9K−E
(5.71)

μ=
3
2
K−λ =

λ 1−2ν
2ν

=
E

2 1+ ν
=
3K 1−2ν
2 1+ ν

=
2KE
9K−E

(5.72)

ν=
λ

2 λ+ μ
=

λ
3K−λ

=
E
2μ

−1=
3K−2μ
2 3K+ μ

=
3K−E
6K

(5.73)

Table 5.9 Vsh Calculation Using Equations (5.26) and (5.59).

Depth (ft) Vsh(GR) Vsh(N_D) Depth (ft) Vsh(GR) Vsh(N_D) Depth (ft) Vsh(GR) Vsh(N_D)

11,400 0.88 0.88 11,468 0.20 0.26 11,536 0.10 0.08
11,404 0.91 1.00 11,472 0.00 0.12 11,540 0.09 0.01
11,408 0.91 0.97 11,476 0.01 0.04 11,544 0.08 0.13
11,412 0.87 0.91 11,480 0.01 0.00 11,548 0.14 0.15
11,416 0.91 0.90 11,484 0.00 0.00 11,552 0.55 0.14
11,420 0.82 0.93 11,488 0.03 0.10 11,556 0.67 0.29
11,424 0.88 1.07 11,492 0.01 0.11 11,560 0.72 0.48
11,428 0.93 1.01 11,496 0.03 0.11 11,564 0.78 0.67
11,432 0.88 0.95 11,500 0.05 0.08 11,568 0.82 0.79
11,436 0.88 0.99 11,504 0.01 0.08 11,572 0.77 0.80
11,440 0.91 1.04 11,508 0.05 0.08 11,576 0.68 0.72
11,444 0.95 0.95 11,512 0.07 0.14 11,580 0.61 0.57
11,448 0.99 0.92 11,516 0.06 0.18 11,584 0.40 0.50
11,452 1.00 0.95 11,520 0.06 0.18 11,588 0.25 0.41
11,456 0.69 0.88 11,524 0.06 0.14 11,592 0.19 0.33
11,460 0.38 0.56 11,528 0.07 0.09 11,596 0.13 0.26
11,464 0.35 0.51 11,532 0.12 0.03 11,600 0.15 0.20

Figure 5.33 Comparison of Vsh using GR and N–D logs.
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E=
λ 1+ ν 1−2ν

ν
=
μ 3λ+2μ

λ+ μ
=
9K K−λ
3K−λ

=2μ 1+ ν

=3K 1−2ν =
9Kμ

3K+ μ
(5.74)

K=
λ 1+ ν

3ν
= λ+

2
3
μ=

μE
3 3μ−E

=
2μ 1+ ν
3 1−2ν

=
E

3 1−2ν
(5.75)

where λ is Lamé’s first constant, μ is shear modulus, ν is
Poisson’s ratio, E is Young’s modulus, and K is bulk
modulus.
The borehole-compensate (BHC) sonic tool, though not

the most advanced sonic tool, is often considered the
industry standard for sonic log measurement. It has the
advantages of not affected bymud; tilt, and path. Fig. 5.34
shows the configuration of the BHC sonic tool with two
transmitters and four receivers. The BHC sonic tool com-
pensates for the effect of tool misalignment.
From Fig. 5.34, slowness is defined as:

Δt =
y−z + b−d

2L
=

TT1−TT3 + TT4−TT2
2L

(5.76)

A sonic log can be combined with other porosity logs,
such as density and neutron logs, on the same track and
can also be presented on a separate track without

combining with other logs. The sonic log is used for deter-
mining porosity in an openhole wellbore.
Wyllie Time-Average Porosity Method
Measured sonic travel time can be related to formation

porosity and matrix travel time:

Δt =ϕΔtf + = 1−ϕ Δtma (5.77)

Porosity (ϕ) can then be determined by making ϕ the
subject of the formula:

ϕ=
Δt−Δtma

Δtf −Δtma
(5.78)

where Δt is the measure sonic travel time from the log,Δtf
is the fluid sonic travel time, and Δtma is the matrix sonic
travel time.
Equation (5.78) is known as the Wyllie time-average

equation.
For porosity calculation using a sonic log interval tran-

sit time, matrix and fluid most be known. Table 5.10 is a
list of sonic properties for some rock matrix and fluids.
The Wyllie equation is known to overestimate porosity

for an unconsolidated formation. Hence, for an unconso-
lidated formation, the Wyllie equation is modified to
include a compaction factor and expressed as:

ϕ=
Δt−Δtma

Δtf −Δtma
×

1
Cp

(5.79)

Figure 5.34 The BHC sonic tool with two transmitters and four receivers.
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where Cp, which is the compaction factor, can be
expressed as:

Cp =
Δtsh ×C
100

where C is a constant and often taken as 1 andΔtsh is shale
sonic travel time, which is often taken from an adjacent
shale formation
Another common method for calculating porosity from

a sonic log is the use of Raymer–Hunt equation, which
gives a high accuracy in porosity calculation and is
expressed as:

1
Δt

=
ϕ
Δtf

+ =
1−ϕ 2

Δtma
(5.80)

Other than for porosity determination, the sonic log can
be used for improving seismic data interpretation,
calculating mechanical properties of a formation for well
stability prediction, determination of secondary porosity
such as reservoir fissures,and assessment of cement and
bond quality. When combined with other logs, such as
density and neutron logs, a sonic log can be used for
lithology identification.
The most common challenge with a sonic log is an

abrupt change towards a higher travel time or spiking,
which is known as cycle skipping and caused by dampen-
ing of the first arrival at the far receiver. Cycle skipping
(Fig. 5.35) can be caused by logging through an unconso-
lidated formation, gas-bearing formations or fractured
formations. Cycle skipping can also be caused by poor
a signal transmitter or receiver and logging too fast.
Signal detection in a sonic log can be reduced due to

fracture, the presence of gas, hole rugosity, and large hole
size. Electrical or mechanical noise can trigger the
detection sensor, hence creating false signal arrival.

5.1.9.1. Sonic Cross-Plot. Similar to the neutron–
density log, a sonic log can be combined with either
neutron or density logs for lithology identification and

porosity calculation (Fig. 5.36). A cross-plot of sonic
porosity against density has poor reservoir rock (sand-
stone, limestone, dolomite) resolution but is useful for
some evaporates.

5.1.10. Resistivity Log

The relationship between formation resistivity and
water saturation is an important relationship in determin-
ing water saturation and, hence, hydrocarbon saturation.

Table 5.10 Matrix and Fluid Sonic Properties.

Lithology Vma(ft/s) ×10
3 Vma(m/s) ×103 Δtma(μs/ft) Δtma(μs/m)

Sandstone 18.00–19.50 5.50–5.95 55.50–51.00 182.00–167.00
Limestone 21.00–23.00 6.40–7.00 47.60–43.50 156.00–143.00
Dolomite 23.00 7.00 43.50 143.00
Anhydrite 20.00 6.10 50.00 164.00
Salt 15.00 4.58 66.70 219.00
Freshwater mud filtrate 5.28 1.61 189.00 620.00
Saltwater mud filtrate 5.40 1.55 185.00 607.00
Gas 1.08 0.33 920.00 3018.00
Oil 4.35 1.32 230.00 755.00
Iron casing 17.50 5.33 57.00 187.00

Figure 5.35 Sonic log showing cycle skipping.
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The simplest and most common relationship between true
formation resistivity and water saturation is the Archie
equation [Archie, 1942], which is expressed as:

Rt =
FRw

Sn
w

(5.81)

where
Rt is the true resistivity of formation from electrical

logs, induction logs or laterologs, F is the formation
resistivity factor, Rw is the resistivity of formation water
at the formation temperature, Sw is the water saturation
of the uninvaded zone, and n is a saturation exponent,
which varies from 1.8 to 2.5 but is normally equal to 2.0.
Rw is determined from laboratory analysis of the

formation water, sampled at the bottom or surface.Where
there is no Rw from a water sample, it can be derived from
SP logs. SP logs, however, have the limitation of possibly
being affected by environmental factors (section 5.1.5).
The Archie equation can be used to determined Rw from
clean water zones. Published regional knowledge and
water catalogues are also sources of Rw.
F can be expressed as:

F=
a
ϕm (5.82)

where
a is a tortuosity factor from core analysis, m is a

cementation exponent from core analysis, and ϕ is the
porosity from core analysis, well log analysis using
density, neutron, sonic, resistivity logs or magnetic
resonance logs.

By substituting equation (5.82) into equation (5.81), Rt

can be expressed as:

Rt =
aRw

ϕm Sn
w

(5.83)

Making Sw the subject of the formula:

Sw =
a×Rw

ϕmRt

1
n

(5.84)

Values of a, m, and n are determined from laboratory
experiments. Where values are not available, reasonable
assumptions that can used are:

for sand a = 0.62, m = 2.15, and n = 2;
for carbonates a = 1, m = 2 and n = 2.

Resistivity logs are used qualitatively for differentiating
between hydrocarbons and water and quantitatively for
determining the proportion of water, and therefore
hydrocarbon, in the pore spaces.
Qualitative and quantity analysis of resistivity logs

relies on the difference in resistivity of salt water and
hydrocarbon. The resistivity log cannot be used to
distinguish between gas and oil because neither oil nor
gas conduct electricity.
When mud filtrate invades the formation, radial-

composite saturation zones (two distinct zones, one flushed
the other uninvaded) are formed. The resistivity of the zone
invaded by the filtrate depends on the salinity of the dril-
ling fluid along with other parameters (Fig. 5.37).
In fresh water drilling mud where the resistivity of the

flushed zone is higher than the uninvaded zone, which
contains hydrocarbon and salty formation water, the
resistivity of the flushed zone (Rxo) would be higher than
that of the uninvaded zone (Rt) with a resistivity profile, as
shown in Fig. 5.37a. On the other hand, in saltwater dril-
ling mud having lower resistivity compared with the for-
mation bearing hydrocarbon and saltwater, Rxo will be
lower than Rt, as shown in Fig. 5.37b.
Resistivity logs are important logs when combined

with SP logs (another electrical log) and can be useful
for lithology and fluid characterization. Fig. 5.38 shows
the response of the formation to SP and resistivity logs.

5.1.10.1. Resistivity Logging Tools. Formation
resistivity logs are generally displayed with a minimum
of three resistivity measurements with different depths of
investigation (Fig. 5.39). This ensures that the effect of
the flushed zone can be removed from the deep
resistivity reading for correct determination of true
formation resistivity (Rt).
Resistivity logging tools can broadly be classified as

laterolog or induction tools. Laterolog operates on the
principle of measurement of potential difference at

Figure 5.36 Sonic–density cross-plot.
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Figure 5.37 Effect of drilling mud type on resistivity profile.

Figure 5.38 SP and resistivity log responses.

Figure 5.39 Resistivity log response in shale and sandstone with reservoir fluids.



different points on the tool due to current flow initiated
into the formation from the tool. Induction tools, on
the other hand, measure the intensity of induced current
in the formation by coils and magnets. The intensity of
the current measured on a receiver coil is then related to
the conductivity and, hence, resistivity of the formation.

5.1.10.2. Microresistivity Devices. Microresistivity
devices, which have pad contacts to ensure shallow depth
of investigation, are used for measuring resistivity of
flushed zones (Rxo) that is in close proximity in depth from
borehole. Microresistivity logs are required for calcul-
ating the resistivity of the uninvaded zone (Rt) from
deep resistivity measurements; estimation of Sxo, and
calculation of movable oil.
The microresistivity pad makes contact with borehole

to ensure that the effect of hole rugosity is minimal in
readings. Microresistivity readings depend on resistivity
of the mud cake and readings can be significantly affected
by thick mud cake due to the shallow depth of investiga-
tion. Microresistivity readings incorporate corrections for
hole size and mud cake. Microresistivity devices are
generally not used for oil-based mud.
Microlaterolog (MLL), proximity log (PL), and

microspherically focused log (MSFL) are pad-type
focused electrode logs for measuring the resistivity in
the flushed zone (Rxo).
From equation (5.84):

Sw =
a×Rw

ϕmRt

1
n

For a flushed zone with water saturation of Sxo, Rt =
Rxo and Rw = Rmf and, hence:

Sxo =
a×Rmf

ϕmRxo

1
n

(5.85)

Microlog (ML)
The microlog, is a pad-type microresistivity log. Micro-

log resistivity measurement is usedmainly for determining
permeable intervals by detecting mud cake. Detection of
mud cake is an indication of a permeable interval, as for-
mation of mud cake requires a permeable formation.
A microlog is one of the most convincing indications of
a permeable formation. The curves from the microlog
are the normal curve (ML) and inverse curve (MIV)
(Fig. 5.40). The degree of separation of ML from MIV
(ML > MIV) is an indication of a permeable formation,
with a sand formation showing separation and shale
showing little or no separation. The microlog is always
combined with a microcaliper log (for revealing borehole
rugosity), as large holes in a shaly formation can give rise

to false positive separation, which might wrongly suggest
a permeable formation.

5.1.10.3. Laterolog Resistivity. Laterolog tools focus
current flow laterally into the formation and voltage is
measured at different points. The laterolog measures the
true resistivity of the formation (Rt) for a borehole filled
with saltwater muds. The tool delivers a current from
electrodes; this forces the current into the formation.
Surveying electrodes with the same polarity as focusing
electrodes are placed above and below the surveying elec-
trodes, which ensure that the current is focused. The later-
olog can be affected by invasion.
When the filtrate is salt water, Rmf ≈ Rw, and the effect

of invasion on the laterolog is minimal. However, if the
filtrate is freshwater, where Rmf > 3Rw, invasion can
significantly affect the laterolog and, hence, the laterolog
should not be used under freshwater filtrate conditions.
Laterologs require corrections for hole size, mud

resistivity, bed thickness, and tool string length.
Dual Laterolog
The dual laterolog measures deep (Rt) and a shallow

(Ri) formation resistivity (RLLD and RLLS respectively)
(Fig. 5.41 and Fig. 5.42). The dual laterolog works in high
resistivity formations and low resistivity muds. It has
excellent bed resolution and definition.

5.1.10.4. Induction Resistivity. Induction logs were
originally designed for resistivity measurement in wells
drilled with oil-based muds. They are also used in wells

Figure 5.40 Positive separation of a microlog (ML > MIV)
indicating permeable formation.
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drilled with high salinity water-based muds; they work in
wells drilled with fresh water-based muds and air-filled
boreholes.
Induction tools have electromagnetic coils that create

magnetic fields which induce the flow of a current into
the formation; this sequentially induces a secondary mag-
netic field and current which flows in a receiver coils
(Fig. 5.43). The loop current received is proportional to
the conductivity of the formation.
The principle of inducing a magnetic field is the main

principle that allows the measurement of current in the
formation without a direct circuit connection with the
formation. This phenomenon of inducing a magnetic field
is also the basis on which induction tools can be used inFigure 5.41 Dual laterolog operating principle.

Figure 5.42 Laterolog (middle track) showing LLD, LLS, and MSF.
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nonconductive mud. Due to an array of different
transmitters and receivers, measurements are focused
for different depth of investigation and vertical resolu-
tions) Fig. 5.44).

Resistivity measurement from induction tool can be
affected by a skin effect, which is when current is pushed
out from the original loop due to highly conductive for-
mations, thereby resulting in reduced signal and increased
apparent resistivity. A direct coupling effect and the
shoulder bed effect are factors that may affect induction
resistivity measurement. However, these factors are man-
aged through corrections using signal processing techni-
ques such as deconvolution.

5.1.10.5. Sw Calculation from Resistivity Log. Fluid
saturation is very important in calculating the amount
of water and hydrocarbon in a formation. This is key in
various reservoir characterization and calculation pro-
cesses, which include well testing, formation testing, in-
place hydrocarbon volume calculations, and reservoir
performance prediction.
Sw calculation from resistivity logs is based on the

dependence of Rt on porosity and the salinity of water for-
mation, as shown in the Archie equation. Most Sw calcu-
lation methods are either based on rearrangement of, or
modification to, the Archie equation to accommodate
the limitations of the Archie equation for certain
formations.
The simplest method for calculating water saturation

derived from the Archie equation is the ratio method. This
approach is based on the assumption that the formation
is made of two distinct zones (flushed and uninvaded)
of equal formation factor and, hence, independent of
porosity.

Figure 5.43 Operating principle of the induction logging tool.

Figure 5.44 Example of induction resistivity logs.
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By dividing Sw from equation (5.84) by Sxo from
equation (5.85):

Sw
Sxo

=
a×Rw

φmRt

1
n

/
a ×Rmf

ϕmRxo

1
n

Sw
Sxo

=
RwRxo

RtRmf

1
n

(5.86)

Sw
Sxo

is termed the index of oil movability (IOM). The

value of 1 would imply Sw = Sxo meaning no hydrocarbon
has been moved by invasion of filtrate. It is desirable to
have lower values, which are an indication of hydrocar-
bon movability. Values of 0.7 or less would indicate the
presence of movable hydrocarbons.
Another important relationship between Sw and Sxo is

movable hydrocarbon (MH) defined as:

MH=Sxo−Sw (5.87)

5.1.10.6. Rw Calculation from Resistivity Logs. The
Pickett plot is a graphical solution to the Archie equation
for determining formation water resistivity [Pickett,
1973]. A plot of true formation resistivity against porosity
on a-logarithmic scale will produce linear arrangements
of the data where the Archie equation is valid. From
equation (5.84):

Sw =
a×Rw

ϕmRt

1
n

log Sw = log
aRw

ϕmRt

1
n

log Sw =
1
n
log

aRw

ϕmRt

n log Sw = log aRw −m log ϕ − log Rt

log ϕ =
1
m
log aRw −

n
m
log Sw −

1
m
log Rt (5.88)

Hence, a plot of log(ϕ) against log(Rt) for defined
values of Sw will give a family of straight lines with a slope

of −
1
m

(Fig. 5.45).

When Sw = 1 and ϕ = 1, equation (5.88) reduces to:

0 =
1
m
log aRw −

1
m
log Rt

log Rt = log aRw

Rt = aRw

Thus, on the plot of log(ϕ) vs log(Rt), values of Rt read
at Sw = 1 and ϕ = 1 will give (aRw) when a good trend is
observed in the clean water zone (Fig. 5.45). Rw is then
determined when (a) is known or assumed.

Exercise 5.6 Rw Calcualtion using a Pickett Plot
Using a Pickett plot, determine Rw for the data used in

Exercise 5.3 (Table 5.4) given the tortuosity factor, a, as
0.6 and effective porosity defined as: ϕeff = ϕT 1−Vsh ,
where Vsh is shale fraction.

Solution Steps.
What is required for the Rw calculation using a Pickett

plot is a deep resistivity reading and the effective porosity
in the water zone (Sw = 1). The steps for calculating Rw

using Pickett plot can be summarized as:
Step 1: determine total porosity (ϕt) using an appropri-
ate equation. In this instance, since we are interested
in the water zone, equation (5.65) is sufficient.

Step 2: determine effective porosity using ϕeff = ϕt
1−Vsh .

Step 3: plot log of effective porosity against log of Rw on
a Cartesian scale or (actual values of effective porosity
against Rw on a log-log scale) for Sw = 1 (water zone).

Step4: the valueofRt at Sw=1 (water zone) forϕeff =1will
give aRw on the straightline trend seen on the Pick-
ett plot.

Step 5: calculate Rw from aRw with a known value of a.

Solution.
Table 5.11 summarizes the calculations for Exercise 5.6.
Pickett plots in Cartesian and log-log scales are shown

in Fig. 5.46 and Fig. 5.47, respectively.
From either Fig. 5.46 and Fig. 5.47, aRw = 0.0103Ω-m.
Given a = 0.6:

Rw =
aRw

a

Figure 5.45 A Pickett plot.
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Rw =
0 0103
0 6

= 0 017Ω−m

Rw = 0.017 Ω-m
A comparison of Rw determined from the SP log

(Exercise 5.3) and Pickett plot shows significant differ-
ences. SP logs are generally affected by many factors
and, where possible, measured Rw should always be pref-
erable, and where a visible trend is observed on a Pickett
plot then it can be considered. However, the use of a
Pickett plot or ratio method requires that the underlying

water zone has the same Rw as the reservoir to be
analyzed.

5.1.10.7. Shaly Sw Calculation Models. Shale distribu-
tion in a reservoir create challenges in log interpretation as
it affects porosity and resistivity measurements. Shale dis-
tribution in a reservoir can be general be described as lam-
inar, where the shale exists as thin layers between reservoir
sand, structural, where clay is distributed within the

Table 5.11 Summary of Calculations for Exercise 5.6.

Depth ILD ϕD ϕN Vsh ϕT ϕeff log(Rt) log(ϕeff)
(ft) (Ω-m) (%) (%) (5.26)(5.32) (5.65) (fraction) (fraction)

8,365 0.26 24.35 30.14 0.186 0.272 0.222 −0.585 −0.654
8,368 0.27 25.54 28.75 0.200 0.271 0.217 −0.569 −0.663
8,371 0.28 24.69 29.15 0.213 0.269 0.212 −0.553 −0.674
8,374 0.34 27 29.43 0.273 0.282 0.205 −0.469 −0.688
8,377 0.41 26.03 29.23 0.348 0.276 0.180 −0.387 −0.745
8,380 0.63 25.31 33.06 0.499 0.292 0.146 −0.201 −0.835

Figure 5.46 Cartesian Pickett plot using log of ϕeff against log of Rw.

Figure 5.47 Log-log Pickett plot using ϕeff against Rw.
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reservoir rock matrix and hence becomes part of the rock,
and dispersed, where the clay occupies open space between
the grains of clastic matrix (Fig. 5.48).
The Archie equation is only applicable to clean sand

and overpredicts Sw in shaly sand or shaly formations
because it ignores the conductivity of shale due to ion
movement when laden with water. Different models have
been published to improve prediction of Sw in shaly
formations.
Total Shale Model
The Total Shale Model [Schlumberger, 1989] works for

many shale formations independent of the distribution of
the shale and is expressed as:

1
Rt

=
ϕ2 S2w

aRw 1−Vsh
+
Vsh

Rsh
(5.89)

Rsh is the resistivity of adjacent shale beds and Vsh is the
shale volume faction.
Laminar Clay Model
This is based on the concept of the effective resistivity of

parallel resistors. The effective resistivity of parallel layers
of sand and shale can be defined as:

1
Rt

=
Vsh

Rsh
+
Vsd

Rsd
(5.90)

With Vsd = 1−Vsh

1
Rt

=
Vsh

Rsh
+
1−Vsh

Rsd
(5.91)

Where Rsd is the resistivity of clean sand and defined
using the Archie equation (equation (5.83)):

Rsd =
aRw

ϕm
sd S

n
wsd

The subscript sd represents sand properties.
Hence, equation (5.91) becomes:

1
Rt

=
Vsh

Rsh
+

ϕm
sd S

n
wsd 1−Vsh

aRw
(5.92)

Making Sw the subject of the formula:

Sw = Swsd =
aRw

ϕm
sd 1−Vsh

1
Rt

−
Vsh

Rsh

1
n

(5.93)

Values of ϕsd can be estimated from adjacent thick
clean sand.
Simandoux and Modified Simandoux Equation
This gives good Sw prediction in dispersed shaly sand

formation. Equation (5.91) can also be expressed in
relation to F. As such, from equation (5.81):

Rt =
FRw

Sn
w

and

Rsd =
FRw

Snwsd

Substituting Rsd into equation (5.91):

1
Rt

=
Vsh

Rsh
+
1−Vsh

Rsd

Hence:

1
Rt

=
Vsh

Rsh
+

Sn
wsd

FRw
1−Vsh (5.94)

Simadoux [1963] presented an equation similar to that
above in the form:

1
Rt

= ε
Vsh

Rsh
+

Sn
w

FRw
(5.95)

where ε = 1 when Sw = 1 and ε < 1 when Sw < 1.
Making Sw the subject of the formula in equation (5.95):

Sw = FRw
1
Rt

−ε
Vsh

Rsh

1
n

(5.96)

Figure 5.48 Shale distribution in reservoirs.
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Equation (5.96) is called the Simandoux equation
[Simandoux, 1963] or original Simandoux equation.
Bardon and Pied [1969] presented equation (5.95) with
ε = Sw and hence becoming:

1
Rt

= Sw
Vsh

Rsh
+

S2w
FRw

(5.97)

with

F=
a
ϕm from equation (5.82), equation (5.97) becomes:

1
Rt

= Sw
Vsh

Rsh
+
ϕm S2w
aRw

which is a quadratic equation with solution:

Sw =

−
Vsh

Rsh
±

Vsh

Rsh

2

+ 4
ϕm

aRwRt

2
ϕm

aRw

(5.98)

Equation (5.98) is often called the modified Simandoux
equation though some authors still call it the Simandoux
equation.
Indonesia Equation
This was empirically derived using water-bearing shaly

sand. Though the model was based on field data from
Indonesia [Poupon and Leveaux, 1971], it can be applied
to any shaly sand reservoir and expressed as.

Sw =
V2−Vsh

sh

Rsh

1
2

+
ϕm
e

aRw

1
2

2

Rt

− 1
n

(5.99)

The Indonesian model can easily be used when there are
limited or no measured electrical properties of the core
sample in the laboratory.
Waxman–Smits Method
This is an empirical relationship developed for

dispersed clay. It defines the relationship between
electrical resistivity of water saturated shaly sand to the
water resistivity and cation-exchange capacity per unit
pore volume [Waxman and Smits, 1968]. The model
predicts saturation of total porosity and the solution is
iterative as the equation is nonlinear. TheWaxman–Smits
equation is expressed as:

Sn∗wt =
Rw

Rtϕm∗ 1+RwB
Qv

Swt

(5.100)

where Swt is the saturation of the total porosity, B is a con-
stant that is dependent on temperature, and Qv is the

cation exchange capacity per unit pore volume in meq/
unit pore volume in cc and defined as:

B=
−1 28+ 0 25×T−0 000409×T2

1+ 0 04×T−0 27 R1 23
w

(5.101)

T is the temperature in C.
The relationship between Qv and CEC is:

Qv =
CEC× ρ
100×ϕ

(5.102)

CEC is cation exchange capacity in meq/100g of clay
Dual Water Model
A dual water model is based on the assumption that the

exchange cations contribute to the conductivity of clay-
bound water that is separated from the bulk water [Clavier
et al., 1984]. The dual water model is similar to the
Waxman–Smits method and the saturation calculated is
the saturation of total porosity and expressed as:

Sn∗wt =
Rwf

Rtϕm∗ 1+
RwfSwb
Swt

1
Rwb

−
1

Rwf

(5.103)

where

Swb = 1−
ϕe

ϕt

Rwb is the resistivity of the bound water in the shale and
defined as:

Rwb =Rt_ shϕm
t

Rwf is the resistivity of free formation water in the clean
zone and defined as:

Rwf =Rt_ clean ϕm
t

where Rt_sh is the true resistivity of the shale formation
and Rt_clean is the true resistivity of the clean zone
formation.
Hence, for the clean zone Rwf can be varied to get Sw = 1

in the clean water leg.
The saturation of effective saturation is then deter-

mined using:

Swe =
Swt−Swb
1−Swb

This method requires the neutron–density log for a
good estimate of ϕt and is best obtained from a
neutron–density cross-plot.
Table 5.12 summarizes the the models for calculating

Sw from resistivity log.
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Exercise 5.7 Openhole Log Interpretation
Given the resized log-data in Table 5.13, determine the

following:
1. Possible/probable lithology.
2. Zone of interest (permeable zone).
3. The fluid in the permeable zone.
4. Sw as a continuous log using the Archie, Waxman–

Smits and Indonesian equations.
Available resistivity log measurements are: micro-

spherically focused (MSFL) with a depth of investigation
(DOI) of 4 in, which can be considered to measure the

resistivity of the flushed zone; shallow laterolog (LLS)
with DOI of 14 in, which can be considered to measure
the resistivity of the shallow zone; and deep laterolog
(LLD) with a DOI of 45 in, which can be considered to
measure the resistivity of the uninvaded zone.
Rw at the formation temperature (Rw(Tf)) is 0.057Ω-m.
The Archie model parameters determined from

advanced core analysis are: a = 0.65; m = 2, and n = 2.
Waxman–Smits model parameter are m∗ = 2.02 and n∗

= 2.05. The resistivity of the shale at formation tempera-
ture (Rsh(Tf)) is 1.519 Ω-m.

Table 5.12 Models for Calculating Sw from the Resistivity Log.

Model Name Model Concept and application Limitation

Archie
Sw =

a×Rw

ϕmRt

1
n Clean sand.

Ignores conductivity of shale due to ion
movement when laden with water.

Archie should only be used in
clean sandstone.

Using Archie for shaly
formation would
overestimate Sw and may
yield Sw greater than 1.

Ratio
method Sw = Sxo

RwRxo

RtRmf

1
n This approach is based on the

assumption that the formation is made
of two distinct zones (flushed and
uninvaded) of equal formation factor
and, hence, independent of porosity.

Laminar clay
model Sw = Swsd =

aRw

ϕm
sd 1−Vsh

1
Rt

−
Vsh

Rsh

1
n Concept that conductive materials

saturated with conducting fluid can be
modeled as resistors in parallel [Wyllie
and Southwick, 1954].

Simandoux
Sw = FRw

1
Rt

−ε
Vsh

Rsh

1
n Dispersed shaly sand.

Better with saline water.

Modified
Simandoux

Sw =

− Vsh
Rsh

±
Vsh

Rsh

2

+ 4
ϕm

aRwRt

2
ϕm

aRw
Indonesian
(Poupon–
Leveaux) Sw =

V2−Vsh
sh

Rsh

1
2

+
ϕm
e

aRw

1
2

2

Rt

−1
n Dispersed shaly sand.

Based on field observation and
developed for better evaluation of the
fresh water formations.

Empirically modeled using water-
bearing shaly sand.

Though model is based on field
data from Indonesia, it can be
applied on any shaly sand
reservoir.

Waxman–
Smits

Sn∗wt =
Rw

Rtφm∗ 1+RwB
Qv
Swt

where

B=
−1 28+0 25×T−0 000409×T2

1+ 0 04× T−0 27 R1 23
w

Dispersed shaly sand.
An empirical relationship

Requires laboratory data input
and solution of Sw is iterative.

Dual water
model

Sn∗wt =
Rwf

Rtφm∗ 1+
RwfSwb

Sw

1
Rwb

−
1
Rwf

Assumes that the exchange cations
contribute to the conductivity of clay-
bound water that is separated from the
bulk water.
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Solution.
Calculation steps 1 to 6 are illustrated in Fig. 5.49.
Step 1: the calculations of petrophysical properties are

summarized in Table 5.14.
A graphical comparison of all the Sw calculations within

the interval of interest is shown in Fig. 5.50.

5.2. PERMEABILITY LOGS

Measured permeability well logs can be created from con-
tinuous measurements of formation test permeability,
stressedcorepermeability, stress-correctedcorepermeability,
and average interval permeability fromwell tests (Fig. 5.51).

Table 5.13 Log Data for Exercise 5.7.

Depth
(ft) CAL (in) GR (GAPI)

MSFL
(Ω-m)

LLS
(Ω-m)

LLD
(Ω-m) ϕN (fraction)

ρb
(g/cc)

7,480 6.48 84.375 0.694 1.063 1.007 0.359 2.465
7,490 6.45 83.006 0.871 0.952 1.019 0.350 2.463
7,500 6.38 82.031 0.874 1.181 1.091 0.341 2.472
75,10 6.26 81.434 0.811 0.954 0.989 0.344 2.447
7,520 6.47 83.461 0.681 0.991 1.005 0.328 2.458
7,530 7.22 88.608 1.165 1.200 1.200 0.223 2.421
7,540 6.45 52.028 1.777 54.862 193.442 0.213 2.370
7,550 6.51 52.292 1.800 41.090 192.646 0.210 2.338
7,560 6.55 54.123 1.924 48.241 160.007 0.197 2.344
7,570 6.55 53.571 2.592 45.080 125.405 0.219 2.355
7,580 6.55 51.602 2.050 23.845 67.279 0.215 2.364
7,590 6.55 49.932 1.412 9.291 22.295 0.221 2.323
7,600 6.62 51.022 0.670 1.045 1.146 0.224 2.306
7,610 6.62 52.983 0.579 0.611 0.774 0.244 2.327
7,620 6.59 53.529 0.616 0.661 0.772 0.240 2.323
7,630 6.79 80.767 0.547 0.733 0.907 0.245 2.311
7,640 6.30 101.435 1.151 1.202 1.020 0.369 2.408
7,650 6.22 84.699 1.794 1.641 1.699 0.401 2.457
7,660 6.17 70.312 2.031 1.782 2.261 0.385 2.474

Figure 5.49 Steps 1–6 for Exercise 5.7.
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Table 5.14 Summary of Calculations for Exercise 5.7.

Depth (ft) Vsh ϕD

Total porosity
(ϕT) ϕeff Sw (Archie)

Sw
(Waxman–Smits)

Sw
(Indonesia)

equation (5.26) (5.51) (5.65) (5.68) (5.84) (5.100) (5.99)

7,480 0.67 0.11 0.24 0.08 0.81 0.81 0.97
7,490 0.64 0.11 0.23 0.08 0.82 0.82 0.96
7,500 0.62 0.11 0.22 0.08 0.82 0.82 0.93
7,510 0.61 0.12 0.23 0.09 0.83 0.83 0.96
7,520 0.65 0.12 0.22 0.08 0.86 0.87 0.99
7,530 0.75 0.14 0.18 0.05 0.97 1.00 1.00
7,540 0.04 0.17 0.19 0.18 0.07 0.04 0.07
7,550 0.05 0.19 0.20 0.19 0.07 0.03 0.07
7,560 0.08 0.19 0.19 0.18 0.08 0.03 0.08
7,570 0.07 0.18 0.20 0.18 0.09 0.04 0.09
7,580 0.03 0.17 0.19 0.19 0.12 0.06 0.12
7,590 0.00 0.20 0.21 0.21 0.19 0.13 0.19
7,600 0.02 0.21 0.22 0.21 0.83 0.84 0.84
7,610 0.06 0.20 0.22 0.21 1.00 1.03 1.01
7,620 0.07 0.20 0.22 0.20 1.00 1.03 1.02
7,630 0.60 0.21 0.23 0.09 0.90 0.91 1.01
7,640 1.00 0.15 0.26 0.00 0.74 0.73 1.22
7,650 0.68 0.12 0.26 0.08 0.57 0.53 0.72
7,660 0.40 0.11 0.25 0.15 0.52 0.47 0.57

Figure 5.50 Comparison of Sw calculations scaled from 0 to 1
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5.2.1. Permeability Logs from Formation Test

This is based on methods that include: pretest-mobility,
flow rate analysis (FRA),and pressure transient analysis
(PTA). These methods are discussed in Chapters 6 and
8. Permeabilities from formation testing are for discrete
stations (depths). However, by matching these discrete
formation test permeabilities with appropriate permeabil-
ity prediction models, a continuous permeability log can
be derived.

5.2.2. Permeability Logs from Core Data

Details of permeability determination from core sam-
ples were discussed in Chapter 2.2. Cores from selected
intervals are analyzed and discrete permeabilities at differ-
ent depths are determined. Continuous permeability logs
can then be derived by matching permeability prediction
models with measured core permeabilities at discrete
depths. Important information that would ensure that
the model is matched to the correct data is knowing if core
permeability is absolute or effective and also to know if
core permeabilities were measured under stressed
conditions corresponding to reservoir pressure.

5.2.3. Permeability Logs from Well Test Permeability

Well test analysis gives average permeabilities over test
intervals, and does not give discrete permeabilities per
depth (Fig. 5.51). However, continuous permeability logs
can be derived by matching permeability models with
average permeabilities over test intervals (Fig. 5.51). Well
test interpretation is discussed in detail in Chapter 8.

5.2.4. Permeability Log Estimation from other Properties

Continuous formation permeability measurements
along a well are often not available for operational and
cost reasons. A more practical approach for creating
permeability well logs is to derive continuous permeability
from a combination of other log properties, such as poros-
ity, water saturation, and nuclear magnetic resonance.
The concept of permeability log prediction is based on

relationships that show the dependence of permeability
(k) on porosity (ϕ) and other properties. The most funda-
mental relationship between k and ϕ is the Kozeny–
Carman (KC) equation developed by Kozeny [1927] and
modified by Carman [1937]. For uniformly sized spheres

Figure 5.51 Permeability well logs from different permeability measurements.
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with uniform packing (Fig. 5.52), the Kozeny–Carman
equation can be expressed as:

k =
ϕ3

1−ϕ2

1

5 S2gv
(5.104)

where Sgv = surface area of grains exposed to the fluid per
unit volume of solid material.
Though reservoir grains are nonuniform in size and are

irregular in shape, equation (5.104) shows that porosity
alone is not sufficient to predict permeability; also perme-
ability is inversely proportional to exposed surface area.
This is a very important relationship that forms the basis
of predicting permeability from porosity.
Equation (5.104) can be modified to account for the

effect of irregular shaped grains and nonuniform size dis-
tribution (Fig. 5.53) by introducing a shape factor (Fs) and
tortuosity (τ).
The modified Kozeny–Carman equation (MKC) for

irregular shaped grains with nonuniform packing can be
expressed as:

k =
ϕ3

1−ϕ2

1

Fs τS2gv
(5.105)

where τ is the tortuosity and Fs is the shape factor. There
are laboratory techniques that can be used to determine
Fs, τ, and Sgv. However, these methods are laborious
and expensive. A more useful approach is to correlate

1

Fs τS2gv
with properties that can easily be determined/

measured.

5.2.4.1. Permeability Log Prediction Based on

Correlating
1

Fs τS2gv
with Swir. The most common prop-

erty that has been used to correlate
1

Fs τS2gv
is the irreduc-

ible water saturation in the formation. Since irreducible
water adheres primarily to the grain surface and depends

on grain size, Swir can be correlated with
1

Fs τS2gv
. Some of

the published empirical permeability prediction model

based on correlation of
1

Fs τS2gv
with Swir include:

Tixier [1949]

k
1
2 = 250

ϕ3

Swir
(5.106)

Timur [1968]

k= 0 136
ϕ4 4

S2wir
(5.107)

Coates and Denoo [1981]

k
1
2 = 100

ϕ2 1−Swir
Swir

(5.108)

Wyllie and Rose [1950]

k=
Cϕ3

Swi

2

(5.109)

where C = 79 and 250 for gas and medium gravity crude,

respectively. A generalize form of correlating
1

Fs τS2gv
with

Swir is expressed below as a power law model:

k = a
ϕb

Sc
wir

(5.110)

Equation (5.110), which is a generalized form of
equations (5.106)–(5.109), is important since for any given
formation or facie, parameters a, b, and c can be deter-
mined by calibrating the permeability model to measured
permeability, such as stressed core permeability or forma-
tion test permeability.
Error of match, which is the difference between actual

measured permeability and model predicted permeability,
for each sample point can be expressed as:

εj = kj−k a, b, c (5.111)

Figure 5.52 Uniform size, uniformly packed spherical grains.

Figure 5.53 Nonuniform size, randomly packed irregular
shaped grains.
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where kj is the measured permeability under stressed con-
dition or from the formation test at any given depth.
The sum of the square of the errors can thus be

expressed as:

ε2 =
n

j = 1

εj
2

=
n

j = 1

kj−k a,b, c
2

(5.112)

minimizing the sum of square of errors, ε2, which is the
objective function, yields parameters a, b, and c that
describe the power law model for the formation.
Initial Connate Water Saturation (Swi) and Irreducible

Water Saturation (Swir)
Swir, which is required for permeability estimation in

equation (5.110), can be determined from core experi-
ments by using oil or gas flow to displace water under
differential pressure or through centrifugal force to irre-
ducible water saturation. Swir determined from this
method depends on the final drive pressure or centrifugal
speed. Since Swir from core experiments is dependent on
displacement pressure, it may not be equal to the initial
connate water saturation (Swi) in the reservoir determined
from resistivity logs. Due to inconsistencies in Swir from
core experiments, it is more practical to use Swir derived
from the well log. In the reservoir hydrocarbon zone, ini-
tial connate water saturation can be considered equal to
the irreducible water saturation, which is not producible
(Swi = Swir). In the transition zone, some of the connate
water can be produced and initial water saturation in
the transition zone is greater than irreducible water satu-
ration (Swi > Swir). In the water zone, water saturation is 1
(Sw = 1) and greater than Swir. (Fig. 5.54).
Since Swi, the initial water saturation calculated from

the resistivity log at the initial reservoir condition, in
the hydrocarbon zone is Swir, Swi can be used in equations

(5.106)–(5.110) directly in the hydrocarbon zones. How-
ever, in the transition and water zones, Swir has to be cal-
culated and Swi determined from electrical logs cannot be
used directly in permeability prediction models (equations
(5.106)–(5.110)).
Calculation of Swir from Swi in the Transition and

Water Zones
Buckles [1965] showed the relationship between Swir

and porosity (ϕ) as:

ϕSwir =CBkl (5.113)

where CBkl is Buckles constant and equal to the bulk vol-
ume of irreducible water (BVI).
Making porosity the subject of the formula:

ϕ=
CBkl

Swir
(5.114)

The plot of porosity against Swir will give an exponential
relationship with a family of curves characterizing rock of
different grain size (Fig. 5.55). Swir and porosity for the
Buckles plot can be taken from core analysis or from
log analysis in a hydrocarbon bearing zone where Swi
= Swir.
Typical values of CBkl are:
Sandstones: 0.02–0.1.
Intergranular carbonates: 0.01–0.06.
Vuggy carbonates 0.005–0.06.
Expressing equation (5.114) in terms of log terms:

logϕ= logCBkl− logSwir (5.115)

Fig. 5.56 shows the Buckles plot on a log-log scale.
When Swir = 1, from equation (5.115):

logϕ= logCBkl

Figure 5.54 Initial connate water saturation and irreducible water saturation in a reservoir.
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Hence, when a trend for a given rock type is extrapo-
lated to Swir = 1, the value of ϕ read, corresponds to CBkl.
From determined CBkl for a given rock type, Swir can be
determined in the transition or water zones using
equation (5.113)

Swir =
CBkl

ϕ
(5.116)

Swir calculated for the transition and water zones can
then be used to calculate permeability in those zones using
equations (5.110) and (5.112). Predicting permeability in
the water zone is important, especially where the reservoir
deliverability is dependent on aquifer response.
CBkl, which is equal to BVI, can be determined from

nuclear magnetic resonance log (section 5.2.4.4).

Exercise 5.8 Power Law Permeability Log Prediction
Using Simple Regression

Porosity fromwell log analysis, initial water saturation
from well log analysis, and permeability from core
analysis are summarized in Table 5.15. Determine per-
meability power law model parameters (a, b, and c)
and create a permeability log over the depth of
10,050–10,145 ft which has an average reservoir pressure
of 2340 psia.
Table 5.16 shows the porosity and initial connate water

saturation well logs.

Solution Steps.
Step 1: set up permeability model prediction with poros-
ity and Swir and initial guess values of a, b, and c.

Step 2: create an objective function using equation
(5.112) and minimize the function to get correct
values of a, b, and c.

Solution.
Table 5.17 summarizes the solution for the well log

permeability prediction for Exercise 5.8.

Minimize function
n

j = 1

εj
2

=
n

j = 1

kj−k a,b, c
2

by

changing a, b, and c.
From regression, a = 4300; b = 2.92 and c = 2.
Hence, using equation (5.110), the power law permea-

bility model that described the formation is:

4300
ϕ2 92

S2wir
(5.117)

Figure 5.55 Buckles plot on a Cartesian scale.

Figure 5.56 Buckles plot on a log-log scale.

Table 5.15 Porosity, Irreducible Water Saturation, and
Permeability.

Sample
number

Depth
(ft)

Confining
pressure

(psia) ϕ

Swir = Swi

(from well
log)

Klinkenberg
permeability

k (mD)

1 10,056 2340 0.05 0.89 0.8
2 10,073 2340 0.18 0.23 544
3 10,087 2340 0.23 0.31 612
4 10,109 2340 0.11 0.33 60
5 10,125 2340 0.03 0.78 0.2
6 10,143 2340 0.34 0.28 2,350
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The calculated permeability well log prediction over the
depth 10,050–10,145 ft is summarized in Table 5.18.
A graphical depiction of predicted and measured core

permeability over the depth 10,050–10,145 ft is shown
in Fig. 5.57.
Using simple regression only, as done in Exercise 5.8,

for a large data set can be difficult when determining
the permeability power model parameters a, b, and c
due to the non-unique solution (that is, more than one
possible combination of a, b, and c can match the data).
A practical workflow to determine permeability model

parameters a, b, and c is discussed here.
From equation (5.110)

k= a
ϕb

Sc
wir

Hence

logk= loga+b logϕ−c logSwir (5.118)

Calculating Parameter a
When Swir = 1, and ϕ = 1, equation (5.118) reduces to:

logk= loga+ b log 1 −c log 1

and

logk= loga

Hence, on a plot of log(k) against log(ϕ), for Swir = 1
trend, the value of k at ϕ = 1 will give the value of model
parameter a. Swir = 1 will correspond to shale or a shaly
formation with bound water.
Calculating Parameter b
From equation (5.118), a plot of k against ϕ on a log-log

scale will yield a family of trends for different Swir whose
slopes equal b.
Calculating Parameter c
From equation (5.118) when Swir = 1

logk Swir = 1 = loga+b logϕ Swir = 1 (5.119)

Solving equations (5.118) and (5.119) simultaneously
by subtracting equation (5.118) from equation (5.119)
and making c the subject of the formula:

c =
log

k Swir = 1
k

−b log
ϕ Swir = 1

ϕ
logSwir

(5.120)

Hence, for a given k, ϕ, and Swir with a value on a
clearly defined trend where Swir 1, equation (5.120)
can be used to determine value of parameter c. It is pref-
erable to use k and ϕ from the k-ϕ trend corresponding to
the lowest Swir for calculating parameter c in equa-
tion (5.120).
With initial values of a, b, and c determined, for-

ward simulation of k is then carried out and regression
using equation (5.112) may then be used to refine the
match to get improved values of the a, b, and c
parameters.

An integrated workflow for creating a permeability well
log model that involves model diagnosis and initial value
determination, forward simulation, and refining the

Table 5.16 Porosity and Initial Connate Water Saturation
Well Logs.

Depth ϕ Swi

(ft)

10,050 0.22 0.33
10,055 0.03 0.90
10,060 0.10 0.35
10,065 0.12 0.29
10,070 0.15 0.22
10,075 0.23 0.36
10,080 0.32 0.21
10,085 0.34 0.26
10,090 0.32 0.19
10,095 0.34 0.31
10,100 0.36 0.40
10,105 0.31 0.28
10,110 0.41 0.36
10,115 0.32 0.27
10,120 0.28 0.37
10,125 0.10 0.35
10,130 0.07 0.88
10,135 0.09 0.87
10,140 0.21 0.43
10,145 0.31 0.45

Table 5.17 Solution for the Well Log Permeability Prediction for Exercise 5.8.

Sample Depth Stress
ϕ Swir

k ki(a, b, c) ε2

number (ft) (psia) (mD) (mD) using equation (5.110) using equation (5.112)

1 10,056 2340 0.05 0.89 0.8 0.86 0.003887
2 10,073 2340 0.18 0.23 544 543.76 0.056856
3 10,087 2340 0.23 0.31 612 612.34 0.113424
4 10,109 2340 0.11 0.33 60 62.71 7.320966
5 10,125 2340 0.03 0.78 0.2 0.25 0.002769
6 10,143 2340 0.34 0.28 2,350 2,350.02 0.000258

FORMATION EVALUATION 165



match using total least square regression is summarized in
Fig. 5.58.

Exercise 5.9 Power Law Permeability Log Prediction
Using Integrated Workflow

Stressed core permeability and porosity data from core
analysis are summarized in Table 5.19.
Determine the permeability well log model using the

power law model and create the permeability log over a
depth of 10,358–10,753 ft, which is above transition zone.

Solution Steps.
Since the interval of interest is above the transition zone,

the assumption of Swir = Swi is valid.
Following the steps summarized in Fig. 5.58.:
Step 1: plot k against ϕ on a log-log scale with the Swir
value as a data label on plot.

Step 2: from the k-ϕ trend, with Swir=1, determine
parameter a, which is the value of k when ϕ = 1.

Step 3: from the k-ϕ trend, with Swir = 1, determine
parameter b, which is the slope of trend.

Step 4: from any k and ϕ on trend with Swir 1
determine parameter c using equation (5.120).

Step 5: simulate k with determined parameter a, b, and
using equation (5.110).

Step 6: use regression to refine the match and improve
values of a, b, and c.

Solution.
The cross-plot of k against ϕ showing values of Swir is

shown in Fig. 5.59.
The graphical determination of a and b is summarized

in Fig. 5.60.
Calculation of parameter c is summarized in Fig. 5.61.
Substitute any value of k and ϕ at Swir = 0.1 (the lowest

saturation with good trend) (Fig. 5.61) with a and b into
equation (5.120).
Using a value of k = 0.003 mD and ϕ = 0.04 (Fig. 5.61)

and substituting into equation (5.120) to calculate param-
eter c:

c =
log

k Swir = 1
k

−b log
ϕ Swir = 1

ϕ
logSwir

c =
log

0 31
0 003

−5 87 log
0 13
0 04

0 1
= 2 0

a = 4200, b = 5.87, and c = 2.0

Forward simulation to examine the match of the
model’s prediction with core permeability on a diagnostic
plot (Fig. 5.62) and permeability-depth log (Fig. 5.63) is
carried out.

Table 5.18 Predicted Permeability Well Log Using
Equation (5.117).

Depth ϕ Swir=Swi

kpredicted (mD) using
equation (5.117)

(ft) from
Table 5.16

from
Table 5.16

from
Table 5.16

10,050 0.22 0.33 475
10,055 0.03 0.90 0
10,060 0.10 0.35 42
10,065 0.12 0.29 105
10,070 0.15 0.22 349
10,075 0.23 0.36 454
10,080 0.32 0.21 3,500
10,085 0.34 0.26 2,725
10,090 0.32 0.19 4,276
10,095 0.34 0.31 1,917
10,100 0.36 0.40 1,361
10,105 0.31 0.28 1,794
10,110 0.41 0.36 2,456
10,115 0.32 0.27 2,117
10,120 0.28 0.37 763
10,125 0.10 0.35 42
10,130 0.07 0.88 2
10,135 0.09 0.87 5
10,140 0.21 0.43 244
10,145 0.31 0.45 695

Figure 5.57 Permeability log prediction with match to
measured core permeability.
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Permeability log prediction using power law model para-
meters from diagnosis (a = 4,200, b = 5.87, and c = 2.0)
gives a good match when compared with measured perme-
ability (Fig. 5.63) and, therefore, there is no need for regres-
sion to improve thematch and refine parameters a, b, and c.
Hence, the final permeability power law model from

equation (5.110) and calculated model parameters is:

k = 4200
ϕ5 87

S2wir

5.2.4.2. Permeability Log Prediction Based on Corre-

lating
1

Fs τS2gv
with Flow Zone Indicator. Amaefule et al.

[1993] rearranged the MCK equation (equation
(5.105)) as:

k
ϕ
=

ϕ
1−ϕ

1
FsτSgv

in consistent unit (5.121)

Figure 5.58 Workflow for calculating parameters for the power law permeability model.
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In engineering oil filed (EOF) units:

0 0314
k
ϕ
=

ϕ
1−ϕ

1
FsτSgv

(5.122)

where k = permeability (mD), and ϕ = porosity (volume
fraction).
Equation (5.122) can be expressed further as:

RQI=ϕzFZI inEOFunit (5.123)

where

RQI= 0 0314
k
ϕ

(5.124)

RQI is the reservoir quality index in μm and relates to
the mean pore throat size of the formation rock.

ϕz =
ϕ

1−ϕ
(5.125)

ϕz is pore-to-grain volume ratio
and

FZI=
1

FsτSgv
(5.126)

where FZI is the flow zone indicator in μm. FZI defines
hydraulic flow units (HU or HFU), which are dependent
on mineralogy and texture but independent of lithofacies.
Zones with the same FZI do not not necessarily mean they
have the same geological unit or facies.
From equation (5.123).

logRQI= logϕz + logFZI (5.127)

From equation (5.127), a plot of logRQI against log ϕz

for samples in a reservoir with different FZI is expected to

Table 5.19 Permeability, Porosity, and Connate Water from
Core Analysis and Well Log.

Depth (ft)
k (mD)

from core
ϕ

from well log

Swi

from
well log

10,358.0 0.003 0.04 0.10
10,375.9 0.009 0.06 0.20
10,418.7 0.523 0.14 0.30
10,434.6 0.187 0.11 0.25
10,453.5 0.168 0.10 0.20
10,473.4 0.015 0.06 0.15
10,494.3 0.186 0.10 0.19
10,515.2 3.06 0.13 0.10
10,554.0 18.57 0.24 0.24
10,575.9 7.68 0.22 0.29
10,597.8 0.184 0.08 0.10
10,613.7 0.042 0.08 0.21
10,635.6 0.107 0.11 0.33
10,655.5 0.341 0.13 0.30
10,672.4 0.680 0.20 0.74
10,694.3 15.028 0.31 0.56
10,712.2 5.18 0.28 0.71
10,733.1 0.276 0.19 1.00
10,753.0 0.031 0.13 1.00

Figure 5.59 Cross-plot of k against ϕ showing values of Swir.
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Figure 5.60 Calculating a and b from k-ϕ plot

Figure 5.61 Using k and ϕ at Swir 1 for calculation of parameter c.

Figure 5.62 Simulation of permeability on a diagnostic plot of k against ϕ.



yield a family of straightline trends with a slope of 1,
with each trend defining a HU with characteristic value
of FZI.
The intercept of each trend of the plot logRQI against

log ϕz at ϕz = 1 would give value of FZI on the logRQI
axis for each HU (Fig. 5.64). This can also be shown by
substituting ϕz =1 into equation (5.127) as:

logRQI= log 1 + logFZI

logRQI= logFZI

RQI=FZI

Hence, when core samples are considered representative
of different hydraulic flow units in reservoir, a plot of log-
RQI against logϕz may be used to determine FZI.
From equation (5.123)

RQI=ϕzFZI

Substituting RQI= 0 0314
k
φ
and ϕz =

ϕ
1−ϕ

0 0314
k
ϕ
=

ϕ
1−ϕ

FZI

Making k the subject of the formula:

k = 1014 24
ϕ3

1−ϕ 2 FZI
2 (5.128)

Determined FZI from diagnosis (Fig. 5.64) is then used
in equation (5.128) to predict permeability for depth
where permeability has been measured, to check that
FZI for each HU can predict measured permeability with
an acceptable level of accuracy. This is a very important
validation step and ensures that the FZI determined can
predict permeability. Regression can be used to improved
FZI values where the match between predicted and meas-
ured permeability needs to be improved.
The challenges of using FZI for permeability prediction

include (i) obvious delineation of HU from the RQI–FZI
plot may not exist and (ii) it can be difficult to correlate
FZI to other attributes for permeability prediction away
from well, as FZI does not directly relate to facies.
A practical workflow for a permeability well log predic-

tion model using the FZI approach is summarized in
Fig. 5.65.

Exercise 5.10 FZI Permeability Log Prediction
Using the same data as in Exercise 5.9, create a perme-

ability well log prediction model using the FZI method
and predict permeability over 10,358 to 10,753 ft.

Figure 5.63 Simulation of a permeability well log for
Exercise 5.9.

Figure 5.64 FZI determination from RQI against ϕz plot.
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Solution Steps.
Step 1: determine RQI using equation (5.124) and ϕz

using equation (5.125).
Step 2: plot RQI against ϕz on a log-log scale.
Step 3: identify trends with slope 1 defining HU.
Step 4: determine FZIs for identified HU as the initial
model parameter.

Step 5: Predict k using equation (5.128) and improve
match by regression if necessary.

Solution.
Calculation of RQI and ϕz are summarized in

Table 5.20.
Identification of HU and graphical determination of

FZI are shown in Fig. 5.66.
FZI permeability prediction using equation (5.126) is

summarized in Table 5.21
Comparison of predicted k (form Table 5.21) and meas-

ured k (Table 5.20) is shown graphically in Fig. 5.67.

The match in Fig. 5.67 can be improved by minimizing
the sum of the square of the errors between core permea-
bility and model permeability expressed as:

ε2 =
n

j = 1

εj
2

=
n

j = 1

kj−k FZIi

2

(5.129)

Minimizing the sum of the square of the errors, ε2,
which is the objective function, yields a refined value of
FZIi where i = 1–6 for this exercise.
Table 5.22 shows the FZI permeability calculation after

regression.
Final regression shows that HU 5 and 4 have the same

FZI. This is an indication that HU 5 and 4 can be grouped
as one single flow unit.
Fig. 5.68 shows the improved permeability prediction

match for Exercise 5.10.

Figure 5.65 Workflow for permeability well log prediction using the FZI approach.
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5.2.4.3. Permeability Log Prediction Based on Corre-

lating
1

Fs τS2gv
with Mineral Content. Herron [1987]

showed that the MCK equation (equation (5.105)) can
be expressed in terms of mineralogical abundances as:

k =Af
ϕ3

1−ϕ2 exp BiMi (5.130)

where
1

Fs τS2gv
from equation (5.105) is equal to

Af exp BiMi in equation (5.130).

Af is defined as:
Af = 4 9+ 2Fmax

where Fmax is the maximum feldspar content in the forma-
tion of interest, Mi is the molecular weight of a fraction

Table 5.20 Calculation of RQI and ϕz.

Depth (ft)
From Table 5.19

k (mD)
Table 5.19

ϕ
Table 5.19

Swir

Table 5.19
RQI

Using equation (5.124)
ϕz

Using equation (5.125)

10,358.0 0.003 0.04 0.10 0.009 0.042
10,375.9 0.009 0.06 0.20 0.012 0.064
10,418.7 0.523 0.14 0.30 0.061 0.163
10,434.6 0.187 0.11 0.25 0.041 0.124
10,453.5 0.168 0.1 0.20 0.041 0.111
10,473.4 0.015 0.06 0.15 0.016 0.064
10,494.3 0.186 0.1 0.19 0.043 0.111
10,515.2 3.06 0.13 0.10 0.153 0.149
10,554.0 18.57 0.24 0.24 0.276 0.316
10,575.9 7.68 0.22 0.29 0.186 0.282
10,597.8 0.184 0.08 0.10 0.048 0.087
10,613.7 0.042 0.08 0.21 0.023 0.087
10,635.6 0.107 0.11 0.33 0.031 0.124
10,655.5 0.341 0.13 0.30 0.051 0.149
10,672.4 0.68 0.2 0.74 0.058 0.250
10,694.3 15.028 0.31 0.56 0.219 0.449
10,712.2 5.18 0.28 0.71 0.135 0.389
10,733.1 0.276 0.19 1.00 0.038 0.235
10,753.0 0.031 0.13 1.00 0.015 0.149

Figure 5.66 Graphical determination of FZI from core samples.
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of constituent mineral in rock sample, and Bi is a constant
that characterizes different minerals.
In this approach an estimate of mineral composition is

required to compute permeability. Mineral content can be
measured using nuclear spectrometry. The mineral con-
tent has an effect on grain size texture and themorphology
of the grains.

Table 5.21 FZI Permeability Calculation.

Depth (ft)
HU Number
Fig. 5.66

FZI
From Fig. 5.66

k (mD)
using equation (5.126)

10,358.0 5 0.1 0.001
10,375.9 5 0.1 0.002
10,418.7 3 0.4 0.602
10,434.6 3 0.4 0.273
10,453.5 3 0.4 0.200
10,473.4 4 0.1 0.002
10,494.3 3 0.4 0.200
10,515.2 1 1.0 2.944
10,554.0 1 1.0 24.274
10,575.9 2 0.6 6.390
10,597.8 2 0.6 0.221
10,613.7 4 0.1 0.006
10,635.6 4 0.1 0.017
10,655.5 3 0.4 0.471
10,672.4 4 0.1 0.127
10,694.3 2 0.6 22.847
10,712.2 3 0.4 6.872
10,733.1 5 0.1 0.106
10,753.0 6 0.1 0.029

Figure 5.67 Simulation of permeability as well log for
Exercise 5.10.

Table 5.22 FZI Permeability Calculation after Regression.

Depth (ft)
HU number
Fig. 5.66

FZI
after regression

k (mD)
after regression

10,358.0 5 0.2 0.003
10,375.9 5 0.2 0.010
10,418.7 3 0.4 0.602
10,434.6 3 0.4 0.273
10,453.5 3 0.4 0.200
10,473.4 4 0.2 0.010
10,494.3 3 0.4 0.200
10,515.2 1 1.0 2.944
10,554.0 1 1.0 24.274
10,575.9 2 0.6 6.390
10,597.8 2 0.6 0.221
10,613.7 4 0.2 0.025
10,635.6 4 0.2 0.068
10,655.5 3 0.4 0.471
10,672.4 4 0.2 0.507
10,694.3 2 0.6 22.847
10,712.2 3 0.4 6.872
10,733.1 5 0.2 0.424
10,753.0 6 0.1 0.029
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5.2.4.4. Permeability Log Prediction Based on Corre-

lating
1

Fs τS2gv
with Nuclear Magnetic Resonance Log.

The principle of NMR for logging is based on the release
ofwaves due to the reorientation of protons under the influ-
ence of a magnetic field. A primary measurement derived
from a nuclear magnetic resonance (NMR) log is the free
fluid index (FFI), which relates to the amount of movable
fluid in the formation pores spaces and is expressed as:

FFI =ϕ 1−Swir (5.131)

Making Swir in equation (5.131) the subject of the
formula:

Swir = 1−
FFI
ϕ

(5.132)

NMR logs are also used in determining the bulk volume
of irreducible water (BVI), which equals CBkl in
section 5.2.4.1 and expressed as:

BVI=ϕSwir (5.133)

One approach of correlating
1

Fs τS2gv
with NML is by

substituting Swir in equation (5.132) into any of the empir-
ical permeability relationships in equations (5.106)–
(5.110) that depend on Swir.
Considering the coats permeability model in equa-

tion (5.108):

k
1
2 = 100

ϕ2 1−Swir
Swir

substituting
FFI
ϕ

= 1−Swir , from equation (5.131) into

above coats permeability model:

k
1
2 = 100

ϕ2FFI
ϕSwir

(5.134)

Substituting BVI from equation (5.133) into equa-
tion (5.134):

k
1
2 = 100

ϕ2FFI
BVI

k= 10ϕ
2 FFI

BVI

2

(5.135)

Equation (5.135) is expressed in a general form by sub-

stituting C=
1
10
:

k=
ϕ
C

2

FFI
BVI

2

(5.136)

C in equation (5.136) is used to calibrate the model pre-
diction to known permeability such as that from a stressed
core sample.
Another permeability prediction based on theNMR log

is the Schlumberger model, expressed as:

k =C×T2
2gm ×ϕ4 (5.137)

where T2gm is the geometric mean of the T2 distribution
and C is a constant used in calibrating the model and var-
ies from formation to formation. It is very important to
calibrate NMR permeability to other known permeability
such as permeability from stressed core analysis.
Other than permeability prediction, NMR logs can be

used for identification of movable and immovable fluid in
a formation, porosity determination independent of forma-
tion lithology, and identification of pore size distribution.

5.3. SUMMARYOF FORMATION EVALUATION

Quantitative and qualitative use of openhole logs are
summarized in Table 5.23.
Fig. 5.69 summarizes the steps for analysis of well logs

for reservoir characterization.

Figure 5.68 Improved permeability prediction match for
Exercise 5.10.
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Table 5.23 Summary of Characteristics of Openhole Logs with Qualitative and Quantitative Use.

Well log Characteristic Inference/Qualitative use Quantitative use Validation logs

GR Measurement of the natural
gamma radiation from
formation.

Low reading: nonshale
(Sandstone limestone or
other minerals.)

High reading: shale except
in radioactive sands.

Calculating Vsh

GR is often preferred to SP
for Vsh calculation except
in radioactive sands.

In radioactive sand,
computed gamma ray
response (CGR) should be
used in preference to SP
as SP is often affected by
environmental factors.

GR is also important in
computing NTG.

Checking resistivity logs to
discriminate between
sandstone and limestone.

Using neutron-density
(N-D) logs to validate
presence of shale.

SP Deflection in porous media
with salinity contrast
between mud and
formation water.

Deflection in permeable
formation (reservoir rock)
and no deflection in
nonpermeable formation
(nonreservoir rock).

Calculating Vsh and NTG in
absence of GR. Should be
considered for Vsh in
radioactive sand only in
absence of CGR as SP
more affected by
environmental factors
than GR.

Checking resistivity logs to
discriminate between
sandstone and limestone.

Using N–D to validate
presence of shale.

Density/
Neutron

Density log is measured
bulk formation density
and used for estimating
formation porosity.

Neutron log responds
primarily to the amount of
hydrogen in the formation
(Hydrogen Index), which
directly relates to
porosity.

Low density with density
log on left of neutron log
is a characteristic of
sandstone reservoir.

Calculation of: ϕ and Vsh. Confirm
sandstone with low GR
reading.

Significantly higher
apparent ϕD than
apparent ϕN (gas
crossover effect) can be
caused by presence of
gas. Presence of gas
increases the apparent
density porosity but
decreases the apparent
neutron porosity hereby
causing a gas crossover.

Check for rugose hole
condition which can
create gas effect.

Check that correct matrix
for calibration is used.
Measuring porosity in
formation with tool
calibrated with another
matrix can create false
gas effect.

Density/
Neutron

When density lies to right of
neutron, with significant
separation, shale is
suspected. Shale effect is
opposite to gas effect.
Dolomite give similar
response with high
density.

Confirm shale with high GR
reading.

Confirm dolomite with low
GR reading.

High density reading which
is very close to neutron
reading would suggest
Limestone. This is an
important characteristic
of limestone.

Check for low GR which
characterizes limestone.

(continued overleaf )
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Well log interpretation steps shown in the flow chart
(Fig. 5.69) can be summarized with the illustration shown
in Fig. 5.70.
It is very important to ensure that final quantitative and

qualitative well log interpretation results are consistent
with geological core descriptions, core analysis, and other
information gathered from the formation.

Exercise 5.11 Qualitative Formation Description from
Well Log

Sketch the possible formation and fluid type that best
describe the well log in Exercise 5.5.

Solution.
Note that no hydrocarbon–water contact (HWC) was

observed but, rather an oil-down-to (ODT).
Also, the log showed reduced GR after shale, indicat-

ing a good reservoir at the base of the log with the pres-
ence of hydrocarbon beneath the shale, as shown in
Fig. 5.71.

Table 5.23 (Continued)

Well log Characteristic Inference/Qualitative use Quantitative use Validation logs

Resistivity Measures total resistivity of
formation with fluid
within pore spaces.

Minimum of three
resistivity measurements
with different depths of
investigation: shallow,
mid and deep resistivity
logs is recommended.

Resistivity with
measurements at varying
depth of investigation is
also common.

Separation of deep and
shallow resistivity curves
suggests presence of a
permeable formation.

Overlay of deep and
shallow resistivity suggest
impermeable zone such
as shale.

Higher deep resistivity
reading compared with
shallow is an indication
of hydrocarbon bearing
zone for saline water-
based mud.

Calculation of:
Sw
Sxo
IOM= Sw

Sxo
MH=Sxo−Sw

GR should be examined to
confirm sandstone.

GR should be examined to
confirm shale.

N–D should be examined
to determine if HC is gas
(when gas effect is
observed) or not

High shallow, mid and
deep resistivity with
reading closely pack
would suggest limestone.
High resistivity (low
electrical conductivity) is
characteristic of
carbonate.

Closely crammed resistivity
indicates low filtrate
invasion

GR should be examined for
low GR to confirm
limestone.

N–D should be examined
for characteristic of
limestone discussed
under neutron-density
log.

Low resistivity
characterizes water zone
(salt water formation)
since formation water has
high conductivity (low
resistivity).

Sandstone with dispersed
clay, which is conductive
due to conductive bond
water, can show
characteristic of low
resistivity (Low Resistivity
Pay). Thinly laminated
shales can cause low
resistivity too.

GR can reveal laminate
shale lithology to check if
low resistivity is due to
shale.
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Data Gathering
Well logs; core with geological descriptions; cuttings with geological
descriptions.

Data Preparation
Log QC; log merging; removing outliers; depth correction;
environmental correction where required.

Lithology Description

Sandstone Carbonate Shale and
Others

Defining Reservoir and Non Reservoir

Reservoir Rocks:

Sandstone or Carbonate
Nonreservoir

Defining Reservoir Fluids and HWC or HDT

Hydrocarbon NonreservoirWater

Defining Hydrocarbon Zones OWC (or ODT) & GOC (or GDT)

Oil NonreservoirWaterGas

Determine Petrophysical Properties

Vsh; pay zone; NTG; ϕ; Sw;Sw/Sxo
and Sxo-Sw

NonreservoirWater

Drill cuttings; core geological and lithological
descriptions; neutron-density logs; SP log;
calliper log; PEF log and resistivity logs (for
carbonate) provide important information for
lithological description.
Vsh can be calculated using SP, GR or N-D.

Resistivity logs are important in identifying
hydrocarbon and water bearing zones.
Resistivity logs will not distinguish between oil
and gas zone.

Neutron-density is useful for detecting gas
zone and differentiating gas zone from oil
bearing zone.

Vsh can be computed using: SP, GR and ϕN.
Pay zone will be defined from cut offs.
Sw is determined from Rt and computed ϕ.

Data preparation would vary from analyst to 
analyst; software capabilities and workflow.

This involves identification of sandstones and
carbonates.
The two most common petroleum reservoir
rocks are sandstones and carbonates
(limestones and dolomites).

Figure 5.69 Steps for analysis of well logs for reservoir characterization.

Figure 5.70 Illustration showing steps for well logs analysis.
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6

Formation Testing

Formation test(ing) involves measurement of pressure
and fluid properties, with formation testers, at different
stations (depths) where each station involves a flow of
fluid from the formation over a given elapsed time. For-
mation tests are different from other openhole logs as data
acquisition involves: stopping the formation tester at a
specific station; setting the tool; initiating and controlling
flow from the formation over an elapsed time while taking
pressure measurements; unsetting the tool after measure-
ment; then moving to another station to repeat the
measurements.
Formation testers, a type of wireline tool, have become

increasingly important as environmental considerations
play a crucial role in petroleum exploration activities.
Formation testing can sometimes be an alternative to
the conventional well testing in characterizing formation
at exploration and appraisal stages. Wireline formation
tests (WFT) are cheaper than drill stem tests (DST) from
an acquisition standpoint and can have lower environ-
mental impact. Table 6.1 shows a comparison of forma-
tion testing and conventional well testing for formation
characterization.
In recent times, formation testers have evolved from

formation pressure measurement and sampling to more
complex testing applications, which include: in situ fluid
composition; fluid properties such as saturation point,
fluid density, fluid viscosity, fluid compressibility, asphal-
tene onset, cloud point, and other complex PVT proper-
ties; relative permeability using neural network
algorithms; and stress testing (stress magnitude) [Des-
brandes and Gualdron, 1988; Dong and Hegeman, 2003;
Wu et al., 2006; Raghuraman et al., 2007].
The main objectives of modern (modular) formation

testing include: determining formation pressure at the res-
ervoir zone of interest; creating pressure profiles and

gradients over an interval of interest; identifying zones
in hydraulic communication or compartmentalized zones;
determining fluid type and fluid contacts; estimating for-
mation permeability and mobility; formation fluid sam-
pling; and downhole determination of fluid properties
and composition.
A properly designed and executed formation test job

will provide valuable information for reservoir modelling,
well completion strategy, infill drilling, optimization of
drilling mud, and detection of movement of fluid contact.
Formation testing is sometimes confronted with chal-

lenges such as insufficient gauge resolution to record inter-
pretable pressure in high permeability [Whittle et al.,
2003] and problems such as supercharging in low perme-
ability formation.

6.1. FORMATION TESTERS

Fig. 6.1 shows a schematic of a single probe wireline for-
mation tester (probe module).
In formation testing, flow from the formation through

an aperture can be initiated using a pretest chamber (test
chamber) or pumpout module. The pretest chamber
(Fig. 6.2) has a piston whose movement initiates flow
from the formation through flow aperture(s) and flowlines
into the chamber, thus creating a pressure drawdown.
When the piston stops moving following initial draw-
down, the pressure in the formation builds up to final for-
mation pressure. During the displacement of the chamber
piston, the volume of fluid withdrawn from the formation
is measured by displaced volume in the chamber
Instantaneous rate flow of fluid withdrawal from

the formation into the pretest chamber can be
expressed as:

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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q t =
ΔV
Δt

(6.1)

For withdrawal into the chamber of volume, V, which is
filled over an elapsed time, t, the average rate of with-
drawal during the entire process is expressed as:

qAvg =
V
t

(6.2)

Pretest chamber volumes in wireline formation testers
can be fixed or variable with volumes in the range
20–100 cm3 for wireline formation testers. A volume in
the range 10–20 cm3 is often sufficient if tool storage effect
is small. In cases where tool storage effect is high, either
due to tool volume or high fluid compressibility, a higher

pretest volume chamber is often required to ensure that
formation response is measured by the tool in a reasona-
ble time.
During wireline formation testing for acquisition of

pressure data, the measurement of fluid property or fluid
sampling, flow from the formation into the tool’s flow-
lines and chamber is through apertures (probes and or
packers). The need for proper seals to isolate apertures
hydraulically from the surrounding fluid, which may
interfere with pressure or fluid property measurement, is
vital. Single probes (snorkel) are the most common flow
apertures in formation testing. In situations where the well
or reservoir is characterized by fracture/fissures, low per-
meability, thin or laminated zones, the use of a single-
probe configuration becomes inappropriate because of
the difficulty in achieving hydraulic communication with
the tool and hydraulic isolation from wellbore fluid. In
instances where a single-probe configuration cannot
achieve a hydraulic seal, an oval pad or dual packers
become suitable alternatives [Zefzaf and Fattah, 2006].
The different flow apertures in wireline formation tes-

ters are illustrated in Fig. 6.3.

Table 6.1 Comparison of Formation Testing and Well Testing.

Formation testing Well testing

Saves time. Time consuming.
Less expensive than well testing. Expensive.
Shallow depth of investigation Deep radius of investigation.
Environmentally friendly due to small produced
reservoir fluid.

Difficult to create containment of large volume of reservoir
fluid produced.

Difficult estimating actual skin due to damage
when setting tool.

Most appropriate way to estimate well skin.

Insufficient gauge resolution can be a problem
in high permeability.

Gauge resolution is rarely a problem.

Mud filtrate invasion can affect result in low
permeability formation.

Clean-up can reduce effect of filtrate invasion.

Figure 6.1 Configuration of simple wireline formation tester.

Figure 6.2 Change of volume in pretest chamber.
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Fig. 6.4 shows an example of a pressure and cumulative
fluid profile from a formation using a single probe flow
aperture with a pretest chamber for volume withdrawal.
The test shows increasing volume during pretest (draw-
down) and constant volume when the piston stops moving
(buildup).
A simple derivative of displaced volume with respect to

time is sufficient to determine the flow rate of fluid into the
pretest chamber from the formation, as shown in Fig. 6.5.

6.1.1. Flowline (Tool) Storage Effect (FLSE)

Flowline storage effect is similar to the well test
storage effect discussed in Chapter 8.4.3.3. Flowline
storage effect (FLSE) is the “dead volume” in the tool
adding storage capacity during pretest (drawdown) and
buildup (Fig. 6.6).

During a FLSE dominated flow regime, the rate of
change of piston volume in the tool is actually a volumet-
ric expansion of fluid in the flowlines (tool) during the
start of pretest drawdown and volumetric compression
during buildup (Fig. 6.6). The relationship between sand-
face rate (qsf) and pretest chamber test rate (qch) is
expressed as:

qsf = qch−csysVtool
∂pp
∂t r = rw

(6.3)

Equation (6.3) can be further express as:

qsf = qch−csysVtool
dpp
dt

(6.4)

Since Csys = csysVtool

substituting Csys into Equation (6.4):

qsf = qch−Csys
dpp
dt

which can also be expressed as:

qch−qsf =Csys
dpp
dt

During pretest drawdown in storage dominated flow, as
shown in Fig. 6.6, qch > > qsf
Hence, the above equation reduces to:

qch =Csys
dpp
dt

Figure 6.3 Different flow apertures in wireline formation testers.

Figure 6.4 Pressure and cumulative volume profile during
formation testing.

Figure 6.5 Pretest rate calculation from cumulative volume
swept by piston.

Figure 6.6 Flowline storage effect during drawdown and
buildup.
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In engineering oil field (EOF) units this becomes:

qch = 24C
dpp
dt

During a FLSE dominated flow regime, the pretest
drawdown and buildup pressure signal can be related to
elapsed time in EOF units as:

Δpp =
qΔt
24C

(6.5)

where: the rate, q, is the same as qch, which is the rate
measured in the pretest chamber (bbl/d); qsf is the rate
at the sandface (bbl/d); Csys is the flowline storage coeffi-
cient (bbl/psi); pp is the measured probe pressure by gauge
(psi); and t is time (hr).
Therefore, a plot of Δpp against Δt on a Cartesian

scale will yield a straight line with a slope = q/24C
(in EOF units) when FLSE dominates the pressure
response.
Equation (6.5) can be expressed in logarithmic terms as:

logΔpp = logΔt + log
q

24×Csys
(6.6)

Therefore, a plot of Δpp against Δt on a log-log scale
will yield a straight line of slope 1 (unit slope) when FLSE
dominates pressure transient response. This behavior is an
important characteristic of FLSE.

6.2. ANALYSIS OF WIRELINE FORMATION
TEST DATA

The analysis that can be carried out with any wireline
formation tester depends on the tool sections/modules
configured together. In order to analyze any pressure
data for permeability, the pressure with the correspond-
ing rate measurement must be acquired. In formation
testing, flow rate is either derived from the cumulative
volume measured by the pretest chamber or measured
from continuous flow with a pump (module pump).
Also, flow aperture in the formation tester configura-
tion determines the kind of analysis that can be carried
out.
For flow through a probe aperture, analysis includes

steady state pretest analysis, flow rate analysis, and pres-
sure transient analysis.
For flow through dual packers, analysis that can be

carried out is pressure transient analysis using a limited
entry (partial penetration) well test interpretation
model (Chapter 8.4.3.6 and 8.5.1.7). For flow through
an active probe or packer with observation
probe (probe–probe or probe–packer configuration),
data can be used for vertical interference testing
(Chapter 8.11.1).

6.2.1. Single Probe/Snorkel Module/Probe Module

A single probe module can be a stand-alone tool or
modular, with other tool sections for measuring other
properties connected to it. For the probe module, fluid
flow from formation can be initiated either by pump
(for pumpout drawdown) or by pretest chamber (for pret-
est drawdown). Pretest chambers are generally sufficient
for moderate permeability formations and pumpout (or
pump-piston) is considered for a moderate to very high
permeability range. The typical permeability rangemaybe
defined as: very low when less than 0.1 mD; low when in
the range 0.1–5mD; moderate when in the range –100
mD; high when in the range 100– 500 mD; and very high
when greater than 500mD.
During acquisition of formation pressure at multiple

stations, each test (sequence of pretest and buildup) con-
sists of more than one pretest and buildup (Fig. 6.7).
A sequence of three pretests followed by buildup is always
a good practice to check for consistency and repeatability
in formation pressure (final stabilized buildup pressure)
measurement.
The behavior of the pressure history (pressure against

time) is a very important qualitative characteristic of
the formation and is also useful for quality control of data
during acquisition.
Fig. 6.8 shows probe module data for a test in a forma-

tion well drilled with water-based mud (WBM).
Fig. 6.8 shows increased fluid resistivity during the test

due to flow of hydrocarbon from the formation. Most for-
mation testers are equipped with a resistivity tool as part
of a stand-alone probe section or as separate module for
fluid property measurement. On the other hand, when
drilling fluid is oil-based mud (OBM), a change in fluid
resistivity is not expected as there is no difference between
formation resistivity and filtrate resistivity, as shown
in Fig. 6.9.

Figure 6.7 Pressure profile from a probe module with rate
controlled by pretest chamber.
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A very important response during formation testing is
shown in Fig. 6.10, which characterizes a very tight for-
mation or a dry test (impermeable formation).
A very tight formation will show very high drawdown

pressure, with drawdown pressure dropping very low
and for an impermeable formation dropping as low as

14.7 psia or even lower. The buildup following pretest also
will show a very slow rate of buildup for low permeability
formation.
A high permeability formation, on the other hand, will

show a lower pressure drawdown and high rate of
buildup, as shown in Fig. 6.11.
A loss of seal during a test would create hydraulic com-

munication between the tool’s gauge and the mud in the
borehole, thereby creating an abrupt increase in pressure,
as themud has a higher pressure than the formation giving
an overbalanced condition. This abrupt increase in pres-
sure is illustrated in Fig. 6.12.
Mud filtrate invasion due to hydrostatic mud pressure

can alter the pressure measurement around the wellbore,
especially in a tight formation where there is poor sealing
of mud cake, thereby giving higher formation fluid pres-
sure than in the unaffected part of the reservoir, a phe-
nomenon referred to as supercharging. The effect of
supercharging is shown in Fig. 6.13.

6.2.2. Spherical Flow Equation for a Probe

The point source solution for spherical flow [Moran and
Finklea, 1962] at a wellbore can be written as:

Figure 6.8 Probe resistivity response from a well drilled
with WBM.

Figure 6.9 Probe resistivity response from a well drilled
with OBM.

Figure 6.10 Pressure response in a tight permeability test or
dry test.

Figure 6.11 Pressure response in a high permeability formation.

Figure 6.12 Abrupt pressure increase due to loss of seal.
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pD = erfc
1

2 tD
(6.7)

where

pD =
pi−p t

qμ
4πkrp

tD =
kt

ϕμct r2p

rD =
r
rp

Including the skin effect (S), equation (6.7) becomes:

pD = erfc
1

2 tD
+ Se + Sd (6.8)

where the skin effect can be expressed as the sum of
the skin effect due to anisotropy (Se) and that due to
damage (Sd):

S = Se + Sd (6.9)

The combined effect of storage and skin effect can be
included into equation (6.7) using the Van Everdingen
and Hurst [1949] approach discussed in Chapter 8.5.1.6:

PFL−S s,S,CD =
sPD s + S

s 1+CDs sPD s + S
(6.10)

where PD s is the Laplace transform of PD(tD) without
skin and CD. While PFL−S s,S,CD is the Laplace trans-
form of PD(tD, S, CD), which is PD with skin and
CD, where:

CD =
0 89

ϕctrw r2p
C

But C= cfluidVtool and, hence, the above becomes:

CD =
0 89

ϕctrw r2p
cfluidVtool (6.11)

For pD = erfc 1
2 tD

+ S,

the Laplace transform of pD, PD s can be expressed as:

P
_

D s =
1
s
exp − s (6.12)

With PD s defined in equation (6.12) and
PFL−S s,S,CD defined in equation (6.10), numerical
Laplace inversion (Chapter 8.5.1.3) can be used to deter-
mine PD(tD, S, CD).

6.2.3. Formation Pressure

This is the static fluid pore pressure (also called pore
pressure), denoted as pf and determined from direct meas-
urement of the final stable buildup pressure after a pretest
drawdown. Hence, pf is also called final stable buildup
pressure. When formation pressures are collected at mul-
tiple stations (multiple station formation testing), a forma-
tion pressure log is created. Formation pressure logs can
be analyzed to give an indication of reservoir communica-
tion, reservoir fluid type, zone, and contact.
More than one buildup, often three, are taken at a given

station to check for repeatability and ensure accurate pf

determination. Where the three-buildup test does not
show repeatability, often due to the supercharging effect,
such a test should be discarded and not used for formation
pressure log analysis.

6.2.4. Formation Mobility and Permeability Calculation

At each station with a probe module or stand-alone
probe type formation tester, three analyses can be carried
out to determine mobility (kμ) and, thus, permeability (k) if

the viscosity of the fluid produced from the formation is
known. These analyses include: (i) steady state pretest
analysis; (ii) flow rate analysis (FRA), and (iii) pressure
transient analysis.
The estimation of permeability from mobility requires

prior knowledge of the fluid viscosity of the pumped fluid,
which is often difficult to estimate considering the effect of
mud filtrate invasion, which may dominate the fluid mix-
ture for the pretest chamber displaced formation fluid.
Table 6.2 is a summary of results that can be determined

from each of the various method probe module formation
tester.

6.2.4.1. Steady State Pretest Analysis. During pretest
drawdown, the formation can be described as a composite
formation system with an invaded zone and an uninvaded
zone. Production is mainly from the invaded zone, which
is small compared to the uninvaded zone, which creates a
constant pressure boundary system (Fig. 6.14). The pret-
est drawdown flow can, therefore, be described as steady

Figure 6.13 Supercharging.
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state response similar to well producing from a reservoir
with a strong aquifer support (Chapter 8.5.1.12).
Using the steady state approach [Stewart and Witt-

mann, 1979], radial formation mobility can be calculated
using:

kr
μ
=
221 82786 qf
G0rpΔpwf

in engineering oil field EOF units

(6.13)

where qf is the final stable rate during pretest in bbl/d, as
shown in Fig. 6.15; pwf is the final stable flowing pretest
pressure in psia, as shown in Fig. 6.15; rp is the probe
radius in ft; Δpwf is the difference between the final stable
buildup pressure (pf) and final flowing pretest pressure
(pwf), as illustrated in Fig. 6.15.

Δpwf = pf −pwf (6.14)

G0 is a geometric factor that helps to correct for
deviation from spherical flow due to the permeability
anisotropy effect and orientation of wellbore relative to
the probe. This varies from tool to tool and is often sup-

plied by the services company. G0 is a function of
kv
kr

and
rp
rw
.

Mobility calculations can be carried out on more than
one sequence of pretest and buildup in a test. Hence, for a
test of three pretest and buildup, three mobilities of
approximately equal values can be calculated for a valid
test.

Exercise 6.1 Mobility Calculation Using the Steady
State Method
Determine formation mobility using the steady state

method given the formation and tool properties in
Table 6.3; formation pressure with cumulative volume
swept by the pretest chamber is in Table 6.4.

Table 6.2 Results from Formation Test Probe Module.

Methods

Steady state FRA Pressure transient

C
al
cu

la
te
d
Pr
op

er
tie

s

Pressure From final stable pressure
from buildup following
pretest.

Intercept of FRA plot on
vertical (pressure) axis.

Regression match with workflow described
in Chapter 8.10.

Mobility Equation (6.13).
Method requires a
geometric factor

From slope of FRA plot
(Fig. 6.18).

Method requires geometric
factor

From radial flow stabilization on derivative
or slope of superposition function.

When radial flow does not manifest,
spherical mobility can be determined.

Method is described in Chapter 8.10.
Skin effect Skin cannot be

determined.
Skin cannot be determined. Skin can be determined but not reliable.

Figure 6.14 Flow through probe aperture.

Figure 6.15 Parameters for the pretest steady state calculation.
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Table 6.3 Formation and Tool Properties.

Formation porosity (fraction) 0.25
Layer temperature ( F) 120
Total formation compressibility (psi−1) 3.5E−5
Probe internal diameter (in) 0.3
Tool internal volume (bbl) 0.002202
Geometric factor (G0) 4.67

Table 6.4 Probe Pressure and Sweat Volume History.

Time (s) Pressure (psi) Vol (cc) Time (s) Pressure (psi) Vol (cc) Time (s) Pressure (psi) Vol (cc)

0.00 4,289.93 0.00 131.61 2,380.31 16.29 335.79 2,649.97 22.92
20.00 4,289.92 0.00 132.84 2,380.08 17.28 337.02 2,573.24 23.20
40.00 4,289.88 0.00 134.07 2,379.91 18.28 338.25 2,517.53 23.70
60.00 4,289.87 0.00 135.30 2,379.78 19.27 339.48 2,477.04 24.34
80.00 4,498.82 0.00 136.53 2,379.67 20.26 340.00 2,464.58 24.65

100.00 4,540.86 0.00 137.76 2,453.11 20.98 340.71 2,447.57 25.09
104.55 4,541.06 0.00 138.99 2,506.41 21.51 341.94 2,426.12 25.92
105.78 4,540.38 0.00 140.00 2,538.19 21.82 343.17 2,410.48 26.80
107.01 4,048.97 0.00 140.22 2,545.16 21.89 344.40 2,399.07 27.73
108.24 3,557.55 0.00 141.45 2,573.34 22.16 345.63 2,390.73 28.69
109.47 3,039.99 0.28 142.68 2,593.86 22.37 346.86 2,384.64 29.67
110.70 2,522.42 0.75 143.91 2,608.81 22.51 348.09 2,380.18 30.66
111.93 2,483.81 1.37 145.14 2,619.71 22.62 349.32 2,376.91 31.67
113.16 2,455.72 2.09 146.37 2,627.67 22.70 350.55 2,374.50 32.69
114.39 2,435.26 2.88 147.60 2,633.49 22.75 351.78 2,372.73 33.71
115.62 2,420.34 3.73 148.83 2,637.74 22.80 353.01 2,371.43 34.73
116.85 2,409.46 4.62 150.06 2,640.86 22.83 354.24 2,370.46 35.76
118.08 2,401.52 5.54 151.29 2,643.14 22.85 355.47 2,369.74 36.80
119.31 2,395.70 6.48 152.52 2,644.82 22.87 356.70 2,369.20 37.83
120.00 2,393.31 7.01 160.00 2,648.82 22.91 357.93 2,368.80 38.86
120.54 2,391.45 7.43 180.00 2,649.77 22.91 359.16 2,368.49 39.90
121.77 2,388.33 8.40 200.00 2,649.87 22.92 360.00 2,420.72 40.41
123.00 2,386.04 9.37 220.00 2,649.91 22.92 360.39 2,444.99 40.65
124.23 2,384.35 10.35 240.00 2,649.93 22.92 361.62 2,500.52 41.20
125.46 2,383.10 11.33 260.00 2,649.95 22.92 362.85 2,540.87 41.59
126.69 2,382.18 12.32 280.00 2,649.95 22.92 364.08 2,570.23 41.88
127.92 2,381.50 13.31 300.00 2,649.96 22.92 365.31 2,591.60 42.09
129.15 2,380.98 14.30 320.00 2,649.97 22.92 366.54 2,607.17 42.24
130.38 2,380.60 15.29 334.56 2,649.97 22.92 367.77 2,618.52 42.36
369.00 2,626.81 42.44 520.00 2,360.60 57.79 553.50 2,645.52 74.85
370.23 2,632.86 42.50 520.29 2,360.47 58.04 554.73 2,646.53 74.86
371.46 2,637.28 42.54 521.52 2,360.05 59.11 555.96 2,647.28 74.86
372.69 2,640.52 42.57 522.75 2,359.74 60.18 557.19 2,647.84 74.87
373.92 2,642.90 42.60 523.98 2,359.50 61.24 558.42 2,648.26 74.87
375.15 2,644.65 42.61 525.21 2,359.32 62.31 559.65 2,648.57 74.88
380.00 2,648.07 42.65 526.44 2,359.17 63.39 560.00 2,648.64 74.88
400.00 2,649.74 42.66 527.67 2,359.06 64.46 560.88 2,648.81 74.88
420.00 2,649.85 42.66 528.90 2,358.97 65.52 562.11 2,648.99 74.88
440.00 2,649.90 42.66 530.13 2,358.90 66.60 563.34 2,649.13 74.88
460.00 2,649.92 42.66 531.36 2,358.84 67.67 564.57 2,649.24 74.88
480.00 2,649.93 42.66 532.59 2,358.79 68.74 580.00 2,649.68 74.89
499.38 2,649.94 42.66 533.82 2,358.74 69.81 600.00 2,649.80 74.89
500.61 2,570.83 42.96 535.05 2,358.71 70.88 620.00 2,649.85 74.89
501.84 2,513.40 43.47 536.28 2,358.68 71.95 640.00 2,649.88 74.89
503.07 2,471.65 44.13 537.51 2,431.99 72.75 660.00 2,649.90 74.89
504.30 2,441.27 44.90 538.74 2,490.97 73.33 680.00 2,649.91 74.89
505.53 2,419.15 45.76 539.97 2,533.84 73.75 700.00 2,649.92 74.89
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Solution Steps.
Step 1: calculate the instantaneous rate flow of fluid
withdrawal from the formation into the pretest cham-

ber (q(t)) using equation (6.1): q t =
ΔV
Δt

.

Step 2: determine pwf, qwf, and pf from the subsequent
buildup from the pressure–rate history.

Step 3: calculate Δpwf by subtracting pwf from pf as
shown in equation (6.14) : Δpwf = pf− pwf.

Step 4: calculate kr
μ using equation (6.13).

Solution.
Fig. 6.16 is the pressure–volume history for Exercise 6.1

showing the start and end of the combined pretest and
subsequent buildup (Pretesti + Buildupi).
Table 6.5 is calculation of instantaneous flow rate of

fluid withdrawal from the formation into the pretest
chamber. Rate was then converted to bbl/d for calculation
in engineering oil field (EOF) units.

Fig. 6.17 shows the pressure–rate history for Exercise
6.1 showing pwf, p

f, and qf.
From the determined pwf, p

f and qf (Fig. 6.17), mobility
is calculated as shown in Table 6.6.

6.2.4.2. Formation Rate Analysis (FRA). This is a tech-
nique for analysis of probe type formation tester pressure
data. The approach is based on the material balance and
storage effect of the tool flowline. The FRA method,
apart for determining mobility, can be used for quality
control purposes by site engineers during formation test
data acquisition [Kasap et al., 1999].
Using the material balance relationship where the rate

of accumulation in the formation tester is the difference
between the rate of withdrawal from the formation and
the rate of withdrawal from the tool into the pretest cham-
ber (pretest rate):

qaccum = qform-qtool (6.15)

Table 6.4 (Continued)

Time (s) Pressure (psi) Vol (cc) Time (s) Pressure (psi) Vol (cc) Time (s) Pressure (psi) Vol (cc)

506.76 2,403.02 46.67 540.00 2,534.65 73.76 720.00 2,649.93 74.89
507.99 2,391.26 47.63 541.20 2,565.03 74.06 740.00 2,649.93 74.89
509.22 2,382.67 48.61 542.43 2,587.74 74.28 760.00 2,649.94 74.89
510.45 2,376.38 49.62 543.66 2,604.28 74.44 780.00 3,779.20 74.89
511.68 2,371.79 50.65 544.89 2,616.35 74.56 800.00 4,276.61 74.89
512.91 2,368.41 51.69 546.12 2,625.16 74.65 820.00 4,277.17 74.89
514.14 2,365.93 52.74 547.35 2,631.60 74.71 840.00 4,288.62 74.89
515.37 2,364.11 53.79 548.58 2,636.31 74.76 860.00 4,288.60 74.89
516.60 2,362.76 54.85 549.81 2,639.76 74.79 880.00 4,288.63 74.89
517.83 2,361.77 55.91 551.04 2,642.29 74.81 900.00 4,288.58 74.89
519.06 2,361.02 56.97 552.27 2,644.15 74.83

Figure 6.16 Pressure–volume history showing pretest and buildup sequence.
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Table 6.5 Rate Calculation from Cumulative Pretest Volume.

Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d)

0.00 0.00E+00 0.00E+00 126.69 8.02E−01 4.36E−01 200.00 4.76E−05 2.59E−05
20.00 0.00E+00 0.00E+00 127.92 8.04E−01 4.37E−01 220.00 1.98E−05 1.08E−05
40.00 0.00E+00 0.00E+00 129.15 8.06E−01 4.38E−01 240.00 1.07E−05 5.79E−06
60.00 0.00E+00 0.00E+00 130.38 8.07E−01 4.38E−01 260.00 6.87E−06 3.74E−06
80.00 0.00E+00 0.00E+00 131.61 8.07E−01 4.39E−01 280.00 3.48E−06 1.89E−06

100.00 0.00E+00 0.00E+00 132.84 8.08E−01 4.39E−01 300.00 3.48E−06 1.89E−06
104.55 0.00E+00 0.00E+00 134.07 8.08E−01 4.39E−01 320.00 3.48E−06 1.89E−06
105.78 0.00E+00 0.00E+00 135.30 8.09E−01 4.39E−01 334.56 1.71E−06 9.32E−07
107.01 0.00E+00 0.00E+00 136.53 8.09E−01 4.40E−01 335.79 0.00E+00 0.00E+00
108.24 0.00E+00 0.00E+00 137.76 5.86E−01 3.18E−01 337.02 2.33E−01 1.26E−01
109.47 2.26E−01 1.23E−01 138.99 4.25E−01 2.31E−01 338.25 4.00E−01 2.18E−01
110.70 3.86E−01 2.10E−01 140.00 3.09E−01 1.68E−01 339.48 5.22E−01 2.84E−01
111.93 5.01E−01 2.73E−01 140.22 3.09E−01 1.68E−01 340.00 6.10E−01 3.31E−01
113.16 5.85E−01 3.18E−01 141.45 2.25E−01 1.22E−01 340.71 6.10E−01 3.31E−01
114.39 6.46E−01 3.51E−01 142.68 1.64E−01 8.90E−02 341.94 6.74E−01 3.66E−01
115.62 6.91E−01 3.75E−01 143.91 1.19E−01 6.48E−02 343.17 7.20E−01 3.91E−01
116.85 7.23E−01 3.93E−01 145.14 8.70E−02 4.73E−02 344.40 7.54E−01 4.10E−01
118.08 7.46E−01 4.06E−01 146.37 6.35E−02 3.45E−02 345.63 7.79E−01 4.23E−01
119.31 7.63E−01 4.15E−01 147.60 4.64E−02 2.52E−02 346.86 7.96E−01 4.33E−01
120.00 7.76E−01 4.22E−01 148.83 3.39E−02 1.84E−02 348.09 8.09E−01 4.40E−01
120.54 7.76E−01 4.22E−01 150.06 2.49E−02 1.35E−02 349.32 8.19E−01 4.45E−01
121.77 7.85E−01 4.26E−01 151.29 1.82E−02 9.91E−03 350.55 8.26E−01 4.49E−01
123.00 7.91E−01 4.30E−01 152.52 1.34E−02 7.28E−03 351.78 8.31E−01 4.52E−01
124.23 7.96E−01 4.33E−01 160.00 5.25E−03 2.85E−03 353.01 8.35E−01 4.54E−01
125.46 8.00E−01 4.35E−01 180.00 4.68E−04 2.54E−04 354.24 8.37E−01 4.55E−01



Table 6.5 (Continued)

Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d)

Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d) Time (s) Rate (cc/s) Rate (bbl/d)

355.47 8.39E−01 4.56E−01 500.61 2.40E−01 1.30E−01 530.13 8.71E−01 4.73E−01 559.65 2.50E−03 1.36E−03
356.70 8.41E−01 4.57E−01 501.84 4.13E−01 2.24E−01 531.36 8.71E−01 4.73E−01 560.00 1.89E−03 1.03E−03
357.93 8.42E−01 4.57E−01 503.07 5.38E−01 2.92E−01 532.59 8.71E−01 4.73E−01 560.88 1.89E−03 1.03E−03
359.16 8.43E−01 4.58E−01 504.30 6.29E−01 3.42E−01 533.82 8.71E−01 4.73E−01 562.11 1.44E−03 7.82E−04
360.00 6.10E−01 3.32E−01 505.53 6.95E−01 3.78E−01 535.05 8.71E−01 4.73E−01 563.34 1.11E−03 6.01E−04
360.39 6.10E−01 3.32E−01 506.76 7.43E−01 4.04E−01 536.28 8.71E−01 4.73E−01 564.57 8.59E−04 4.67E−04
361.62 4.43E−01 2.41E−01 507.99 7.77E−01 4.22E−01 537.51 6.48E−01 3.52E−01 580.00 2.79E−04 1.52E−04
362.85 3.22E−01 1.75E−01 509.22 8.03E−01 4.36E−01 538.74 4.71E−01 2.56E−01 600.00 5.87E−05 3.19E−05
364.08 2.34E−01 1.27E−01 510.45 8.21E−01 4.46E−01 539.97 3.42E−01 1.86E−01 620.00 2.57E−05 1.40E−05
365.31 1.71E−01 9.27E−02 511.68 8.35E−01 4.54E−01 540.00 2.49E−01 1.35E−01 640.00 1.43E−05 7.75E−06
366.54 1.24E−01 6.75E−02 512.91 8.44E−01 4.59E−01 541.20 2.49E−01 1.35E−01 660.00 9.02E−06 4.90E−06
367.77 9.06E−02 4.92E−02 514.14 8.51E−01 4.63E−01 542.43 1.81E−01 9.85E−02 680.00 6.96E−06 3.78E−06
369.00 6.61E−02 3.59E−02 515.37 8.57E−01 4.66E−01 543.66 1.32E−01 7.18E−02 700.00 3.94E−06 2.14E−06
370.23 4.83E−02 2.62E−02 516.60 8.60E−01 4.68E−01 544.89 9.63E−02 5.23E−02 720.00 3.48E−06 1.89E−06
371.46 3.53E−02 1.92E−02 517.83 8.63E−01 4.69E−01 546.12 7.03E−02 3.82E−02 740.00 3.48E−06 1.89E−06
372.69 2.59E−02 1.41E−02 519.06 8.65E−01 4.70E−01 547.35 5.14E−02 2.79E−02 760.00 3.48E−06 1.89E−06
373.92 1.90E−02 1.03E−02 520.00 8.67E−01 4.71E−01 548.58 3.76E−02 2.04E−02 780.00 3.48E−06 1.89E−06
375.15 1.39E−02 7.57E−03 520.29 8.67E−01 4.71E−01 549.81 2.75E−02 1.50E−02 800.00 1.25E−06 6.80E−07
380.00 6.93E−03 3.77E−03 521.52 8.68E−01 4.72E−01 551.04 2.02E−02 1.10E−02 820.00 0.00E+00 0.00E+00
400.00 8.21E−04 4.46E−04 522.75 8.69E−01 4.72E−01 552.27 1.49E−02 8.07E−03 840.00 0.00E+00 0.00E+00
420.00 5.43E−05 2.95E−05 523.98 8.69E−01 4.72E−01 553.50 1.09E−02 5.95E−03 860.00 0.00E+00 0.00E+00
440.00 2.08E−05 1.13E−05 525.21 8.70E−01 4.73E−01 554.73 8.09E−03 4.39E−03 880.00 0.00E+00 0.00E+00
460.00 1.11E−05 6.05E−06 526.44 8.70E−01 4.73E−01 555.96 5.99E−03 3.26E−03 900.00 0.00E+00 0.00E+00
480.00 6.96E−06 3.78E−06 527.67 8.70E−01 4.73E−01 557.19 4.46E−03 2.42E−03
499.38 3.87E−06 2.10E−06 528.90 8.70E−01 4.73E−01 558.42 3.33E−03 1.81E−03

Rate in cc/s was calculated using equation (6.1), then converted to bbl/d



where qaccum is the rate of accumulation in the formation
tester, qform is the rate of withdrawal from the formation,
and qtool is the rate of withdrawal from the tool into the
pretest chamber (pretest rate).

qaccum = csysVtool
dp t
dt

(6.16)

and

qform = pf −p t
krG0rp

221 828μ
(6.17)

Substituting equations (6.16) and (6.17) into equation
(6.15) gives:

csysVtool
dp t
dt

= pf −p t
krG0rp

221 828μ
−qtool

where G0 is a geometric factor.
Making p (t) the subject of the formula:

p t = pf −csysVtool
dp t
dt

221 828μ
krG0rp

+ qtool
221 828μ
krG0rp

(6.18)

in engineering oil field (EOF) units.

A combined plot of p(t) against qtool from pretest (draw-
down) and buildup should yield a straight line for a valid

test with a slope that is equal to
221 828μ
krG0rp

and extrapola-

tion of the straight line to pf on the vertical axis. Hence,
when pressure (p(t)) during pretest (drawdown) and
buildup is plotted against qtool, the plot will yield a
straight line as shown in Fig. 6.18.
From equation (6.18) and Fig. 6.18:

Slope =mFRA =
221 828μ
krG0rp

Hence,

kr
μ
=

221 828
mFRAG0rp

in engineering oil field EOF units

(6.19)

FRA analysis can be carried out using a single pretest
and subsequent buildup or by combining multiple pretests
and their corresponding subsequent buildups.

Figure 6.17 Pressure–rate history for Exercise 6.1.

Table 6.6 Mobility Calculation for Exercise 6.1.

t(pwf) (s) pwf (psia)
qf

(bbl/d)
pf

(psia)

Δpwf(psi)
using
(6.14)

kr
μ
(mD/cp)

using
equation
(6.13)

136.53 2,379.68 0.440 2,649.97 270.29 6.18
359.16 2,368.49 0.458 2,649.94 281.45 6.18
536.28 2,358.68 0.473 2,649.94 291.26 6.18

Figure 6.18 Flow rate analysis plot.
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Exercise 6.2 Mobility Calculation Using Flow Rate
Analysis Method
Using data provided in Exercise 6.1, calculate mobility

using the flow rate analysismethod for (i) separate pretest
combined with subsequent buildup and (ii) combining
entire pretest and subsequent buildups (pressure–rate
history).

Solution Steps.
Step 1: using separate pretest combined with subsequent
buildup, select all pressures in a given Pretesti + Buil-
dupi (as defined in Fig. 6.16) and plot against q(t).

Step 2: using combination of entire pretest and buildup
data, select all pressures in all Pretesti + Buildupi and
plot against q(t).

Solution.
TheFRAplot for pretest1 + buildup1 is shownFig. 6.19;

the FRA plot for pretest2 + buildup2 is shown Fig. 6.20;
the FRA plot for pretest3 + buildup3 is shown Fig. 6.21;
and the FRA plot for all pretest and buildup is shown
Fig. 6.22.
From Fig. 6.19–Fig. 6.22 the slope and extrapolation of

plot to pf is determined from a line fit equation in the form
y=mx+C where m is the slope and C is the intercept on

Figure 6.19 FRA plot for pretest1 + buildup1.

Figure 6.20 FRA plot for pretest2 + buildup2.
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the y-axis. The summary for the FRA analysis for
Exercise 6.2 is shown in Table 6.7.

6.2.4.3. Pressure Transient Analysis. Pressure and rate
history from the probe module can be analyzed like
conventional well test data described in Chapter 8.10.

6.2.5. Upscaling WFT Permeability

Permeability determined from formation testing is loca-
lized and represents permeability at a given station
(depth). In order to get an average permeability that
represents a given formation interval, continuous

permeability can be upscaled. During upscaling, forma-
tion test permeability, formation or reservoir can be
divided into several layers for averaging. Hence, the
average permeability-thickness product (kh) due to the
contribution of individual layers (hi) can be expressed as:

kh =
n

i= 1

kxyihi (6.20)

Vertical permeability relates to spherical (kxyz) and
horizontal permeability (kxy) as shown:

kz =
k3xyz
k2xy

(6.21)

Figure 6.21 FRA plot for pretest3 + buildup3.

Figure 6.22 FRA plot for all pretest and buildup.
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Making kxy the subject of the formula:

kxy =
k3xyz
kz

kxy =
kxyz
kz

kxyz (6.22)

Substituting kxy in equation (6.22) into equation (6.20):

kh
−

=
n

i= 1

kxyzi
kzi

kxyzi hi (6.23)

6.2.6. Mud Hydrostatic Pressure

Though mud hydrostatic pressure is still reported in
most formation testing jobs, it does not have much use.
In the past, mud hydrostatic pressure was used for quality
assessment of the pressure gauge. Mud hydrostatic
pressure is tested at regular depths down the wellbore.
Then, with known mud weight calculated, mud hydro-
static pressure before and after the test is compared with
the tool reading, hence giving confidence in tool reading.
Due to the improved accuracy and precision of pressure
gauges, this test is not necessary. Mud hydrostatic
pressure in psia is expressed as:

pMud =Z×0 052× ρMud (6.24)

where Z is the vertical depth in ft and ρMud is the mud
weight in lb/gal
Fig. 6.23 shows mud hydrostatic pressure before and

after the test for Exercise 6.1.

6.2.7. Straddle/Dual Packer Module

In situations where the single-probe configuration fails,
oval pad or dual packers become a useful alternative, for

example in fissured reservoirs and fracture wells. When
running WFT tools, both the bottom of the top packer
and the top of bottom packer are reported. For well test
analysis, the mid packer or mid reservoir is often used
as the test reference depth. Other referenced depths can
also be used, especially when more than one well is
compared or when data are integrated in a dynamic
model. A schematic of a straddle/dual packer is shown
in Fig. 6.24.
Rate is controlled in straddle/dual packer test with a

pump in the pump module, which can be attached to
the tool configuration as a separate module. Transient
well test analysis methods with a limited entry (partial
penetration) interpretation model are the most rigorous
approach for mobility and, hence permeability determi-
nation (Chapter 8.4.3.6 and 8.5.1.7). The straddle
packer yields the following results: initial formation/res-
ervoir pressure, permeability (or mobility), and skin
effect.
An example of pressure–rate history from a straddle

packer test is shown in Fig. 6.25.

6.2.8. Probe–Probe or Probe–Packer Configuration

Other tool configurations in formation testing where
pressure and rate are acquired for formation character-
ization include the probe–probe configuration and
probe–packer configuration, which is used for vertical
interference testing and is discussed in Chapter 8.11.1.
Probe–probe or probe–packer configurations are pri-

marily for the vertical interference test (VIT), which
is used for qualitative and quantitative characterization
of vertical communication across zones. The concept of
VIT is similar to that of the horizontal interference test

Figure 6.23 Mud hydrostatic pressure before and after test for
Exercise 6.1.

Table 6.7 FRA analysis for Exercise 6.2.

Test

mFRA

(Fig. 6.19–
Fig. 6.22)

pf

(Fig. 6.19–
Fig. 6.22)

kr/u using
equation
(6.19)

Pretest1 +
Buildup1

614.27 2,649.97 6.19

Pretest2 +
Buildup2

614.51 2,649.94 6.18

Pretest3 +
Buildup3

615.13 2,649.94 6.18

All Pretest and
Buildup

614.70 2,649.94 6.18

FORMATION TESTING 195



(HIT), which is used for testing lateral communication
between wells. VIT involves a source (active probe or
packer) that initiates and controls flow from the forma-
tion and sink (probe) where pressure is observed.
The vertical interference test can be used in determining

vertical hydraulic communication, average vertical reser-
voir permeability, lateral continuity of shales, and reser-
voir layering behavior. Vertical reservoir property
variation can provide useful information on the best
way to develop and produce a layered reservoir, where
the effect of differential depletion can significantly affect
reservoir deliverability.
Fig. 6.26 shows a probe–probe configuration for VIT

while Fig. 6.27 shows a probe–packer configuration
for VIT.

Analysis of vertical inference test data in explained in
Chapter 8.11.1.

6.2.9. Fluid Sampling and Property Measurement

Modern (modular) formation testers have capabilities
not only to sample formation fluid but to also measure
fluid properties and composition in real time.

6.2.9.1. Fluid Sampling. Collecting representative res-
ervoir fluid samples from the formation is very important
in development planning, estimating reserves, designing
surface handling facilities, and predicting potential flow
assurance issues. Wireline formation testers are equipped
with measurement sensors that improve the quality of

Figure 6.24 Straddle/dual packer module.

Figure 6.25 Example of pressure–rate history from a straddle packer test.
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sampled fluid during the test. Modular formation testers
are equipped with fluid property measurement sensors
and analyzers to enhance the quality of the fluid sampled
from the formation.
Samples retrieved from the formation invaded by oil-

base mud filtrate (predominantly diesel) can be severely
contaminated due to the miscibility of the filtrate and res-
ervoir hydrocarbon. Contaminated samples need to be
decontaminated before they are used in any fluid analysis
(Chapter 3.5.1.1). An illustration of the sample chamber
of a wireline formation tester is shown in Fig. 6.28.
The sample module in formation testers can be a single

sample chamber, which holds one sample cylinder bottle,

or a multiple sample chamber, which can hold more than
one sample bottle (Fig. 6.29).
In a multiple sample chamber configuration, fluid sam-

ples obtained downhole from different stations are placed
into different bottles with unique identification numbers
(ID). A fluid sample must have the following information:
charge pressure; charge fluid; sample pressure; sample
bottle numbers/identifiers; number of sample bottles; sta-
tion depth; sample temperature; and any other informa-
tion and observations during sampling.
Contamination during formation fluid sampling can be

minimized by monitoring fluid sample contamination
levels before diverting the flow into the sample bottles.

Figure 6.26 Active probe with observation probe for VIT.

Figure 6.27 Active packer with observation probe for VIT.
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Methane content measurement in a flowing fluid using
optical spectroscopy during testing is a useful approach
for contamination monitoring if there is a significant
amount of methane contained in the reservoir hydrocar-
bon compared to the oil-base mud filtrate [Dong and
Hegeman, 2003].
Measurement of increasing fluid coloration by NIR

(near infrared) analyzers (with darker color indicating for-
mation oil) is another useful qualitative approach for con-
tamination monitoring during pumping [Mullins and
Schroer, 2000]. For light oils and gas condensates, the
use of coloration becomes a challenge due to little or no
color contrast between oil and filtrate [Dong and Hege-
man, 2003]. More than one method is often used for con-
tamination monitoring to ensure consistency and improve
accuracy in estimating clean-up time. Good practices to

ensure taking a representative fluid sample include mini-
mizing contamination through fluid analyzers such as
optical spectroscopy and prevention of phase change,
which can be done through control of the pressure
drawdown/pump-out rate.

6.2.9.2. Fluid Property Measurement. Viscosity
Viscosity is a shear measurement whose measurement

must be under shear conditions. Different type of visc-
ometers can be design for formation testers in the fluid
property measurement module.
Vibrational viscometers are based on the principle that

the higher the viscosity, the larger the damping imposed
on the resonator, which be determine by: power input
to achieve constant vibration amplitude, decay time of
vibration or frequency of vibration. This method often
involves calibrating equipment within a specific viscosity
range.
Rotational viscometers are based on generating shear

and measuring rotation generated using a spindle in a
container. Viscosity of a fluid can be defined as:

μ=
τ
γ

(6.25)

where

τ=
T

2πR2
sL

and γ=
2 ωR2

c R
2
s

x2 R2
c− R2

s

μ is dynamic viscosity (Pa s−1), τ is shear stress
(N cm−2), γ is shear rate (s−1), T is torque (Nm−1), L is
effective spindle length (m), Rs is spindle radius (m), Rc

is container radius (m), ω is rotational speed (rad s−1),Figure 6.28 Sample chamber of a wireline formation tester.

Figure 6.29 Single and multiple sample chambers.
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and x is radial location where the shear rate is being
calculated.
Fluid Density
Fluid density can be measured using fluid mechanical

principles such a the Coriolis effect. This is based on the
relationship between the fluid density flowing through a
Coriolis tube and the resonance frequency. The density
of a liquid (ρ) based on the Coriolis effect is given by:

ρ=
1
V

Ks
4π2f2 −mt (6.26)

where ρ is fluid density, V is the internal volume of the
resonance tube, mt is tube mass, Ks is the spring constant
of the tube, and f is the resonance frequency of the tube
Fluid density can also be measured using the principle

of Compton scattering. This is based on the relationship
between fluid count rate measurement (at a detector)
and bulk fluid density. Gamma rays generated by 137Cs
(cesium) or 241Am (americium) as source are transmitted
through a flow line to a detector that measures the count
rate, which relates to bulk fluid density.
Resistivity
The resistivity of a fluid gives an indication of the fluid

either flowing through the tool section or fluid been
sampled (Fig. 6.8 and Fig. 6.9). Fluid resistivity measur-
ing devices involve configurations of electrodes forming a
Wenner array. The resistivity array is an internal cylindri-
cal array open at the source of fluid flow and completely
shielded from the outside borehole fluid, so that only fluid
resistivity is measured.
Dielectric Property
Dielectric measurement of fluid can be achieved by

measuring current between the outer and inner coaxial
cylinders for a given stable potential difference. With
the properties of the coaxial cylinders known, the amount
of electrical energy stored in the fluid and, hence, the
dielectric property of the flowing fluid can be deduced.
Dielectric properties can also be used for differentiating
fluid type. When combined with resistivity data they
can give good indication of fluid type.

6.2.10. Downhole Fluid Analysis

Wireline formation testing in recent time has been
extended to wider applications that include downhole
fluid analysis. Some of the properties that can be
determined using downhole fluid analysis such as optical
spectroscopy include: in situ determination of fluid
composition and properties that relate to composition,
such as the GOR, CO2, H2S, and Hg contents; asphaltene
onset; and other complex PVT properties.
The primary measurement of downhole fluid analysis is

by spectroscopy, which involves the use of the absorption,

emission, or scattering of electromagnetic radiation by
atoms, molecules or ions, to study physical processes.
Optical spectroscopy can also be used for contamination
monitoring, especially in wells drilled with oil-based mud.
On-site composition from optical spectroscopy can pro-

vide information on fluid type, which is useful for making
an early judgement on facility type required to develop the
field and appropriate existing facilities for tieback.
Compositional gradient (Fig. 6.30) from optical

spectroscopy has been used to show the effect of fluid gra-
dient and verify lateral reservoir compartmentalization
[Mullins and Schroer, 2000].

6.2.11. Formation Pressure Log (Multistation
Formation Testing)

Formation pressure logs are acquired from formation
testing at multiple stations, which involves acquisition
of formation pressure at different depths (stations), as
shown in Fig. 6.31.
Formation pressure logs can be used for barrier

detection and vertical compartmentalization of zones.
The no-flow barrier due to shale in Fig. 6.31 does not

Figure 6.30 Example of fluid composition from optical fluid
analysis.
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allow the pressure regime in the separate zones to equili-
brate. Formation pressure logs can be used for determina-
tion of reservoir fluid type based on the calculated fluid
gradient, as shown in Fig. 6.31. The typical range of fluid
gradient for different fluid types is discussed in
Chapter 1.5.1 and shown in Fig. 6.31. Also, as shown in
Fig. 6.31, formation pressure logs can be used to deter-
mine reservoir fluid contacts.
Collection of pf at different stations (depths), using a

dual packer configuration, can be used for pressure gradi-
ent and fluid contact analysis. If producing oil in a reser-
voir with a water zone is of interest, it is advisable that the
shallowest point in the packer interval be used for fluid
contact analysis to reduce the possibility of completing
the well in the water zone.
Therefore, the depth of buildup final stable pressure test

can be defined as the bottom of the top packer, especially
for fluid oil–water contact analysis. Defining the depth of
the test as the bottom of the top packer can, however,
increase the possibilities of completing well in the gas
zone, if a gas zone exists when the interest is producing oil.

6.2.11.1. Factors Affecting Formation Testing. Mud
filtrate invasion due to hydrostatic mud pressure creates
an invaded zone (Fig. 6.32) and also alters the formation
pressure around the wellbore. The effect of mud filtrate
invasion is more pronounced in a tight formation
(low permeability) where there is poor sealing of the
mud cake.
Effect of Mud Filtrate Invasion on Sampling
Prior to sampling during formation testing, fluid flow

from the formation is monitored until contamination
due to filtrate invasion reaches acceptable limit. The com-
plication arising from mud filtrate in a fluid sample
depends on the type of drilling mud, which can be either
oil-based or water-based. In the case of water-based mud,
it is easy to separate water from sampled hydrocarbon as
both fluids are immiscible. However, in wells drilled with
oil-based mud, where the filtrate is miscible with forma-
tion hydrocarbon fluid, contamination monitoring can
be more challenging. The permeability of the formation
also plays a crucial role on invasion of mud filtrate and,
hence, sampling. Severe invasion is more pronounced in

Figure 6.31 Formation pressure log acquisition and analysis.
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a tight formation (low permeability), where there is poor
sealing of the mud cake. Fig. 6.32 shows a schematic of
filtrate invasion around the wellbore.
The difference in density between filtrate and formation

hydrocarbon can cause the downward vertical movement
of filtrate with time after invasion. Gravity causes the fil-
trate to sink to the bottom of an impermeable zone. This is
called the slumping effect (Fig. 6.33). Sampling at the top
of an impermeable barrier can lead to a long clean-up time
or poor sampling. It is always good practice to sample
below a nonpermeable zone.
Mud filtrate invasion can also alter the wettability of the

formation, thus affecting capillary pressure of the forma-
tion. The pressure measured by the formation tester is dif-
ferent from the actual formation pressure by the amount
of the capillary pressure [Elshahawi et al., 2000]. The effect
of capillary pressure on formation test formation pressure
log analysis may reflect in the difference between the
calculated free water level from formation testing

(WFT) and the actual FWL (FWL). The difference
between calculated free water level and actual free water
level due to the effect of capillary pressure effect is sum-
marized using Fig. 6.34 and Fig. 6.35.

6.2.12. Analysis of Formation Pressure Log

A robust workflow for analysis of the formation
pressure log is summarized in Fig. 6.36. A very important
validation during formation pressure log analysis is to
always ensure that formation pressure log interpretation
is consistent with available well log interpretation and
other information where relevant.

6.2.12.1. Formation Pressure Data Preparation and
QC. Quality control of formation pressure will generally
include identification of outlier data and excluding them
from analysis. Supercharged formation pressure should

Figure 6.32 Filtrate invasion in formations.
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Figure 6.34 Effect of capillary pressure on a water-wet reservoir [Elshahawi et al., 2000].

Figure 6.35 Effect of capillary pressure on an oil-wet reservoir [Elshahawi et al., 2000].

Figure 6.33 Increased filtrate saturation due to impermeable barriers.
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be identified and removed prior to analysis. Also, low
mobility values are an indication of potentially super-
charged formation pressure, as low permeability (and
hence mobility) is the formation most prone to
supercharging.

6.2.12.2. Formation Pressure Gradient Analysis. It is
always advisable to combine more than one statistical/

mathematical technique to determine fluid gradient line.
Different techniques have their strengths and by combin-
ing more than one technique diagnosis, analysis, and
accuracy of results are improved.
Simple Linear Regression for Gradient Analysis
Simple linear regression is a statistical method that

derives the relationship between an independent (also
called predictor or explanatory) variable and a dependent

Figure 6.36 Workflow for analysis of formation pressure log.
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(also called response or outcome) variable. In formation
pressure log analysis, TVDSS is considered an independ-
ent variable while pressure is the dependent variable.
Formation pressure prediction at a point in the formation
can be expressed as:

p =GfluidZj +Cfluid (6.27)

The predicted formation pressure in equation (6.27) can
be represented as a function of the independent variable
Zi (depth at each station) and model match parameters
Gfluid and Cfluid:

p Zj, Gfluid, Cfluid

The error of match, which is the difference between
actual pressure and predicted pressure for each station,
can be expressed as:

εj = pj−p Zj, Gfluid, Cfluid (6.28)

where pj is the measured formation pressure at each
depth Zj.
The sum of the square of the errors can be then

expressed as:

ε2 =
n

j = 1

εj
2

=
n

j = 1

pj−p Zj,Gfluid, Cfluid

2

(6.29)

Minimizing the sum of the square of errors, ε2, which is
the objective function, yields Gfluid and Cfluid that charac-
terize the formation.
The quotient of variances, r2, defines the degree of fit of

the measured data to regression model prediction and can
be expressed as.

r2 =

n

j = 1

pj−p Zj, Gfluid, Cfluid

2

n

j = 1

pj−p Zj, Gfluid, Cfluid

2 (6.30)

The closer the value of r2 is to 1, the more acceptable the
regression fit model is. However, there are instances when
r2 is close to one and the regression fit model is not correct.
Residual Plots
The residual value of a given data point is the difference

between the actual value and the model predicted value
from simple regression. A perfect match will have a
residual of zero for all data points. An acceptable regres-
sion match would have residuals distributed vertically
around zero value. When residuals do not distribute
evenly or randomly vertically but show a clear trend

and/or residual values higher than the acceptable level
expected from prediction, there is a need to refine the
regression fit. Residuals are useful when the difference
in density (and hence fluid gradient) between oil and water
is close and determining the contact between such fluid
interface is difficult. An example is the case of heavy oil
with oil–water contact.
Visual inspection and analysis of the residuals and

corresponding plot remain the most valuable method
for deciding the need for refinement or accepting a
regression fit in formation pressure log analysis. Accept-
able values for residuals with pressure as the independ-
ent variable and depth as the dependent variable are in
the range of ±2, while values above ±5 should be
refined.

Exercise 6.3 Use of Residuals to Refine Regression Fit
Using the formation pressure log data in Table 6.8,

determine the fluid gradient and contact(s). Residuals
can be used to refine the regression fit where
necessary.

Discussion on Exercise 6.3.
Fig. 6.37 shows a profile of the formation pressure log.
Notes
Without a systematic workflow, it can be misleading to

just fit a line through data as shown in Fig. 6.38. In this
case, fitting one gradient line through the entire data with
R2 = 0.991 seems to make sense. However, the interpreta-
tion is wrong.

Solution Steps.
Use the steps in Fig. 6.36 where the necessary informa-

tion is available.

Solution.
Identify and remove poor quality data and outliers as

shown in Fig. 6.39.
Outliers identified in Fig. 6.39 will be excluded in for-

mation log analysis and only the good data will be carried
forward for analysis. Residuals of good data wer deter-
mined; they are shown in Fig. 6.40.
The residual plot can be used to refine data to fit two

sets of regression as shown in Fig. 6.41.
Examine the residuals of each of the two regression sets

(Fig. 6.42).
From Fig. 6.42, formation pressure data in Table 6.8

can be described by two straight-line regression fit, as
shown in Fig. 6.43.
An oil gradient with a value of 0.36 psi/ft and water with

a gradient of 0.43 psi/ft based on regression line fit can be
identified.
FWL is determined by simultaneously solving the pres-

sure equation for oil and water:
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Table 6.8 Formation Pressure Log Data for Exercise 6.3.

Station
No. Zone

Depth
(ft)

(MDKB∗)

Depth
(ft)

(TVDKB∗)

Depth
(ft)

(TVDSS∗)

Hydrocarbon
pressure

before (psia)
Formation

pressure (psia)

Hydrocarbon
pressure
after (psia)

Pretest mobility
(mD/cp) Comments

1 Mosh 7,616.00 7,616.00 7,543.00 3899.47 3,463.10 3,898.10 1.37 Supercharged
2 Mosh 7,623.00 7,623.00 7,550.00 3,902.46 3,465.10 3,901.73 0.73 Very low mobility,

supercharged
3 Mosh 7,628.50 7,628.50 7,555.50 3,905.27 3,465.68 3,904.58 245 Good
4 Mosh 7,635.90 7,635.90 7,562.90 3,909.36 3,468.3,4 3,908.41 107 Good
5 Mosh 7,643.10 7,643.10 7,570.10 3,912.27 3,470.94 3,912.14 98 Good
6 Mosh 7,643.50 7,643.50 7,570.50 3,912.52 3,471.08 3,912.35 214 Good
7 Mosh 7,650.65 7,650.65 7,577.65 3,916.55 3,473.65 3,916.05 434 Good
8 Mosh 7,653.70 7,653.70 7,580.70 3,919.10 3,474.7,5 3,917.63 192 Good
9 Mosh 7,661.00 7,661.00 7,588.00 3,922.02 3,476.10 3,921.41 1.9 Stabilized pressure not

reached
10 Mosh 7,670.00 7,670.00 7,597.00 3,926.73 3,926.07 Loss of seal, invalid test
11 Mosh 7,688.13 7,688.13 7,615.13 3,936.81 3,487.51 3,935.46 324 Good
12 Mosh 7,692.23 7,692.23 7,619.23 3,938.32 3,489.27 3,937.59 129 Good
13 Mosh 7,696.00 7,696.00 7,623.00 3,940.08 3,492.60 3,939.54 4 Supercharged
14 Mosh 7,703.50 7,703.50 7,630.50 3,943.65 3,494.12 3,943.43 155 Good
∗MDKB =measured depth relative to kelly bushing; TVDKB = true vertical depth relative to kelly bushing; TVDSS = true vertical depth subsea (Detailed explanation of these
various depth is discussed in Section 5.1.1 Well Deviation Survey Calculation).



poil = 0 36Z+745 7=pwater = 0 43Z+213

0 36Z+745 7= 0 43Z+213

solving for Z, which is the FWL:

Z=FWL=7,610ft

6.2.12.3. Excess Pressure. Excess pressure is the differ-
ence between measured pressure and the regression model
predicted pressure [Brown, 2003]. The concept of excess
pressure is useful in determining contact between the fluid
zones with small difference in gradient such as between
heavy oil and water.
The steps in the use of excess pressure to detect fluid

contact are:
1. Choosing base data, such as the water zone, to create

a gradient equation that will be defined as a regres-
sion model.
2. Using the regression model, predict pressure for all

depths.
3. Finding the excess pressure, which is the difference

between the measured pressure and the regression model
predicted pressure.

Figure 6.37 Formation pressure log for Exercise 6.3.

Figure 6.38 Incorrect interpretation of Exercise 6.3.

Figure 6.39 Identification of poor quality data and outliers.
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Figure 6.40 Formation pressure residual plot.

Figure 6.41 Use of residuals to refine formation pressure into two regression lines of fit.

Figure 6.42 Residual plot for data set 1 and 2 showing very low values.



4. Plotting excess pressure with depth and using line fit
to determine contact.

Exercise 6.4 Use of Excess Pressure to Determine Fluid
Contact
Use excess pressure to determine the FWL in

Exercise 6.3.
More than one set of data can be considered to define

the base prediction model.

Solution.
Use the deepest station or last two stations to develop a

straight-line regression with the water gradient. Where
regressionmodel is not based onwater, excess pressurewill
show a trend deviating from the excess pressure of water.

Using the straight-line equation, the water formation
pressure equation through the deepest station with valid
formation pressure (7,630.50 ft TVDSS) is:

p = 0 43Z+213 (6.31)

The calculation of excess pressure for Exercise 6.4 using
the water gradient equation is summarized in Table 6.9.
A plot of excess pressure log (excess pressure against

TVDSS) is shown in Fig. 6.44.
Exercise 6.5 Fluid Contact Comparison from Forma-
tion Pressure Log and Openhole Log
Compare the fluid contact observed in Exercise 6.4 and

the fluid contact from water saturation determined from
the resistivity log in Exercise 5.7.

Table 6.9 Calculation of Excess Pressure for Exercise 6.4 Using the Water Gradient Equation.

Depth (ft) (TVDSS)
(good data from Table 6.8)

pmeasured (psia)
(good data from Table 6.8)

ppredicted (psia)
(using equation (6.31))

Δpexcess =
pmeasured - ppredicted

7,555.50 3,465.68 3,461.865 3.815
7,562.90 3,468.34 3,465.047 3.297
7,570.10 3,470.94 3,468.143 2.793
7,570.50 3,471.08 3,468.315 2.765
7,577.65 3,473.65 3,471.39 2.2645
7,580.70 3,474.75 3,472.701 2.051
7,615.13 3,87.51 3,487.506 0
7,619.23 3,489.27 3,489.269 0
7,630.50 3,494.12 3,494.115 0

Δpexcess is excess pressure; pmeasured is measured formation pressure; ppredicted is water gradient predicted pressure

Figure 6.43 Fluid gradient and contact for Exercise 6.3. Figure 6.44 FWL determination using excess pressure plot.

208 PETROLEUM ENGINEERING



Solution.
The OWC from Sw log and the FWL from formation

pressure log analysis are shown in Fig. 6.45.
TheOWC seen in the openhole log is at 7,590 ft and that

from the formation pressure log interpretation is at 7,610
ft. The contact seen in the formation pressure is actually a
free water level (FWL) below which water saturation is
100%. Though it is quite common to take the FWL from
the formation pressure gradient analysis as the OWC but
in correct terms it is actually the free water level.
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7

Fluid Flow in Reservoirs

Equations governing the flow of fluid in reservoirs
are very important in various petroleum engineering
calculations, which include well test analysis (Chapter 8),
reservoir deliverability prediction (Chapters 9 and 12),
and well production diagnosis and optimization
(Chapter 10).
The transient flow of fluid in petroleum reservoirs is

governed by a combination of:
Darcy’s law (Chapter 2), which defines the flow of fluid
through porous media under steady state conditions.

Continuity equation (conservation of mass equation),
which ensures that mass is conserved when fluid is
flowing through porous media, as porous media have
fluid storage capacity during fluid flow.

Equation of State (PVT relationship), which describes
the dependence of flowing fluid properties on pres-
sure change.

The combination of Darcy’s law, continuity equation,
and equation of state forms the diffusivity equation (diffu-
sion equation). The diffusivity equation is a differential
equation that governs the transient flow of fluid through
a porous medium. Factors that affects the transient flow
of fluid in a reservoir include the: condition of the source
of flow (well and wellbore); reservoir property; extent of
the reservoir; type of reservoir boundary; and fluid type.

7.1. DIFFUSIVITY EQUATION

The diffusivity equation describes variation of pressure
with time and position in the reservoir. When a vertical
well is opened to the flow of reservoir fluid, due to the
pressure difference between the reservoir and the well-
head, fluid flows from the reservoir radially into the well-
bore and to the surface (Fig. 7.1). Fig. 7.2 shows the

pressure profile in a reservoir when a well is flowing; rw
is the wellbore radius and pi is the initial reservoir
pressure.
Equations required for formulation of the diffusivity

equation for slightly compressible fluid are:
Darcy’s law, which has been described in Chapter 2.2.2

and 2.2.5, and expressed for radial flow as:

u = −
k
μ
∂p
∂r

(7.1)

Continuity equation, which is also called mass
conservation equation, and is expressed as:

−
∂ rρu
∂r

= r
∂ ρϕ
∂t

(7.2)

Equations of states for oil and the formation, which are
expressed respectively as:

co =
1
ρ
∂ρ
∂p

(7.3)

and

cf =
1
ϕ
∂ϕ
∂p

(7.4)

where cf is formation compressibility, co is compressibility
of a slightly compressible fluid like oil, ϕ is porosity, and ρ
is fluid density.
Substituting equation (7.1) into the left-hand side (LHS)

of equation (7.2), the continuity equation:

−
∂ rρu
∂r

= −
k
μ
∂

∂r
−rρ

∂p
∂r

=
k
μ
∂

∂r
∂ρ
∂r

r
∂p
∂r

+ ρ
∂

∂r
−r

∂p
∂r

(7.5)
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Expressing
∂ρ
∂r

in the form:

∂ρ
∂r

=
1
ρ
∂ρ
∂p

ρ
∂p
∂r

(7.6)

From equation (7.3):

co =
1
ρ
∂ρ
∂p

Substituting
1
ρ
∂ρ
∂p

with co into equation (7.6);

∂ρ
∂r

= coρ
∂p
∂r

Substituting
∂ρ
∂r

into equation (7.5):

−
∂ rρu
∂r

=
k
μ
∂

∂r
coρr

∂p
∂r

2

+ ρ
∂

∂r
r
∂p
∂r

(7.7)

For small pressure gradient and fluid compressibility,
the terms in bracket above satisfies condition:

coρr
∂p
∂r

2

<< ρ
∂

∂r
r
∂p
∂r

Hence, equation (7.7) becomes:

−
∂ rρu
∂r

=
k
μ
∂

∂r
0 + ρ

∂

∂r
r
∂p
∂r

(7.8)

The LHS of the continuity equation is thus expressed as:

−
∂ rρu
∂r

=
k
μ
ρ
∂

∂r
r
∂p
∂r

(7.9)

Also, expanding the right-hand side (RHS) of the con-
tinuity equation (equation (7.2)):

r
∂ ρϕ
∂t

= r ρ
∂ϕ
∂t

+ϕ
∂ρ
∂t

Expressing this further as,

r
∂ ρϕ
∂t

= r ρ
1
ϕ
∂ϕ
∂p

ϕ
∂p
∂t

+ϕ
1
ρ
∂ρ
∂p

ρ
∂p
∂t

Substituting equations (7.3) and (7.4) into the above:

r
∂ ρϕ
∂t

= r ρcfϕ
∂p
∂t

+ϕcoρ
∂p
∂t

r
∂ ρϕ
∂t

= r cf + co ϕρ
∂p
∂t

The RHS of the continuity equation becomes:

r
∂ ρϕ
∂t

= r ctϕρ
∂p
∂t

(7.10)

where ct is the total compressibility and is defined
as: ct = cf + co.
Equating the LHS to the RHS of the continuity

equation, from equation (7.9) and equation (7.10),
respectively:

k
μ
ρ
∂

∂r
r
∂p
∂r

= rctϕρ
∂p
∂t

Rearranging above equation:

1
r
∂

∂r
r
∂p
∂r

=
ϕμct
k

∂p
∂t

(7.11)

Equation (7.11) is the diffusivity equation for a slightly
compressible fluid and is applicable to oil reservoirs.
Equation (7.11) is a linear equation in terms of pressure
(p) with the highest power of the p term being one (1).
The linearity of the diffusivity equation makes superposi-
tion of solutions in time (well producing/injecting at dif-
ferent starting times) and superposition of solutions in
space (well producing/injecting at different locations)

Figure 7.1 Radial flow in a reservoir.

Figure 7.2 Pressure profile in reservoir with a flowing well.
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possible for reservoir systems with the same initial reser-
voir pressure. For a slightly compressible fluid, hydraulic

diffusivity
k

ϕμct
is independent of pressure. Where

hydraulic diffusivity
k

ϕμct
is dependent on pressure,

equation (7.11) becomes unsuitable, as the diffusivity
equation that describes pressure variation in this situa-
tion becomes nonlinear in terms of the pressure (p) term.
Where the diffusivity equation is nonlinear, the appro-
priate pseudopressure transforms should be used to
linearize the diffusivity equation, as in the case of com-
pressible fluid (gas), multiphase flow, and unconsoli-
dated rock.
Total formation compressibility when the reservoir

pore space is occupied by oil, water, and gas is defined as:

ct = cf + Soco + Swcw +Sgcg (7.12)

where: cf is the formation compressibility; co, cw, and cg
are the compressibility for oil, water, and gas, respec-
tively; So, Sw, and Sg are the saturation of oil, water,
and gas, respectively, occupying formation pore space.

Exercise 7.1 Diffusivity Equation Derivation
Derive radial flow diffusivity equation for:
(i) Single phase, slightly compressible fluid in a

homogeneous reservoir.
(ii) Single phase, ideal gas in a homogeneous reservoir.
(iii) Single phase, real gas in a homogeneous reservoir.
(iv) Single phase, incompressible fluid in a homogene-

ous reservoir.

Solution.
(i) For a single-phase, slightly compressible fluid in a

homogeneous reservoir
See equation (7.11).
(ii) For a single-phase, ideal gas in a homogeneous

reservoir
Using equations (7.1) and (7.2)

Darcy’s law: u= −
k
μ
∂p
∂r

and
continuity equation (mass conservation equation):

−
∂ rρu
∂r

= r
∂ ρϕ
∂t

Defining EOS for areal gas using equation (3.9):

pV=ZnRT

Making V the subject of the formula:

V=
ZnRT

p
(7.13)

Also, the density of gas can be expressed as:

ρ=
m
V

(7.14)

where m is mass and V is volume.
Substituting V in equation (7.13) into expression for

density in equation (7.14):

ρ=
m

nRT
p
Z

But MW=
m
n
, hence the density expression above

becomes:

ρ=
MW
RT

p
Z

(7.15)

where MW is molecular weight.
Starting from the continuity equation:

−
∂ rρu
∂r

= r
∂ ρϕ
∂t

Substituting equations (7.1) and (7.15) into the above:

∂

∂r
MW
RT

pr
μZ

∂p
∂r

=
r
k
MW
RT

∂

∂t
ϕ
p
Z

(7.16)

∂

∂r
MW
RT

pr
μZ

∂p
∂r

=
r
k
MW
RT

∂ϕ
∂t

p
Z
+ϕ

∂

∂t
p
Z

∂

∂r
MW
RT

pr
μZ

∂p
∂r

=
r
k
MW
RT

ϕ
1
ϕ
∂ϕ
∂t

p
Z

+
∂

∂t
p
Z

(7.17)

The
∂

∂t
p
Z

term in equation (7.17) can be expressed as:

∂

∂t
p
Z

=
∂p
∂t

1
Z
−

p

Z2

∂Z
∂t

∂

∂t
p
Z

=
∂p
∂t

1
Z
−

p

Z2

∂Z
∂t

∂t
∂p

∂

∂t
p
Z

=
∂p
∂t

1
Z
−

p

Z2

∂Z
∂p

∂

∂t
p
Z

=
∂p
∂t

p
Z

1
p
−
1
Z
∂Z
∂p

Substituting cg =
1
p
−
1
Z
∂Z
∂p

from equation (3.17) into the

above equation:

∂

∂t
p
Z

=
∂p
∂t

p
Z

cg

Substituting
∂

∂t
p
Z

from the above into equation (7.17):

MW
RT

∂

∂r
pr
μZ

∂p
∂r

=
r
k
MW
RT

ϕ
1
ϕ
∂ϕ
∂t

p
Z

+
∂p
∂t

p
Z

cg
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∂

∂r
pr
μZ

∂p
∂r

=
r
k
ϕ
∂p
∂t

p
Z

1
ϕ
∂ϕ
∂t

∂t
∂p

+ cg

∂

∂r
pr
μZ

∂p
∂r

=
r
k
ϕ
∂p
∂t

p
Z

1
ϕ
∂ϕ
∂p

+ cg

∂

∂r
pr
μZ

∂p
∂r

=
r
k
ϕ
∂p
∂t

p
Z

cf + cg

∂

∂r
pr
μZ

∂p
∂r

=
r
k
ϕ
∂p
∂t

p
Z

ct

∂

∂r
r
p
μZ

∂p
∂r

= r
ϕμct
k

p
μZ

∂p
∂t

(7.18)

μZ can be considered constant up to 2,000 psia
(Fig. 7.3).
Thus, equation (7.18) becomes:

∂

∂r
rp

∂p
∂r

= r
ϕμct
k

p
∂p
∂t

Substituting p
∂p
∂r

=
1
2
∂p2

∂r
into the above equation to

become:

∂

∂r
r
∂p2

∂r
= r

ϕμct
k

∂p2

∂t
(7.19)

Equation (7.19) defines diffusivity for single-phase ideal
gas in a homogeneous reservoir with a small gradient eve-
rywhere within the reservoir and is valid for pressure up to
2,000 psia.
(iii) For single-phase, real gas in homogeneous reservoir
Defining transform (pseudopressure) to linearize the

nonlinear expression equation (7.17).

m p = 2

p

p0

p
μ p Z p

dp (7.20)

where p0 is any low reference pressure.
From equation (7.20):

∂m p
∂p

=
2p
μZ

also

∂m p
∂r

=
∂m p
∂p

∂p
∂r

=
2p
μZ

∂p
∂r

Making
∂p
∂r

the subject of the formula:

∂p
∂r

=
μZ
2p

∂m p
∂r

(7.21)

and

∂m p
∂t

=
2p
μZ

∂p
∂t

Making
∂p
∂t

the subject of the formula:

∂p
∂t

=
μZ
2p

∂m p
∂t

(7.22)

Substituting
∂p
∂r

and
∂p
∂t

in terms of m(p) from equations

(7.21) and (7.22), respectively, into equation (7.18):

∂

∂r
r
p
μZ

∂p
∂r

= r
ϕμct
k

p
μZ

∂p
∂t

∂

∂r
r
p
μZ

μZ
2p

∂m p
∂r

= r
ϕμct
k

p
μZ

μZ
2p

∂m p
∂t

1
r
∂

∂r
r
∂m p
∂r

=
ϕμct
k

∂m p
∂t

(7.23)

Figure 7.3 Dependence of μZ on pressure.

214 PETROLEUM ENGINEERING



Equation (7.23) defines the radial diffusivity equation
for a single-phase real gas in a homogeneous reservoir
and is valid at all pressures. The importance of equation
(7.23) is that it retains the form similar to equation
(7.11). Gas flow in porous media can be described in a
similar way to oil, however, in terms of pseudopressure
(m(p)).
(iv) For a single-phase, incompressible fluid in a homo-

geneous reservoir
Incompressible fluid means density and volume is

constant, hence equations (7.2)–(7.4) vanish and the only
relevant equation is Darcy’s law.

Hence:

u= −
k
μ
∂p
∂r

q
2πrh

= −
k
μ
∂p
∂r

q
2πh

∂r
r
= −

k
μ
∂p

Integrating the radial distance between the defined
external reservoir radial distance re with external reservoir
pressure pe and the wellbore radius rw with flowing bot-
tomhole pressure pwf:

q
2πh

re

rw

∂r
r
= −

k
μ

pe

pwf

∂p

q
2πh

ln
re
rw

= −
k
μ

pe−pwf

q
2πhr

=
k
rμ

pe−pwf

ln
rw
re

u =
k
rμ

pe−pwf

ln
rw
re

(7.24)

The diffusivity equation for a single-phase, incompress-
ible fluid in a homogeneous reservoir is, in fact,
Darcy’s law.

7.1.1. Diffusivity Equation for Gas

The diffusivity equation for gas flow has been derived in
Exercise 7.1 (Qii) and (Qiii). These are the radial diffusiv-
ity equation for isothermal single-phase ideal gas flow in a
homogeneous reservoir (equation (7.19)) and isothermal
single-phase real gas flow in a homogeneous reservoir
(equation (7.23)).
Ideal gas behavior with constant μZ is valid for pressure

up to 2,000 psia (Fig. 7.3). Hence, when reservoir pressure

is less than 2,000, the pseudopressure integral (equation
(7.20)) becomes:

m p =2

p

p0

p
μ p Z p

dp=
2
μZ

p

p0

pdp=
p2− p20
μiZi

(7.25)

However, above 2,000 psia, the ideal gas assumption is
not valid and gas pseudopressure defined by equation
(7.20) should be used without the ideal gas law assump-
tion with constant μZ.

Also, when pressure is above 3,000 psia,
μZ
p

becomes

constant (Fig. 7.3) and the pseudopressure integral
becomes:

m p =2

p

p0

p
μ p Z p

dp=
2p
μZ

p

p0

dp=
p−p0 pi
μiZi

(7.26)

From Fig. 7.3:
Region A: when p < 2,000 psia, μZ= constant and the
simplified pseudopressure integral given by equation
(7.25) can be used.

Region B: when 2,000 < p < 3,000 psia there is no
approximation and equation (7.20) should be used
without simplification.

Region C: when p > 3,000 psia,
μZ
p

= constant and the

simplified pseudopressure integral given by equation
(7.26) can be used.

where μ and Z are available as a function of pressure,
equation (7.20) should always be used as it is valid for
all pressure ranges for single-phase gas flow.

7.1.2. Normalized Pseudopressure

Normalized pseudopressure is a more convenient way of
presenting pseudopressure because the unit of pseudo-
pressure is psi2/cp and the scale can be in the order of mag-
nitude of 106 in unit of psi/cp. The pseudopressure integral

equation (7.20) can be multiplied by
μZ
2p

at average reser-

voir pressure or initial reservoir pressure to convert the
unit to psi and scale pseudopressure to the pressure range.
Hence, the normalized pseudopressure is defined as:

mn p =
μZ
2p pi

p

p0

2p
μ p Z p

dp (7.27)

or

mn p =
μZ
2p p

p

p0

2p
μ p Z p

dp (7.28)
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where pi is initial reservoir pressure and p is average
reservoir pressure.
For a compressible fluid, diffusivity or flow equation

can be solved by substituting mn(p) directly into the
appropriate equation for a slightly compressible fluid then
solving the equation
If equation (7.27) is used for the reservoir parameter cal-

culation, the fluid property corresponding to initial reser-
voir pressure must be used. However, if equation (7.28) is
used for the reservoir parameter calculation, the fluid
property corresponding to average reservoir pressure
must be used.

7.2. SOLUTION OF DIFFUSIVITY EQUATION

Diffusivity equations derived for different fluid types
are differential equations. The diffusivity equation can
be solved for three boundary conditions described as:
initial condition, which is pressure at the beginning of test;
inner boundary condition, which is flow rate at the well;
and outer boundary condition, which is pressure at the
reservoir boundaries.
Pressure response in a reservoir can be described as tran-

sient (unsteady state) when pressure changewith time due to
flow is a function of location and time in the reservoir. This
is characteristic of a reservoir when pressure change has not
diffused to full reservoir boundaries and is defined as:

∂p
∂t

= f r, t (7.29)

Pseudosteady or semi-steady describes the situation
where pressure change with time is constant. This is
characteristic of a depleting reservoir and occurs when
diffusing pressure change reaches full no-flow reservoir
boundaries. Pseudosteady state response is expressed as:

∂p
∂t

=Constant (7.30)

The steady state condition describes the situation where
pressure change with time is zero. The measured flowing
well bottomhole pressure against time will show a zero
slope during a steady state flow regime. A steady state
flowing pressure response occurs when the diffusing pres-
sure change reaches a constant pressure boundary (strong
aquifer or gas cap). Steady state response is expressed as:

∂p
∂t

= 0 (7.31)

7.2.1. Mathematical Methods for Solving
the Diffusivity Equation

Laplace transforms have been a useful way of solving
the diffusivity equation for specific flow regimes or entire
flow regimes (interpretation models). Solution in the

Laplace domain can then be inverted analytically or
numerically using the Stehfest numerical Laplace inversion
[Stehfest, 1970]. TheDen Iseger algorithm [Iseger, 2006] is
becoming another popular numerical Laplace inversion
technique that has proved to be powerful. The numerical
Laplace inversion is the backbone of solving simple and
complex well test models. Other methods for solving the
diffusivity equation include: use of Green’s function;
Boltzmann transformation, and Henkel transforms.

7.2.1.1. Radial Flow Equation. For a reservoir with
homogeneous behavior, pressure diffusion is described
by equation (7.11):

1
r
∂

∂r
r
∂p
∂r

=
ϕμct
k

∂p
∂t

Defining the diffusivity constant (also called hydraulic
diffusivity), η, as:

η=
k

ϕμct
Using Boltzmann’s transformation:

s =
r2

4ηt
=
ϕμcr2

4kt

Taking the partial derivative of s with respect to t:

∂s
∂t

= −
ϕμctr2

4kt2
= −

1
t
s (7.32)

and s with respect to r:

∂s
∂r

=
ϕμcr
2kt

=
2
r

(7.33)

Expressing the diffusivity equation in terms of s:

1
r
∂

∂s
r
∂p
∂s

∂s
∂r

∂s
∂r

=
ϕμct
k

∂p
∂s

∂s
∂t

Substituting equations (7.32) and (7.33) into the above:

1
r
∂

∂s
r
∂p
∂s

2
r
s 2

s
r
= −

ϕμct
k

∂p
∂s

1
t
s

2
s
r2

∂

∂s
2s
∂p
∂s

= −
ϕμctr2

4kt
∂p
∂s

4
r2
s

2
s
r2

∂

∂s
2s
∂p
∂s

= −s
∂p
∂s

4
r2
s

2s
r2

∂

∂s
2s
∂p
∂s

= −
4s2

r2
∂p
∂s

∂

∂s
s
∂p
∂s

= −s
∂p
∂s

Using
dp
ds

=p', the above equation becomes:
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p' + s
dp'
ds

= −sp'

dp'
p'

= −
s + 1
s

ds

dp'
p'

= −
1
s
+ 1 ds

lnp' = − lns−s +A

lnp' = − lns + ln e−s + ln eA

p' = eA
e−s

s

Defining B= eA:

p' =B
e−s

s
Using the inner boundary condition to determine the

constant of integration B:

u=
q
A

=
k
μ
∂p
∂r

lim
r 0

∂p
∂r

=
qμ

2πrkh

lim
r 0

r
∂p
∂r

=
qμ

2πkh
= r

dp
ds

∂s
∂r

From equation (7.33), r
∂s
∂r

= 2, hence the above equa-

tion becomes:

qμ
2πkh

= 2s
dp
ds

qμ
4πkh

= s
dp
ds

But p' =
dp
ds

=B
e−s

s
hence:

s
dp
ds

=Be−s

Therefore:

qμ
4πkh

=Be−s

As r 0, s 0:

B=
qμ

4πkh
Hence:

p' =
qμ

4πkh
e−s

s
(7.34)

Integrating the LHS of equation (7.34) between pi
(initial pressure) and p at time t and the RHS of
equation (7.34) between the limits of t = 0 (s ∞)
and t (s = x):

p

pi

dp=
qμ

4πkh

x

∞

e−s

s
ds

p r,t = pi−
qμ

4πkh

∞

x= ϕμctr2
4kt

e−s

s
ds (7.35)

x

∞

e−s

s
ds is an exponential integral is denoted as Ei(x)

If x < 0.01:

Ei x ≈− ln γx

where γ = 1.781.
Equation (7.35) at wellbore (r = rw) becomes:

p r, t = pwf = pi +
qμ

4πkh
ln
γϕμct r2w

4kt

pwf = pi−
qμ

4πkh
ln

4kt
γϕμct r2w

Adding the skin effect (well condition for damage or
stimulation):

pwf = pi−
qμ

4πkh
ln

4kt
γϕμct r2w

+ 2S (7.36)

In engineering oil field (EOF) units equation (7.36)
becomes:

pi−pwf = 162 6
qBμ
kh

logt + log
k

ϕμct r2w
−3 23+ 0 87S

(7.37)

In EOF units, k is permeability inmD, length is in ft, μ is
viscosity in cp, p is pressure in psia, q is rate in stb/d, B is
the formation volume factor in bbl/stb, ct is total com-
pressibility in psi−1, and ϕ is porosity in fraction.
Equation (7.37) shows that a plot of pwf against logt will

show a straight line within the period where radial homo-
geneous dominates the flow in the reservoir. The slope of
the straightline section, which corresponds to radial
homogeneous flow, mRF, is:

mRF = 162 6
qBμ
kh

(7.38)

7.3. BOUNDARY CONDITIONS DURING
PRESSURE DIFFUSION IN RESERVOIRS

The pressure variations at the well can be used to deter-
mine reservoir properties within the zone of diffusing pres-
sure change. At the beginning of the test the pressure
measured at the well reflects the reservoir properties in
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the vicinity of the well. As the compressible zone diffuses
further into the reservoir, reservoir behavior dominates
measured pressure at the well. As reservoir boundaries
manifest later, measured bottomhole pressure is domi-
nated by boundary characteristics. The effects of the
well–reservoir–boundary system on measured bottom-
hole pressure are generally grouped as near wellbore
effects (which occur at early time), reservoir behavior
(which occurs at mid-time), and boundary effect (which
occur at late time). Properties that characterizes each of
these regimes can be calculated separately using special-
ized straight-line analysis or together using well test inter-
pretation model (Chapter 8.5). A practical workflow for
well test analysis is to determine well, reservoir, and
boundary parameters using a combination of straight-line
(specialized straight-line) methods, derivative, and overall
pressure history match (Chapter 8). Table 7.1 shows
important factors that affect early time (near wellbore
storage), middle time (reservoir behavior), and late times
(boundary effect).

7.3.1. Near Wellbore Effects

Early time bottomhole pressure response is dominated
by wellbore storage (combined effect of wellbore volume
and fluid compressibility), skin, well stimulation, effect of
well orientation, and architecture. Near wellbore effects
that can be characterized using pressure transient analysis
are summarized in the first column of Table 7.1.

7.3.1.1. Wellbore Storage (WBS) Effect.During aWBS
dominated flow regime, measured rate at the surface is

due to volumetric expansion of the fluid in the wellbore
during drawdown (well flowing) and due to volumetric
compression during buildup (well shut-in) (Fig. 7.4) and
can be expressed as:

qsf = qwh−cwVw
∂pw
∂t r = rw

(7.39)

where qsf is sandface rate, qwh is the measured rate at the
wellhead, pw is the measured bottomhole pressure that
can be flowing (pwf) or shut-in (pws), cw is compressibility
of fluid in the wellbore, Vw is wellbore volume, and t
is time.
Equation (7.39) can express as:

qsf = qwh−cwVw
dpw
dt

(7.40)

but

C= cwVw (7.41)

where C is the wellbore storage coefficient and cw is com-
pressibility of fluid in the wellbore.
Substituting C= cwVw from equation (7.41) into equa-

tion (7.40):

qsf = qwh−C
dpw
dt

expressed further as:

qwh−qsf =C
dpw
dt

During drawdown in storage dominated flow, as shown
in Fig. 7.4, qwh > > qsf .

Table 7.1 Transient Flow Regime Characterization.

Near wellbore effects
(at early times)

Reservoir behavior
(at middle times)

Boundary effects
(at late times)

Wellbore storage
Skin
Fractures: low and high conductivity fractures
Partial penetration (limited entry)
Well orientation: vertical, inclined or horizontal

Homogeneous
Heterogeneous: double porosity;
double permeability; composite
(linear and radial); multilayered
reservoirs.

Constant pressure
No-flow
Leaky
Boundary distance
Boundary geometry

Figure 7.4 Wellbore storage effect during drawdown and buildup.
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Hence, the above equation reduces to:

qwh =C
dpw
dt

In EOF units this becomes:

qwh = 24C
dpw
dt

During WBS dominated flow regime, the drawdown
and buildup pressure signal can be related to elapsed time
in EOF units as:

Δpw =
qBΔt
24C

(7.42)

where the rate, q, is the same as qwh, which is the rate
measured at well head for surface controlled rate.
For a well with loading liquid,

C = cwVw = −
ΔVw

Vw

1
Δp

Vw = −
ΔVw

Δp
=
Vuhf
ρghf

=
Vu

ρg

where Vw is wellbore volume, ΔVw is the change in vol-
ume of liquid in the well due to the change in liquid level,
Δp is the change in hydrostatic pressure due to liquid load-
ing, and hf is the height of liquid loaded in the well
The wellbore storage coefficient for a well with the liq-

uid level in EOF units from the above equation is,
therefore:

C= 144
Vu

ρ
g
gc

(7.43)

where Vu is the volume of the well per unit length (bbl/ft)
and ρ is fluid density (lb/ft3).
Equation (7.42) is called the specialized straight-line

equation for a well test dominated by WBS and can be
expressed as:

Δp=
qBΔt
24C

A plot ofΔp againstΔt duringWBS dominated flow for
either drawdown or build will yield a straight line through
the intercept 0,0 on the x- and y-axes with a slope of
mWBS, which is then used to determine the wellbore stor-
age coefficient (C) as shown in equation:

C=
qB

24mWBS
bbl/psi (7.44)

Exercise 7.2 Wellbore Storage Effect Calculation using
Well Volume and Fluid Property
A vertical well was tested using a drill string of 5-inch

ID in a 100-ft hydrocarbon column normally pressured
reservoir with a water gradient of 0.44 psi/ft. Determine
the wellbore storage coefficient for a:

(i) reservoir with 40 API oil and oil–water contact
(OWC) at 5,000 ft;
(ii) reservoir with 40 API oil and OWC at 15,000 ft;
(iii) reservoir with 0.1 psi/ft gas gradient with gas–water

contact (GWC) at 5,000 ft;
(iv) reservoir with 0.1 psi/ft gas gradient and GWC at

15,000 ft.
Oil properties are: Rs = 2345 scf/stb and γg = 0.623 at

reservoir temperature of (T) of 300 F
Use equation (3.45) for the oil compressibility calcula-

tion and the ideal gas compressibility equation (equation
(3.18)) for gas.

Solution Steps.
Step 1: determine volume per unit length for the well.
Step 2: determine the formation pressure equation using
fluid gradient or API.

Step 3: determine fluid compressibility at agiven pres-
sure using equation (3.45) shown here for oil
compressibility:

co =
5Rs + 17 2T−1180γg + 12 61γAPI−1433

p× 105

and equation (3.18) for gas:

cg =
1
p

where p is formation pressure and can be taken at the mid-
dle of the formation, which can be calculated from the
depth of hydrocarbon water contact (HWC) using:

hmid = zHCW−
h
2

(7.45)

where hmid is the depth of the middle of the formation, h is
formation thickness, and zHWC is the depth of hydrocar-
bon water contact.
Step 4: determine the wellbore storage coefficient (C)
using the relationship between the compressibility
of fluid in the wellbore (cw) and the volume of the
wellbore (Vw), which is equation (7.41): C= cwVw

Solution.
r = 5/2 in = 0.20833 ft.
Volume per unit length, Vu:
Vu = πr2 = π(0.20833)2 = 0.13635 ft2

Oil gradient calculation
Using equation (3.35):

APIo =
141 5
SG

−131 5

SG=
141 5

APIo + 131 5
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SG=
141 5

40+ 131 5
= 0 8251

Oil gradient (Goil) is hence:

Goil = SGoil × 0 433psi/ft (7.46)

where SGoil is the specific gravity of oil and 0.433 is the
pressure gradient for freshwater in psi/ft:

Goil = 0 8251× 0 433= 0 357psi/ft

Hence, oil with 40 API has a gradient of 0.357 psi/ft
Formation pressure calculation
Formation pressure in the water zone from equation

(1.1) is:

pwater =Gwaterzwater +Cwater

where Cwater = 14.7 psia for a normally pressured aquifer.
Formation pressure in the hydrocarbon zone from

equations (1.2) and (1.3) is:

pHC =GHCzHC +CHC (7.47)

At the hydrocarbon water contact (HWC), pHC =
pwater.
Using the water gradient equation, the pressure at the

HWC (pHWC) can thus be determined:

pHWC =pHC =pwater =GwaterzHWC +Cwater

pHWC = 0 44zHWC + 14 7 (7.48)

The constant of the gradient equation for fluid hydro-
carbon (CHC) can be determined by substituting pHC =
pHWC and zHC = zHWC into equation (7.47) and making
CHC the subject of the formula.

CHC = pHCW−GHCzHCW (7.49)

Note: pHC = pHWC at zHC = zHWC as the hydrocarbon
and water zones are in pressure equilibrium at the
hydrocarbon–water contact (HWC), as discussed in
Chapter 1.5.1.
With CHC determined, using equation (7.49), the hydro-

carbon formation pressure can be determined at any
depth of interest using equation (7.47).
Table 7.2 summarizes the solution to Exercise 7.2.
NB: the wellbore storage coefficient (storage effect) for

oil for surface shut-in is about 0.01 bbl/psi, for gas it is
about 0.05 bbl/psi, and well loading with liquid is about
0.05 bbl/psi. In order to reduce storage effect, downhole
shut-in is recommended. The wellbore storage coefficient
can be reduced to as low as 0.0001 bbl/psi for an oil well
with downhole shut-in.

Exercise 7.3 Wellbore Storage Effect Calculation from
Pressure–Rate Data
Using the drawdown pressure–rate data provided in

Table 7.3, determine the wellbore storage coefficient,
given: qoil = 150 stb/d; rw = 0.33 ft; ϕ= 0.2; h = 50 ft; Bo

= 1.5 rb/stb; μoil = 0.5 cp; and ct = 5 E-5 psi−1.

Solution Steps.
Step 1: determine the drawdown pressure Δp signal
(pwf(0) − pwf(t)) and elapsed time Δt (t − t0) for the
data points provided.

Step 2: plot Δp against Δt on a Cartesian scale.
Step 3: inspect the early part of Δp against Δt to deter-
mine the start and end of WBS, which will be charac-
terized by a straight line.

Step 4: fit the early part of the data characterizing WBS
with a straight line through the intercept 0,0 on the x-
and y-axes.

Step 5: determine the slope of mWBS.

Table 7.2 Solution to Exercise 7.2.

Ex 7.2 (i) Ex 7.2 (ii) Ex 7.2 (iii) Ex 7.2 (iv)
Reservoir fluid Oil Oil Gas Gas
zHWC (ft) 5,000 15,000 5,000 15,000
pHWC (psia) using equation (7.48) 2,214.7 6,614.7 2,214.7 6,614.7
Hydrocarbon gradient (psi/ft): using equation (7.46) for oil and
explicit values given for gas

0.357 0.357 0.1 0.1

Gradient equation constant, CHC (psia) using equation (7.49) 429.7 1,259.7 1,714.7 5,114.7
pHC at mid-reservoir (psia) using equation (7.47) with mid-
reservoir defined by equation (7.45)

2,196.85 6,596.85 2,209.7 6,609.7

HC compressibility, cHC (psi
−1), using equation (3.45) for oil and

equation (3.18) for gas
6.93E−05 2.31E−05 4.53E−04 1.51E-04

Well length up to reservoir top, htop (ft) at [htop = zHWC - 100] 4,900 14,900 4,900 14,900
Volume of wellbore (Vwell) [Vwell (ft

3) = Vu × htop] 668.13 2,031.67 668.13 2,031.67
Converting wellbore volume from ft3 to bbl: Vwell (bbl) 119 361.86 119.00 361.86
C (wellbore storage coefficient) = cHC × Vwell (bbl/psi) 0.01 0.01 0.054 0.055
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Step 6: calculate the wellbore storage coefficient (C)
using equation (7.44).

Solution.
Table 7.4 shows the values ofΔt andΔp withΔt = t− t0

and Δp = pwf(0) − pwf(t).
t is the time corresponding to a given flowing bottom-

hole pressure p (or pwf(t)) and t0 is the beginning of the
flow period with the corresponding initial bottomhole
flowing pressure (pwf(0)).
The specialized straight-line plot for the WBS is shown

in Fig. 7.5.
From the slope of the specialized straight-line plot of

WBS (Fig. 7.5), the wellbore storage coefficient is calcu-
lated using equation (7.44):

C=
qB

24mWBS

C=
qB

24mWBS
=

150× 1 5
24× 614 62

= 0 015

C = 0.015 bbl/psi

7.3.1.2. Skin Effect. Skin factor (S) is a dimensionless
parameter that characterizes well conditions. Damaged

wells have more flow restrictions at the reservoir–wellbore
interface than undamaged wells, hence there is a greater
pressure drop. Damaged wells are characterized by a pos-
itive skin (S > 0). Stimulated wells have improved flow

Table 7.3 Pressure–Rate History for Exercise 7.3.

Time Rate Pressure Time Rate Pressure Time Rate Pressure Time Rate Pressure
(hr) (stb/D) (psia) (hr) (stb/D) (psia) (hr) (stb/D) (psia) (hr) (stb/D) (psia)

0.0000 150 5,000.00 1.1514 150 4,628.36 1,000.0010 0 4,405.47 1,001.1514 0 4,776.48
0.0013 150 4,999.17 1.5264 150 4,581.77 1,000.0013 0 4,405.67 1,001.5264 0 4,823.06
0.0018 150 4,998.90 2.0236 150 4,541.90 1,000.0018 0 4,405.94 1,002.0236 0 4,862.92
0.0023 150 4,998.55 2.6827 150 4,510.82 1,000.0023 0 4,406.30 1,002.6827 0 4,894.00
0.0031 150 4,998.07 3.5565 150 4,488.78 1,000.0031 0 4,406.77 1,003.5565 0 4,916.03
0.0041 150 4,997.45 4.7149 150 4,474.38 1,000.0041 0 4,407.40 1,004.7149 0 4,930.42
0.0054 150 4,996.62 6.2506 150 4,465.31 1,000.0054 0 4,408.22 1,006.2506 0 4,939.46
0.0072 150 4,995.53 8.2864 150 4,459.36 1,000.0072 0 4,409.32 1,008.2864 0 4,945.40
0.0095 150 4,994.08 10.9854 150 4,454.94 1,000.0095 0 4,410.76 1,010.9854 0 4,949.78
0.0126 150 4,992.17 14.5635 150 4,451.21 1,000.0126 0 4,412.67 1,014.5635 0 4,953.48
0.0168 150 4,989.65 19.3070 150 4,447.77 1,000.0168 0 4,415.19 1,019.3070 0 4,956.87
0.0222 150 4,986.34 25.5955 150 4,444.48 1,000.0222 0 4,418.51 1,025.5955 0 4,960.09
0.0295 150 4,981.98 33.9322 150 4,441.28 1,000.0295 0 4,422.86 1,033.9322 0 4,963.21
0.0391 150 4,976.28 44.9843 150 4,438.14 1,000.0391 0 4,428.57 1,044.9843 0 4,966.24
0.0518 150 4,968.84 59.6362 150 4,435.03 1,000.0518 0 4,436.01 1,059.6362 0 4,969.19
0.0687 150 4,959.18 79.0604 150 4,431.96 1,000.0687 0 4,445.67 1,079.0604 0 4,972.07
0.0910 150 4,946.72 104.8113 150 4,428.91 1,000.0910 0 4,458.12 1,104.8113 0 4,974.88
0.1207 150 4,930.79 138.9496 150 4,425.88 1,000.1207 0 4,474.05 1,138.9496 0 4,977.59
0.1600 150 4,910.65 184.2070 150 4,422.85 1,000.1600 0 4,4,94.19 1,184.2070 0 4,980.20
0.2121 150 4,885.55 244.2053 150 4,419.84 1,000.2121 0 4519.29 1,244.2053 0 4,982.69
0.2812 150 4,854.85 323.7458 150 4,416.83 1,000.2812 0 454,9.99 1,323.7458 0 4,985.04
0.3728 150 4,818.20 429.1934 150 4,413.83 1,000.3728 0 4586.64 1,429.1934 0 4,987.23
0.4942 150 4,775.78 568.9866 150 4,410.83 1,000.4942 0 4629.06 1,568.9866 0 4,989.23
0.6551 150 4,728.54 754.3120 150 4,407.84 1,000.6551 0 4676.30 1,754.3120 0 4,991.05
0.8685 150 4,678.43 1,000.0000 150 4,404.84 1,000.8685 0 4726.40 2,000.0000 0 4,992.65

Table 7.4 Elapsed Time and Drawdown Pressure.

Δt (hr) = ti − 0 Δp (psi) = 5000 − p

0 0
0.0013 0.83
0.0018 1.10
0.0023 1.45
0.0031 1.93
0.0041 2.55
0.0054 3.38
0.0072 4.47
0.0095 5.92
0.0126 7.83
0.0168 10.35
0.0222 13.66
0.0295 18.02
0.0391 23.72
0.0518 31.16
0.0687 40.82
0.0910 53.28
0.1207 69.21
0.1600 89.35
… …
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conditions at the reservoir wellbore–interface and pres-
sure drop is less compared to unstimulated wells, as shown
in Fig. 7.6. Stimulated wells are characterized by a nega-
tive skin (S < 0). A zero skin represents a wellbore condi-
tion with the same properties as the reservoir (undamaged
and unstimulated).
Skin effect can be related to additional pressure drop

around the wellbore due to the presence of the skin and
expressed as:

S =
kh

141 2qBμ
Δpskin (7.50)

Δpskin is the additional pressure drop in the vicinity
around the wellbore due to the presence of the skin.
In the case where a damaged or stimulated wellbore can

be described as a circular zone around the wellbore, then
additional pressure can be expressed as:

Δpskin = pw,S−pw,S= 0 =
141 2qBμ

ksh
ln

rs
rw

−
141 2qBμ

kh
ln

rs
rw

(7.51)

where pw,s is bottomhole pressure with skin and pw,s=0 is
bottomhole pressure without skin, ks is the permeability
of the altered zone (damaged or stimulated) near the well
bore, k is reservoir permeability, h is reservoir thickness, rs

is the radial distance of the damaged or stimulated zone
away fromthewell, rw iswellbore radius,B is the formation
volume factor of fluid, and q is the production or test rate
Substituting Δpskin from equation (7.50) into equa-

tion (7.51):

S =
k
ks

−1 ln
rs
rw

(7.52)

From equation (7.52), when the altered zone around the
wellbore is damaged ks < k and the calculated S will be
positive; when the altered zone around the wellbore is sti-
mulated ks > k and the calculated S will be negative; and
when the wellbore region is unaltered ks = k and the cal-
culated S will be zero.
The permeability of the altered zone (damaged or sti-

mulated) can be expressed from equation (7.52) as:

ks =
k

1+ S

ln
rs
rw

(7.53)

Also, equation (7.52) can be expressed in terms of the
radius of the altered zone as:

rs = rwe
S

k
ks

−1 (7.54)

Equivalent wellbore radius is an important concept in
well testing that will be used in describing different well-
bore conditions and defined as rs when ks ∞, which
is the well condition with no pressure loss. Hence, from
equation (7.54), equivalent wellbore radius becomes:

rwe = rwe−S (7.55)

Exercise 7.4 Skin Effect Calculation Based on Fluid
Loss
A reservoir with a wellbore of radius of 0.35 ft and

depth of filtrate invasion of 3.05 ft was determined using
openhole resistivity logs. Assume a radial saturation dis-
tribution of filtrate around the well with discontinuity at
the filtrate–oil interface in the reservoir (Fig. 7.7). Special
core analysis of a core sample, considered representative
of the reservoir, showed 65% reduction in permeability
due to the effect of filtrate invasion.
Calculate the skin effect due to the drilling operation

(mechanical skin).

Solution Steps.
Step 1: determine rs, which is rs = di + rw.

Step 2: determine
k
ks

using percentage k reduction.

Step 3: calculate S using equation (7.54).

Figure 7.5 Specialized straight-line plot for WBS.

Figure 7.6 Skin effect and pressure drop near wellbore.
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Solution.

rs = di + rw
rs = 3.05 + 0.35 = 3.4 ft

For 65% reduction in permeability near wellbore:

ks = k 1−
65
100

= 0 35k

Therefore:

k
ks

=
k

0 35k
=

1
0 35

Substituting values of rs and
k
ks

into equation (7.52):

S =
1

0 35
−1 ln

3 4
0 35

= 4 2

S = 4.2

The total skin effect is the net effect due to a contribu-
tion of factors that reduce pressure drop near the wellbore
(stimulation and/or flow enhancement) and those that
increase pressure drop near the wellbore (damage and/
or flow impairments). Since individual skin components
that make up total skin can either be positive or negative,
total skin, too, can either be positive or negative.
A positive skin effect is due to well completion, forma-

tion damage (mechanical skin), non-Darcy flow, and lim-
ited entry. A negative skin effect is due to well stimulation
treatments (e.g. acidizing or hydraulic fracture), natural
reservoir fissures, well deviation, and horizontal wells
(under most conditions). Total skin (STotal) can, therefore,
be defined as:

STotal = SMechanical + SFluid + Scompletion + SGeology

+ SRate Dependent
(7.56)

Table 7.5 is a summary of the components of the skin in
equation (7.56), where S is skin and the subscript defines
skin components.

7.3.1.3. Well Fractures. Vertical hydraulic fractures
(Fig. 7.8) are designed to increases well–reservoir contact.
Hydraulic fracturing is a common approach for improv-
ing the productivity of oil and gas producing from
damaged wells or wells producing from low-permeability
reservoirs.
Hydraulic fracturing involves pumping high-pressure

fluid with propping agents into the formation to exceed
the rock strength and open a fracture in the rock. The
propping agents are designed to prevent the fracture fromFigure 7.7 Near wellbore region for effective skin calculation.

Table 7.5 Summary of Skin Effect Type.

Skin type Definition Typical/Limits of values

Mechanical Due to actual damage or well stimulation. Minimum of −2 for acidizing (acidizing rarely
reduces skin below zero). Can be as high as
20 in a severely damaged well due to
significant filtrate loss.

Fluid Due to gas bank in volatile oil reservoirs below
bubble point pressure; gas condensate in gas
wells below bubble point pressure; presence
of kill fluid around wellbore region etc.

+2–20

Completion Due to well–reservoir interaction, such as:
limited entry effect; inclined well effect;
horizontal well and fracture.

Minimum of −6 in massive hydraulic infinite-
conductivity fracture.

As high as 100 for poor gravel pack.
High as 600 for limited entry with low
penetration ratio.

Geological effect Due to the geological characteristic of
formation, such as natural fissure in reservoirs;
reservoir anisotropy.

−4 to 0 for well intersecting natural fissures.

Rate dependent skin Due to turbulence, common with gas phase
flow.

5–25
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closing. Fracture height is dependent on the strength of
the cap and base rock, hence it is often difficult to control
fracture height.
Vertical hydraulic fractures can generally be described

either as an infinite conductivity fracture (high conductiv-
ity fracture) or a finite conductivity fracture (low conduc-
tivity fracture).
In a infinite conductivity fracture (high conductivity

fracture), the width of the fracture is small relative to frac-
ture length. Hence, the fracture behave like a “pipe” with
infinite permeability, hence there is no pressure within the
fracture.
In a finite conductivity fracture (low conductivity frac-

ture), the fracture has significant width relative to fracture
length. Finite conductivity fractures have finite permea-
bility and are characterized by pressure drop.
Infinite Conductivity Fracture (ICF)
ICF is characterized by linear flow, (LF) (Fig. 7.9) after

a short-lived storage effect.
The pressure signal (pressure change during drawdown

or buildup) during an ICF dominated flow period can be
expressed as:

Δp= 4 06
qB
hxf

μ
ϕctk

Δt, Gringarten et al 1974 (7.57)

From equation (7.57), a plot of Δp against Δt1/2 will
yield a straight line for an ICF dominated flow regime
due to linear flow (Fig. 7.10), with a slope mLF that can
be used to calculate fracture half length (xf) using equation
(7.58).

xf = 4 06
qB

hmLF

μ
ϕctk

(7.58)

Equations (7.57) and (7.58) are straight-line character-
istic equations for ICF.

Finite Conductivity Fracture (FCF)
A FCF is characterized by bilinear flow, (BLF)

(Fig. 7.11) after a short-lived storage effect.
The pressure signal (pressure change during drawdown

or buildup) during a FCF dominated flow period can be
expressed as [Cinco-Ley and Samaniego 1981]:

Δp= 44 11
qBμ

h kfwf ϕctk4
Δt4 (7.59)

Figure 7.8 Front and plan view of vertical hydraulic fracture.

Figure 7.9 Flow behavior around an infinite conductivity
fracture.

Figure 7.10 Specialized straight-line plot for an infinite
conductivity fracture.

Figure 7.11 Flow behavior around a finite conductivity
fracture.
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From equation (7.59) a plot of Δp against Δt1/4 will
yield a straight line for a FCF dominated flow regime
due to bilinear flow (Fig. 7.12), with slope mBLF, which
can be used to calculate fracture flow capacity (kfwf) using
equation (7.60).

kfwf = 1944 8
1

ϕctk
qBμ
hmLF

2

(7.60)

Equations (7.59) and (7.60) are straight-line character-
istic equations for a finite conductivity fracture.

7.3.1.4. Limited Entry (LE). It is not uncommon to com-
plete a well partially (limited entry) when a fluid zone in a
reservoir is not desirable for production (Fig. 7.13).
Flow behavior around a limited entry well is Fig. 7.14.
For instance, when a well penetrates an oil zone with a

gas zone at the top and water zone below, with oil as fluid
of interest for production, the well will be partially com-
pleted in the oil zone as shown in Fig. 7.15a. Also, for a
gas reservoir with a water zone, perforation will be partial
to keep the perforation away from the water zone
(Fig. 7.15b).
Pressure change during limited entry dominated flow

regime can be described as:

Δp= 70 6
qBμ
ksrs

−2452 9
qBμ ϕμct
k

3
2

s Δt
, Brons et al 1961

(7.61)

From equation (7.61), a plot of Δp against Δt −1/2 will
yield a straight line for a limited entry (LE) dominated
flow regime due to spherical flow (SPH) behavior
(Fig. 7.16), with a slope mSPH that can be used to calculate
spherical permeability (ks) using equation (7.62).

ks = 2452 9qBμ
ϕμct

mSPH

2
3

(7.62)

Figure 7.12 Specialized straight-line plot for a finite
conductivity fracture.

Figure 7.13 Limited entry well schematic.

Figure 7.15 Limited entry completions.

Figure 7.14 Flow behavior around a limited entry well.
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Spherical permeability is defined as:

ks = kxkykz3 (7.63)

Where kx = ky = kxy, equation (7.63) becomes:

ks = k2xykz
3 (7.64)

When radial flow manifest, radial permeability (kr =
kxy) can be determined as shown in Exercise 7.5 to Exer-
cise 7.7. Vertical permeability is, hence, determined from
equation (7.64):

kz =
k3s
k2xy

(7.65)

Note that kxy can be be represented as kH (horizontal
permeability) or kr (radial permeability in vertical wells).
Additionally, kz can also be represented as kv (vertical

permeability). The
kz
kxy

ratio, which is also termed the

kv
kH

ratio, is often defined as reservoir permeability

anisotropy.
From equation (7.65), reservoir permeability anisot-

ropy can be expressed in terms of ks and kxy:

kz
kxy

=
ks
kxy

3

(7.66)

7.3.2. Reservoir Behavior

The simplest reservoir behavior has been described in
the radial flow equation, equation (7.23), as homogeneous
reservoir behavior. In well test analysis, a reservoir is said
to be homogeneous in behavior when the reservoir can be
described by one transmissibility, also called mobility
thickness (kh/μ), and one storativity (ϕcth). This means
that, for such reservoirs, measured pressure can be simu-
lated with one transmissibility and one storativity value.
In well test analysis, a reservoir is said to be heterogeneous
when the reservoir cannot be described by single values of
mobility and storativity.

7.3.2.1. Homogeneous Behavior.
Drawdown Test and Analysis
During drawdown (well open to flow) in a homogene-

ously behaving reservoir, when reservoir response domi-
nates flow behavior the flowing bottomhole pressure
honors equation (7.37) and for an elapsed time of Δt
during drawdown:

pi−pwf = 162 6
qBμ
kh

logΔt + log
k

ϕμct r2w
−3 23+ 0 87S

(7.67)

From equation (7.67), a plot of pwf against Δt on semi-
log scale will yield a straight line for a reservoir behavior
dominated flow regime (Fig. 7.17) with a slope of mRF,
which relates to radial permeability (kr), as shown in equa-
tion (7.68).

mRF = 162 6
qBμ
krh

(7.68)

Radial permeability is hence calculated from mRF:

kr =
162 6qBμ
mRFh

(7.69)

Substituting 162 6
qBμ
krh

=mRF, from equation (7.68)

into equation (7.67) and solving at Δt = 1 h gives the
expression for skin (S):

S = 1 15
pi−p1hr
mRF

− log
k

ϕμct r2w
+ 3 23 (7.70)

where p1hr is the value of the bottomhole pressure read on
the straight line defined by the slope of mRF.

Exercise 7.5 Radial Permeability and Skin Effect Calcu-
lation from Drawdown Data
Using the drawdown pressure–rate data provided in

Table 7.3, determine the reservoir radial permeability
and wellbore skin effect, given that pi = 5000 psia. Note
pi is determined from buildup data.

Figure 7.16 Specialized straight-line plot for SPH.
Figure 7.17 Specialized straight-line plot for drawdown
radial flow.
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Solution Steps.
Step 1: determine elapsed time Δt i.e. (t − t0) for each
drawdown data point (Table 7.6).

Step 2: plot pwf against Δt on a semi-log scale with pwf
on the vertical Cartesian axis and Δt on the horizon-
tal log axis.

Step 3: inspect pwf against the Δt plot to determine the
start and end of radial flow (RF), which will be char-
acterized by a straight line.

Step 4: fit data characterizing RF with a straight line.
Step 5: determine the slope of RF straight-line (mRF)
then calculate kr using equation (7.69).

Step 6: determine p1hr (value of pwf on straight line atΔt
= 1 hr) then calculate S using equation (7.70).

Solution.
Plot pwf against Δt.
mRF in psi/log cycle can be calculated by determining

the pressure change over 1 log cycle of elapsed
time (Δt) as shown as shown Fig. 7.18. Also, p1hr is
determined by reading values of pwf corresponding to
1 hr on a straight line (not on the data) shown
Fig. 7.18.
Note parameters given: q = qoil = 150 stb/D; rw = 0.33

ft; ϕ = 0.2; h = 50 ft; Bo = 1.5 rb/stb; μoil = 0.5 cp; ct = 5
E-5 psi−1.
From equation (7.69):

kr =
162 6qBμ
mRFh

kr =
162 6× 150× 1 5× 0 5

24 68× 50

=14.8 mD
kr = 14.8 mD

From equation (7.70):

S = 1 15
pi−p1hr
mRF

− log
k

ϕμct r2w
+ 3 23

pi = 5000 psia, p1hr = 4478.83 psia, mRF = 24.68
psi/log cycle.
Hence:

S= 1 15

5000−4478 83
24 68

− log
14 8

0 2× 0 5× 5× 10−5 × 0 332
+ 3 23

= 19 45

S = 19.5

Buildup Test and Analysis
It is more desirable to analyze buildup data for reservoir

behavior than drawdown, as zero flow rate during

Table 7.6 pwf and Δt Determined from Drawdown Test Data.

Δt = t − t0 pwf Δt = t − t0 pwf Δt = t − t0 pwf Δt = t − t0 pwf

(hr) (psia) (hr) (psia) (hr) (psia) (hr) (psia)

0.0000 5,000.00 0.0391 4,976.28 1.5264 4,581.77 59.6362 4,435.03
0.0013 4,999.17 0.0518 4,968.84 2.0236 4,541.90 79.0604 4,431.96
0.0018 4,998.90 0.0687 4,959.18 2.6827 4,510.82 104.8113 4,428.91
0.0023 4,998.55 0.0910 4,946.72 3.5565 4,488.78 138.9496 4,425.88
0.0031 4,998.07 0.1207 4,930.79 4.7149 4,474.38 184.2070 4,422.85
0.0041 4,997.45 0.1600 4,910.65 6.2506 4,465.31 244.2053 4,419.84
0.0054 4,996.62 0.2121 4,885.55 8.2864 4,459.36 323.7458 4,416.83
0.0072 4,995.53 0.2812 4,854.85 10.9854 4,454.94 429.1934 4,413.83
0.0095 4,994.08 0.3728 4,818.20 14.5635 4,451.21 568.9866 4,410.83
0.0126 4,992.17 0.4942 4,775.78 19.3070 4,447.77 754.3120 4,407.84
0.0168 4,989.65 0.6551 4,728.54 25.5955 4,444.48 1,000.0000 4,404.84
0.0222 4,986.34 0.8685 4,678.43 33.9322 4,441.28
0.0295 4,981.98 1.1514 4,628.36 44.9843 4,438.14

Figure 7.18 Specialized straight-line plot for drawdown RF
showing mRF and p1hr.
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buildup eliminates pressure fluctuation, which is common
during drawdown.
For a well that has produced for tp which is then fol-

lowed by a buildup, pressure at the start of the buildup,
pws(Δt = 0), is equal to the pressure at the end of draw-
down, pwf(Δt = tp), i.e. pws Δt = 0 =pwf tp .
Using the superposition principle (which is discussed in

detail in Multiple-Rate and Variable-Rate Test).

pi−pws Δt = pi−pwf tp +Δt − pi−pwf Δt

Using semi-logarithmic expression:

pi−pws Δt =
qBμ
4πkh

ln
tp +Δt
Δt

In engineering oil filed (EOF) units:

pi−pws Δt =
162 6qBμ

kh
log

tp +Δt
Δt

(7.71)

Equation (7.71) is called the Horner buildup equation.
Skin Calculation from Horner’s Method
From the Horner buildup equation, equation (7.71):

pi−pws Δt =
162 6qBμ

kh
log

tp +Δt
Δt

Considering one hour of buildup:

pi−pws Δt = 1 =
162 6qBμ

kh
log tp + 1 (7.72)

Also, from the drawdown equation, equation (7.67):

pi−pwf Δt = 162 6
qBμ
kh

logΔt + log
k

ϕμct r2w
−3 23+ 0 87S

The pressure value at end of drawdown equals pressure
at the start of buildup:

pi−pwf Δt = tp = 162 6
qBμ
kh

logtp + log
k

ϕμct r2w
−3 23+ 0 87S

(7.73)

Solving for S using equations (7.72) and (7.73)

S= 1 15

pws Δt = 1 −pwf Δt = tp
mRF

+ log
tp + 1
tp

− log
k

ϕμct r2w
+ 3 23

where mRF

mRF = 162 6
qBμ
krh

Defining pws Δt = 1 =p1hr and pwf Δt = tp = pwf tp ,
the skin equation above becomes:

S= 1 15
p1hr−pwf tp

mRF
+ log

tp + 1
tp

− log
k

ϕμct r2w
+ 3 23

(7.74)

From equation (7.71), a plot of pws against
tp +Δt
Δt

on a

semi-log scale will yield a straight line for a reservoir
behavior dominated flow regime (Fig. 7.19) with a slope
of mRF, which relates to radial permeability (kr) as shown
in equation (7.75).

mRF = 162 6
qBμ
krh

(7.75)

Radial permeability is thus calculated from mRF as:

kr =
162 6qBμ
mRFh

(7.76)

Skin is calculated using equation (7.74).
Another important parameter from buildup data is p∗;

this cannot be determined from drawdown. When the res-
ervoir is shut-in for a very long time (Δt ∞) and
tp +Δt
Δt

= 1. The Horner RF line therefore extrapolates

to Horner time of 1 to determine p∗. When the reservoir
is nondepleting, p∗ is equal to initial reservoir pressure.
However, for a depleting reservoir p∗ is not equal to initial
reservoir pressure.

Exercise 7.6 Radial Permeability, Skin Effect, and p∗

Calculation from Buildup Data
Using the buildup pressure–rate data provided in

Table 7.3, determine p∗, initial reservoir pressure (pi), res-
ervoir radial permeability, and wellbore skin effect.

Solution Steps.
Step 1: determine elapsed time Δt i.e. (t − t0), then Hor-

ner time (
tp +Δt
Δt

for given test data points during

buildup (Table 7.7).

Figure 7.19 Specialized straight-line plot for buildup RF.
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Step 2: plot pws against
tp +Δt
Δt

on a semi-log scale with

pws on the vertical Cartesian axis and
tp +Δt
Δt

on the

horizontal log axis.

Step 3: inspect pws against the
tp +Δt
Δt

plot to determine

the start and end of RF, which will be characterized
by a straight line.

Step 4: fit data characterizing RF with a straight line

and extrapolate line to
tp +Δt
Δt

= 1, to get p∗.

Step 5: determine the slope of mRF then calculate kr
using equation (7.76).

Step 6: determine pws at Δt = 1 hr, which corresponds a
to Horner time of tp + 1.

Step 7: calculate S using equation (7.74).

Solution.

Plot pws against
tp +Δt
Δt

with tp = 1,000 hr.

mRF in the psi/log cycle can be calculated by determin-
ing pressure change over 1 log cycle of Horner time
tp +Δt
Δt

as shown Fig. 7.20. Also, p1hr is determined

by reading values of pws corresponding toΔt = 1 hr (which
is Horner time of tp + 1) on a straight line (not on the data)
as shown Fig. 7.20. p∗ is determined by extrapolating the
radial straight line to a Horner time of 1.
tp +Δt
Δt

is Horner time.

Table 7.7 pws and
tp +Δt
Δt

Determined from Buildup Test Data.

T Δt tp +Δt
Δt

pws t Δt tp +Δt
Δt

pws

(hr) (hr) (psia) (hr) (hr) (psia)

1,000.0010 0.0010 1,000,001.00 4,405.47 1,001.1514 1.1514 869.51 4,776.48
1,000.0013 0.0013 769,231.77 4,405.67 1,001.5264 1.5264 656.14 4,823.06
1,000.0018 0.0018 555,556.56 4,405.94 1,002.0236 2.0236 495.17 4,862.92
1,000.0023 0.0023 434,783.61 4,406.30 1,002.6827 2.6827 373.76 4,894.00
1,000.0031 0.0031 322,581.65 4,406.77 1,003.5565 3.5565 282.18 4,916.03
1,000.0041 0.0041 243,903.4,4 4,407.40 1,004.7149 4.7149 213.09 4,930.42
1,000.0054 0.0054 185,186.19 4,408.22 1,006.2506 6.2506 160.98 4,939.46
1,000.0072 0.0072 138,889.89 4,409.32 1,008.2864 8.2864 121.68 4,945.40
1,000.0095 0.0095 105,264.16 4,410.76 1,010.9854 10.9854 92.03 4,949.78
1,000.0126 0.0126 79,366.08 4,412.67 1,014.5635 14.5635 69.66 4,953.48
1,000.0168 0.0168 59,524.81 4,415.19 1,019.3070 19.3070 52.79 4,956.87
1,000.0222 0.0222 45,046.05 4,418.51 1,025.5955 25.5955 40.07 4,960.09
1,000.0295 0.0295 33,899.31 4,422.86 1,033.9322 33.9322 30.47 4,963.21
1,000.0391 0.0391 25,576.45 4,428.57 1,044.9843 44.9843 23.23 4,966.24
1,000.0518 0.0518 19,306.02 4,436.01 1,059.6362 59.6362 17.77 4,969.19
1,000.0687 0.0687 14,557.04 4,445.67 1,079.0604 79.0604 13.65 4,972.07
1,000.0910 0.0910 10,990.01 4,458.12 1,104.8113 104.8113 10.54 4,974.88
1,000.1207 0.1207 8,286.00 4,474.05 1,138.9496 138.9496 8.20 4,977.59
1,000.1600 0.1600 6,51.00 4,494.19 1,184.2070 184.2070 6.43 4,980.20
1,000.2121 0.2121 4,715.76 4,519.29 1,244.2053 244.2053 5.09 4,982.69
1,000.2812 0.2812 3,557.19 4,549.99 1,323.7458 323.7458 4.09 4.985.04
1,000.3728 0.3728 2,683.40 4,586.64 1,429.1934 429.1934 3.33 4,987.23
1,000.4942 0.4942 2,024.47 4,629.06 1,568.9866 568.9866 2.76 4,989.23
1,000.6551 0.6551 1527.48 4,676.30 1,754.3120 754.3120 2.33 4,991.05
1,000.8685 0.8685 1152.41 4,726.40 2,000.0000 1,000.0000 2.00 4,992.65

Figure 7.20 Specialized straight-line (Horner) plot for buildup
RF showing mRF, p∗, and p1hr.
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From Fig. 7.20, p∗ = 5000 psia,
Initial reservoir pressure pi = p∗ as pressure response is

infinite acting, i.e. radial flow persists until the end of
buildup and no boundary effect was observed.
pi = 5000 psia
From equation (7.76):

kr =
162 6qBμ
mRFh

kr =
162 6× 150× 1 5× 0 5

24 68× 50
= 14 8mD

kr = 14.8 mD
From equation (7.74):

S = 1 15
p1hr−pwf tp

mRF
+ log

tp + 1
tp

− log
k

ϕμct r2w
+ 3 23

pwf(tp) = 4404.84 from data (end of drawdown).

S= 1 15
4926 25−4404 84

24 68
+ log

1000+ 1
1000

− log
14 8

0 2× 0 5× 5× 10−5 × 0 332
+ 3 23 = 19 45

S = 19.5
Other published straight-line methods for buildup anal-

ysis after first drawdown include Miller Dyes and Hutch-
inson (MDH) and Agarwal (Agarwal Effective Time).
These methods have not been discussed as they do not
have any advantage over Horner methods and the super-
position principle discussed below.
Multiple Rate and Variable Rate Test
The methods discussed so far in this section for analysis

of drawdown and buildup tests, are for reservoirs with
wells producing at constant rate. Typical well production
is characterized by a combination of multiple flowing and
shut-in periods or varying production/test rates.
Pressure variations due to changing flow rates are equal

to the sum of the pressure drops due to each rate change
(superposition principle), as this accounts for the history
of the previous rate for any current flow period being ana-
lyzed or described.
Defining dimensionless pressure in a consistent unit as:

pD =
2πkh
qBμ

Δp (7.77)

The pressure drop due to flow rate q is hence:

pi−p t =
qBμ
2πkh

pD (7.78)

For two sequential rate changes, q1 and q2 (Fig. 7.21),
the pressure drop, which is based on superposition in time,
is hence given as:

pi−p t =
q1Bμ
2πkh

pD t +
q2−q1 Bμ
2πkh

pD t− t1 (7.79)

For buildup following first drawdown, q2 = 0 and t1 = tp
as shown in Fig. 7.22.
The pressure change during the buildup test is hence

given as:

pi−pws Δt =
q1Bμ
2πkh

pD tp +Δt −pD Δt (7.80)

In EOF units, equation (7.80) becomes:

pi−pws Δt =
141 2q1Bμ

kh
pD tp +Δt −pD Δt (7.81)

Equation (7.81) is Horner’s equation in dimensionless
pressure. Using Ei approximation in logarithmic terms
(Ei x ≈ − ln γx , where γ = 1.781, equation (7.81)
becomes:

pi−pws Δt =
162 6qBμ

kh
log

tp +Δt
Δt

(7.82)

Multiple Rate Testing
Consider the rate changes shown in Fig. 7.23 with q0 = 0

and t0 = 0
Pressure change can be expressed as in similar way to

equation (7.79):

pi−p t =
Bμ
2πkh

n

i= 1

qi−qi−1 pD t− ti−1

Figure 7.21 Two sequential rate changes.

Figure 7.22 Buildup following single drawdown.
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At the end of the wellbore storage, with Ei approxima-
tion in logarithm terms, the above equation becomes:

pi−pwf t =
Bμ
2πkh

n

i = 1

qi−qi−1 ln
η t− ti−1

r2w
+ 0 81+ 2S

where η =
k

ϕμct
is the hydraulic diffusivity of a porous

medium.
In EOF units:

pi−pwf t = 162 6
Bμ
kh

n

i= 1

qi−qi−1

log t− ti−1 + log
k

ϕμct r2w
−3 23+ 0 87S

(7.83)

From equation (7.83), the plot of pwf(t) against
n

i = 1

qi−qi−1 log t− ti−1 on a Cartesian scale will give a

slope of 162 6
Bμ
kh

(not 162 6
qBμ
kh

). The superposition equa-

tion, equation (7.83), can be described with respect to a
specific rate, such as nth flow period, hence equation
becomes:

pi−pwf t =
162 6qnBμ

kh

n

i= 1

qi−qi−1

qn

log t− ti−1 + log
k

ϕμct r2w
−3 23+ 0 87S

(7.84)

Equation (7.84) can also be defined with respect to the
rate difference between the current flow period and the
previous flow period: (qn-1 - qn). Hence, equation (7.83)
becomes:

pi−pwf t =
162 6 qn−1−qn Bμ

kh

n

i= 1

qi−qi−1

qn−1−qn

log t− ti−1 + log
k

ϕμct r2w
−3 23+ 0 87S

(7.85)

Therefore, the plot of pwf(t) against
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 on a Cartesian scale will give a slope

of
162 6 qn−1−qn Bμ

kh
.

n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 is called the superposition

function with respect to radial flow or, simply, the radial
flow superposition function, often denoted as fradial(t). In

this book,
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 will be termed

log radial flow superposition function and denoted as
flog_radial(t). Another similar radial flow superposition
function/transform termed the ln radial flow superposition
function is discussed in Chapter 8.4.3. The log radial flow
superposition function is defined as:

f log _ radial t =
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 , for cartesian plot

(7.86)

It may be desirable to plot the superposition plot to look
like the classical Horner plot (semi-log plot) shown in
Fig. 7.19 and Fig. 7.20. In such instances, a semi-log plot

of pwf (t) against 10

n

i= 1

qi−qi−1

qn−1−qn
log t−ti−1

will then be used to give

a slope of
162 6 qn−1−qn Bμ

kh
.

Where the semi-log presentation of superposition func-

tion has been used, 10

n

i= 1

qi−qi−1

qn−1−qn
log t− ti−1

is the
radial flow superposition function and will be denoted as
fantilog_radial (t).

fantiog _ radial t = 10

n

i= 1

qi−qi−1

qn−1−qn
log t−ti−1

, for semi− log plot (7.87)

If the latter definition of radial flow superposition func-
tion (equation (7.87)) is used, the plot must be made on
semi-log scale.

Figure 7.23 Multiple rate test sequence.
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In some literature or software applications, the time
component in the superposition function is defined with
respect to flow period duration (Δtj) and elapsed time
since the last change in flow rate (Δt). Hence, the radial
flow superposition function becomes:

f log _ radial t =
n−1

i = 1

qi−qi−1

qn−1−qn
log

n−1

j = i

Δtj +Δt

− logΔt, for cartesian plot

(7.88)

and

fantilog _ radial t = 10

n−1

i = 1

qi−qi−1

qn−1−qn
log

n−1

j = i

Δtj + Δt − logΔt

,

for semi− log plot (7.89)

The superposition function can be described with
respect to other flow regimes, if those regimes characterize
pressure response of interest.
Superposition function with respect to linear flow

regime is:

f linear t =
n

i = 1

qi−qi−1

qn−1−qn
t− ti−1

4 (7.90)

Superposition function with respect to bilinear flow
regime is:

fbilinear t =
n

i = 1

qi−qi−1

qn−1−qn
t− ti−1 (7.91)

Superposition function with respect to spherical flow
regime is:

fbilinear t =
n

i = 1

qi−qi−1

qn−1−qn

1
t− ti−1

(7.92)

From the radial flow superposition plot (Fig. 7.24), the
slopes mRF and p1hr can be determined. From the equa-
tion relating slope mRF to radial permeability, equation
(7.93), radial permeability can then be calculated using
equation (7.94) and skin calculated using equation (7.95).

mRF =
162 6 qn−1−qn Bμ

krh
(7.93)

kr =
162 6 qn−1−qn Bμ

mRFh
(7.94)

S= 1 15
p1hr−pwf tn−1

mRF
− log

k
ϕμct r2w

+ 3 23 (7.95)

During variable rate or multiple rate tests, the superpo-
sition principle should always be used.
Rate simplification methods, which involve replacing

multiple-rate with single-rate production data and using

equivalent production time as published in some litera-
ture, should be avoided.

Exercise 7.7 Radial Permeability, Skin, and p∗ Calcula-
tion using the Superposition Function
Using the superposition principle, determine k, S, and

p∗ for the fifth flow period for the data given in
Table 7.8 given rw = 0.25 ft; ϕ= 0.25; h = 100 ft; Bo = 2.1
rb/stb; μoil = 1.3 cp; ct = 4.7E-5 psi−1.
The pressure–rate history for Exercise 7.7 is shown in

Fig. 7.25.
From Fig. 7.25, DD represent drawdown and BU rep-

resent buildup; the numbers following DD and BU are the
flow period numbers, which are in sequence 1–5.

Solution Steps.
Step 1: create schedule parameter as shown in Table 7.9
and 7.10.

Step 2: determine elapsed time Δt for the fifth flow
period. See column 2 of Table 7.11.

Step 3: determine qi−qi−1 log t− ti−1 for each of the
flow period (i = 1 to 5). See columns 5–9 of
Table 7.11.

Step 4: determine
n

i = 1

qi−qi−1 log t− ti−1 . See column

10 of Table 7.11.

Step 5: determine f log _ radial t =
n

i = 1

qi−qi−1

qn−1−qn
log

t− ti−1 by dividing
n

i = 1

qi−qi−1 log t− ti−1 by

qn−1−qn . See column 11 of Table 7.11.
NB:

n

i = 1

qi−qi−1 log t− ti−1

qn−1−qn
=

n

i= 1

qi−qi−1

qn−1−qn
log t− ti−1

Figure 7.24 Superposition plot (also called the generalized
Horner plot).
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Table 7.8 Pressure–Rate History for Exercise 7.7.

t q p t q p t q p
(hr) (stb/D) (psia) (hr) (stb/D) (psia) (hr) (stb/D) (psia)

0.0010 150 4,097.47 100.2812 0 4,158.53 350.0687 100 4,033.48
0.0020 150 4,084.05 100.5690 0 4,175.39 350.13,90 100 4,027.88
0.0041 150 4,069.46 101.1514 0 4,192.20 350.2812 100 4,022.24
0.0083 150 4,054.00 102.3300 0 4,208.89 352.3300 100 4,005.24
0.0168 150 4,037.94 104.7149 0 4,225.31 354.7149 100 3,999.52
0.033,9 150 4,021.49 109.5410 0 4,241.20 359.5410 100 3,993.74
0.0429 150 4,015.96 119.3070 0 4,256.12 369.3070 100 3,987.85
0.0543 150 4,010.40 139.0694 0 4,269.41 389.0694 100 3,981.75
0.0687 150 4,004.82 179.0604 0 4,280.30 429.0604 100 3,975.32
0.13,90 150 3,988.01 200.0000 0 4,283.30 450.0000 100 3,973.07
0.2812 150 3,971.12 200.0010 50 4,215.79 450.0010 0 4,108.09
0.5690 150 3,954.19 200.0021 50 4,211.15 450.0021 0 4,117.36
1.1514 150 3,937.24 200.0043 50 4,206.10 450.0043 0 4,127.47
2.3300 150 3,920.27 200.0384 50 4,189.50 450.0089 0 4,138.18
4.7149 150 3,903.30 200.0797 50 4,183.74 450.0185 0 4,149.30
9.5410 150 3,886.32 200.1653 50 4,177.94 450.0384 0 4,160.68

19.3070 150 3,869.34 200.3429 50 4,172.13 450.0797 0 4,172.21
39.0694 150 3,852.36 201.4758 50 4,160.57 450.1653 0 4,183.81
79.0604 150 3,835.38 206.3510 50 4,149.41 450.3429 0 4,195.46

100.0000 150 3,829.72 213.1749 50 4,144.26 450.7114 0 4,207.12
100.0010 0 4,032.25 227.3306 50 4,139.69 451.4758 0 4,218.75
100.0020 0 4,045.66 256.6961 50 4,135.91 453.0615 0 4,230.31
100.0041 0 4,060.26 317.6134 50 4,132.83 456.3510 0 4,241.72
100.0083 0 4,075.72 350.0000 50 4,131.88 463.1749 0 4,252.82
100.0168 0 4,091.78 350.0010 100 4,064.37 477.3306 0 4,263.37
100.033,9 0 4,108.22 350.0020 100 4,059.90 506.6961 0 4,272.98
100.0687 0 4,124.88 350.0041 100 4,055.03 567.6134 0 4,281.24
100.13,90 0 4,141.67 350.0339 100 4,039.04 600.0000 0 4,283.63

Figure 7.25 Pressure–rate history for Exercise 7.7

Table 7.9 Schedule Parameters for the Fifth Flow Period.

n (flow period of interest) 5
qn (flow rate of period of interest) 0
qn-1 (flow rate of previous flow period) 100
qn-1- qn 100

Table 7.10 Rate Changes with Elapsed Time for Flow
Periods 1–5.

i (Flow period)
ti (Elapsed
time for i)

qi
(rate for i) qi − qi−1

0 0 0
1 100 150 150
2 200 0 −150
3 350 50 50
4 450 100 50
5 600 0 −100



Table 7.11 Radial Flow Superposition Function Calculation Solution to Exercise 7.2.

Col1 Col2 Col3 Col4 Col5 Col6 Col7 Col8 Col9 Col10 Col11

t Δt5 q p
qi−qi−1 log t− ti−1 n

i = 1

qi−qi−1 log t− ti−1 fradial t =
n

i = 1

qi−qi−1
qn−1−qn

log t− ti−1
(hr) (hr) (Stb/D) (psia) i = 1 i =2 i = 3 i = 4 i = 5

450.0000 0.0000 100 3,973.07 397.98 −381.61 119.90 100.00 236.27 2.36
450.0010 0.0010 0 4,108.09 397.98 −381.61 119.90 100.00 300.00 536.27 5.36
450.0021 0.0021 0 4,117.36 397.98 −381.61 119.90 100.00 268.32 504.59 5.05
450.0043 0.0043 0 4,127.47 397.98 −381.61 119.90 100.00 236.62 472.89 4.73
450.0089 0.0089 0 4,138.18 397.98 −381.61 119.90 100.00 204.93 441.20 4.41
450.0185 0.0185 0 4,149.30 397.98 −381.61 119.90 100.00 173.24 409.51 4.10
450.0384 0.0384 0 4,160.68 397.99 −381.62 119.90 100.01 141.55 377.83 3.78
450.0797 0.0797 0 4,172.21 397.99 −381.63 119.90 100.02 109.86 346.15 3.46
450.1653 0.1653 0 4,183.81 398.01 −381.64 119.91 100.04 78.17 314.48 3.14
450.3429 0.3429 0 4,195.46 398.03 −381.67 119.93 100.07 46.48 282.84 2.83
450.7114 0.7114 0 4,207.12 398.08 −381.74 119.96 100.15 14.79 251.24 2.51
451.0000 1.0000 0 398.13 −381.80 119.98 100.22 0.00 236.53 2.37
451.4758 1.4758 0 4,218.75 398.20 −381.88 120.02 100.32 −16.90 219.75 2.20
453.0615 3.0615 0 4,230.31 398.42 −382.18 120.16 100.65 −48.59 188.47 1.88
456.3510 6.3510 0 4,241.72 398.89 −382.78 120.44 101.34 −80.28 157.61 1.58
463.1749 13.1749 0 4,252.82 399.86 −384.02 121.01 102.69 −111.97 127.57 1.28
477.3306 27.3306 0 4,263.37 401.82 −386.51 122.15 105.25 −143.66 99.05 0.99
506.6961 56.6961 0 4,272.98 405.71 −391.39 124.34 109.75 −175.36 73.05 0.73
567.6134 117.6134 0 4,281.24 413.11 −400.48 128.27 116.88 −207.05 50.73 0.51
600.0000 150.0000 0 4,283.63 416.72 −404.85 130.10 119.90 −217.61 44.27 0.44

Row with Δt = 1 was inserted to calculate fradial at 1 hr (fradial (Δt = 1)) which is 2.37



Step 6: plot p against
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 on a

Cartesian scale.

Step 7: inspect the p against
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1

plot to determine the start and end of radial flow
(RF); this will be characterized by a straight line.

Step 8: fit data characterizing RF with a straight line

and extrapolate line to
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 =

0 to get p∗.
Step 9: determine the slope mRF then calculate kr using
equation (7.94).

Step 10: determine p1hr. UsingΔt = 1 hr determine fradial
(Δt = 1 hr) then read the pressure on the straight line
described by the slope of mRF to get p1hr.

Step 11: determine pwf tn−1 , which is pwf(t4), and cal-
culate S using equation (7.95).

Solution.
See schedule parameters (Table 7.9 and Table 7.10)

used for fradial flow calculations.
See Table 7.11 for calculation of fradial.
The superposition plot from Table 7.11 is shown in

Fig. 7.26.
From equation (7.94):

kr =
162 6 qn−1−qn Bμ

mRFh

kr =
162 6× 100× 2 1× 1 3

36 98× 100

kr = 12 mD

From equation (7.95):

S = 1 15
p1hr−pwf tn−1

mRF
− log

k
ϕμct r2w

+ 3 23

pwf(tn-1) = 3973.07 psia (from Fig. 7.25).
p1hr = 4212.53 psia (from Fig. 7.26).
p1hr is the value of p corresponding to fradial (Δt = 1).

fradial (Δt = 1) = 2.37 as shown in Table 7.11.

S= 1 15
4212 53−3973 07

36 98

− log
12

0 25× 1 3× 4 7× 10−5 × 0 252
+ 3 23 = 3 0

S = 3.0
p∗ = 4,300 psia (from Fig. 7.26).

Reservoir behavior during well testing is discussed fur-
ther in Chapter 8.5.1.11.

7.3.2.2. Double Porosity Behavior. A double porosity
reservoir system describes a reservoir with a fissure and
matrix system. Fig. 7.27 shows examples of simplification
of fissure–matrix systems. Examples of a reservoir with
double porosity include limestone and dolomite with fis-
sures, vugs, and matrix.
TheWarren andRootmodel [Warren and Root, 1963] is

one of the most common geometric descriptions of the
double porosity system. The model description is based

Figure 7.26 Superposition plot for Exercise 7.7.
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on the assumption that matrix blocks are homogeneous
and can be described as rectangular parallelepiped shape
with faces corresponding to the orthogonal fissure plane.
The Warren and Root model assumes the reservoir vol-
ume tested is significantly greater than matrix blocks,
fluid production from the reservoir into the well is prima-
rily from fissures, and fissure storage capacity is small
compared to reservoir storage capacity.
Warren and Root matrix block geometries depend on

the number of matrix faces available for matrix-fissure
fluid exchange where n = 1 is for slab matrix blocks, n
= 2 for match blocks, and n = 3 for cubic matrix blocks.
Geometry
The effect of geometry on fluid flow between matrix

and fissure is characterized by a geometric coefficient
expressed as:

α=
n n+2

r2m
(7.96)

Where n is the number of matrix planes available
for fluid exchange with fissures and rm is the matrix block
size and expressed as:

rm = n
Vmatrix

Amatrix
(7.97)

Vmatrix and Amatrix are the volume and area of the
matrix, respectively.
Matrix concentration (Vm) is the volumetric fraction of

the matrix in the bulk volume (V):

Vm =
Vmatrix

V
(7.98)

Fissure concentration (Vf) is the volumetric fraction of
the fissures in the bulk volume (V):

Vf =
Vfissure

V
(7.99)

V is total volume of block.
Vmatrix is matrix volume in a block.
Vfissure is fissure volume in a block.

Vm +Vf = 1 (7.100)

Since Vf < 0.01%, Vm≈ 1
Matrix porosity (ϕm) is defined as:

ϕm =
Matrix pore volume

Matrix volume
(7.101)

Fissure porosity (ϕf) is defined as:

ϕf =
Fissure pore volume

Fissure volume
(7.102)

Hence, the total porosity of the matrix-fissure system
can be expressed as:

ϕ=ϕfVf +ϕmVm (7.103)

Storativity Ratio
This describes the fractional contribution of the fissure

to the total storativity of the system and is expressed as:

ω=
ϕVct f

ϕVct f + ϕVct m
=

ϕVct f

ϕVct f +m
(7.104)

where (ϕVct) is storativity with subscript “f” representing
the fissure, “m” represents the matrix and “f + m” repre-
sents matrix–fissure systems.
Typical values for ω are 0.01 < ω< 0.1 for a single phase

and 0.1 < ω< 0.2 for multiphase.
Interporosity Flow Coefficient

This describes the matrix–fissure exchange capacity and
is dependent on the geometry of the matrix block
(Fig. 7.27), matrix and fissure permeability. Interporosity
flow coefficient (λ) is expressed as:

λ= αr2w
km
kf

(7.105)

where rw is wellbore radius, km is matrix permeability, kf is
fissure permeability, and α is the geometric coefficient
defined in equation (7.96).
Typical values of λ lie between 10−3 and 10−7.
A double porosity system is characterized with two

radial flows (RF) with equal slopes. The first RF corre-
sponds to the mobility/permeability of the fissure and

Figure 7.27 Geometrical representation of a fissured reservoir
by Warren and Roots.
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the second corresponds to the mobility/permeability of
the matrix plus fissure. The vertical distance between
the two slopes (Fig. 7.28) relates to the storativity ratio
(ω), equation (7.108), while the time when fissure domi-
nated flow ends or time fissure plus matrix dominated
flow begins relates to the interporosity flow coefficient
(λ), equation (7.109).
From the RF slope, slope =mRF =mf+m =mf

mRF = 162 6
qBμ
kfh

(7.106)

Fissure permeability is determined using:

kf = kf +m =
162 6qBμ
mRFh

(7.107)

ω and λ are determined for buildup analysis using equa-
tion (7.108) and equation (7.109), respectively [Bourdet
and Gringarten, 1980]:

ω=10− ∂p
mRF (7.108)

λ=
ϕVct f μr

2
w tp +Δtf

0 000264γkf tp Δtf

=
ϕVct f +m μr2w tp +Δtf +m

0 000264γkf tp Δtf +m
, inEOFunits

(7.109)

For drawdown analysis, ω is determined using equation
(7.108) and λ determined using equation (7.110) [Bourdet
and Gringarten, 1980]:

λ=
ϕVct f μr

2
w

0 000264γkf Δtf

=
ϕVct f +m μr2w

0 000264γkf Δtf +m
, inEOFunits (7.110)

γ = 1.78 (the exponential of Euler constant).
Double porosity reservoir behavior during well testing

is discussed further in Chapter 8.5.1.11.

7.3.3. Boundary Effects

Dimensionless variables make manipulation of pressure
transient equations easier, and variables in these equations
become independent of the magnitude of physical para-
meters such as fluid and rock properties; flow rates, etc.
For the purpose of boundary characterization during reser-
voir flow, the followingdimensionlessvariableswill beused:
Dimensionless pressure

pD =
kh

141 2qBμ
Δp (7.111)

Dimensionless time

tD =
0 000264k
ϕμct r2w

Δt (7.112)

Dimensionless wellbore storage

CD =
0 8936

ϕct hr2w
C (7.113)

Figure 7.28 Horner plot for a double porosity reservoir.
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Dimensionless radial distance

rD =
r
rw

(7.114)

Variables are in EOF units defined in section 7.2.1.1.

7.3.3.1. Single Sealing Fault. One of the most conven-
ient ways of adding the effect of boundaries to pressure
transient models is using the concept of image well.
Fig. 7.29 shows the schematic of a single well in a reservoir
with a single sealing fault. The image well distance on the
opposite side of the fault is equal to the actual well dis-
tance from the fault. The image well has the same flow
rate as the actual well. The principle behind the use of
image wells for adding boundaries to the well test model
is further discussed in Chapter 8.5.1.12.
The pressure drop measured at the well is a superim-

posed effect of actual pressure drop at the well and the
pressure drop by the image well. This is expressed as:

pD =p tD,rD = 1,S + p tD,2rD,0

and further as:

pD =
1
2

lntD + 0 81+ 2S−Ei −
2rD

2

4tD
(7.115)

When the compressible zone has not reached the fault,
the Ei component in equation (7.115) is zero and behavior
becomes that of infinite acting reservoir. Hence, equation
(7.115) becomes:

pD =
1
2
lntD + 0 81+ 2S (7.116)

When the compressible zone reaches the fault, the con-
tribution of the Ei component in equation (7.115) becomes
significant. Using logarithmic approximation of the Ei

function (Ei x ≈ − ln γx ), the Ei term in equation
(7.115) can be expressed as:

−Ei −
2rD

2

4tD
= ln

tD
2rD

2 + 0 81

Hence, equation (7.115) becomes:

pD = lntD + 0 81+S− ln 2rD (7.117)

A comparison of equation (7.117) with equation (7.116)
shows a doubling of the slope by the second RF relative to
the first RF. This is illustrated by Fig. 7.30.
Base on the time the compressible zone reaches the

fault, the distance of well to the fault can be calculated
using equation (7.118) or equation (7.119):

dfault = 0 012
kti
ϕμct

(7.118)

or

dfault = 0 032
ktr
ϕμct

(7.119)

where ti and tr are defined in Fig. 7.30.

7.3.3.2. Constant Boundary Pressure. When pressure
change diffuses due to rate change and the compressional
zone reaches a gas cap or aquifer laterally, such bound-
aries are characterized as constant pressure boundaries
(Fig. 7.31).

Figure 7.29 Schematic of well in a reservoir with a single
sealing fault represented as an image well.

Figure 7.30 Horner plot for a single sealing fault.

Figure 7.31 Schematic of well in a reservoir with a constant
pressure boundary represented as an image well.
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Sealing fault and constant pressure linear boundaries
describe two limiting cases of the linear composite system
with zero and infinite mobility in the outer reservoir
region, respectively.
Image well configuration for a constant pressure

boundary is similar to single sealing fault except that
the image well is an injection well with the same magni-
tude of flow rate as the actual well. The principle behind
the use of image wells for adding boundaries to the well
test model is further discussed in Chapter 8.5.1.12.
Pressure drop measured at the well is a superimposed

effect of actual pressure drop at the well and the pressure
drop by image well. This can be expressed as:

pD = p tD,rD = 1,S −p tD,2rD,0

and further as:

pD =
1
2

lntD + 0 81+ 2S+Ei −
2rD

2

4tD
(7.120)

When the compressible zone reaches a constant pres-
sure boundary, using a logarithmic approximation for
the Ei term (Ei x ≈ − ln γx ), equation (7.120) becomes:

pD = S +2 ln 2rD

Expressing the above in real variables:

pi−pwf = 141 2
qBμ
kh

ln
d
rw

+ S (7.121)

Equation (7.121) shows that the pressure drop in a con-
stant pressure boundary system can be described by
Darcy’s law for radial flow, with flow behavior character-

ized mainly by
qBμ
kh

and skin effect. A Semi-log drawdown

plot for a constant pressure boundary is shown in
Fig. 7.32.
Equations (7.118) and (7.119) can be used for calculat-

ing distance to a constant pressure boundary where tr and
ti are defined in Fig. 7.32.

7.3.3.3. Wedge Fault. A sealing wedge fault with an
angle of θ can be shown to yield a pressure response shown
in Fig. 7.33, where the final straight line is characterized

by a slope
2πmRF

θ
.

Figure 7.32 Semi-log drawdown plot for a constant pressure boundary.

Figure 7.33 Schematic of wedge fault and corresponding Horner plot.
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7.3.3.4. Closed Reservoir.When the compressible zone
due to rate change reaches all the boundaries enclosing the
reservoir (Fig. 7.34), the shape of the pressure profile with
time becomes constant, and it simply drops as the reser-
voir is being depleted (Fig. 7.35).
During drawdown periods, when all boundaries have

been reached by the compressible zone, after the infinite
acting behavior, the reservoir starts to deplete. The
response follows the pseudo-steady-state flow behavior,
and the well flowing pressure becomes proportional to
time (Fig. 7.36). During buildups, after shut-in, the

pressure starts to buildup, behaving initially as an infinite
acting reservoir, but later stabilizes tending towards the
average reservoir pressure (Fig. 7.36).
The specialized straight-line equation for the pseudo-

steady-state flow regime during drawdown can be
expressed as:

pi−pwf = 0 234
qB

ϕcthA
Δt + 162 6

qBμ
kh

log
A

r2wCA
+ 0 351+ 0 87S

(7.122)

where A is the area in ft2 and CA is a shape factor dis-
cussed further in Chapter 9.2.1.
Equation (7.122) shows a linear relationship between

pwf and Δt with a slope of m∗ during pseudo-steady-state
flow as shown in Fig. 7.36.

m∗ =0 234
qB

ϕcthA
(7.123)

Reservoir pore volume (PV) can be determined from the
slope of pseudo-steady state pressure graph using the
expression:

PV=ϕhA=0 234
qB
ctm∗ (7.124)

7.3.3.5. Channel Boundaries. Other common bound-
ary configurations include channel boundaries
(Fig. 7.37) and the bounded channel (open rectangle)
boundary (Fig. 7.38). Characterization of reservoir
boundaries is further discussed in Chapter 8.4.5.

Figure 7.34 Schematics of a closed reservoir boundary system.

Figure 7.35 Pressure profile showing the constant shape of
pressure profile in the reservoir.

Figure 7.36 Pressure history for a closed reservoir system.

Figure 7.37 Channel boundaries.
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8

Well Test Analysis

“Well test” is commonly used to describe a production
well test or transient well test. A production well test
involves diverting a producing well to a test separator
and measuring the steady-state rate with the correspond-
ing wellhead and bottomhole pressures. These kinds of
tests are used for well/reservoir monitoring and well rate
allocation. The transient well test involves carrying out a
sequence of designed well flows (drawdowns) and shut-ins
(buildups), and measuring bottomhole pressure and rate.
This kind of test is used for wellbore, reservoir, and
boundary characterization. Fig. 8.1 shows the schematic
of a well test set-up.
Pressure–rate history acquired during well testing

(transient well testing) (Fig. 8.2), together with fluid
properties, well and petrophysical properties, is used for
well test analysis to determine wellbore, reservoir, and
boundary properties.
When the well is flowing (drawdown), the drawdown

pressure signal (ΔpDD) is defined as:

ΔpDD =pwf Δt = 0 −pwf Δt (8.1)

where pwf(Δt = 0) corresponds to the flowing bottomhole
pressure at start of the drawdown test and pwf (Δt) corre-
sponds to flowing bottomhole pressure at a given time
during the drawdown flow period.
When the well is shut-in (buildup), the buildup pressure

signal (ΔpBU) is defined as:

ΔpBU =pws Δt −pws Δt = 0 (8.2)

where pws(Δt = 0) corresponds to the shut-in bottomhole
pressure at start of the buildup test (well shut-in) and pws(Δt)
corresponds to shut-in bottomhole pressure at a given time
during thebuildupflowperiod.Fig.8.2 shows thedrawdown
and buildup pressure signals, ΔpDD and ΔpBU, with corre-
sponding drawdown and buildup elapsed time, respectively.

Using well test analysis for well and reservoir character-
ization involves defining a simple model that honors all
relevant static and dynamic data acquired. This simple
model is called the Interpretation Model, which is
discussed in detail in Section 8.5.
Well test analysis is also important in well performance

prediction. The inflow performance relationship (IPR)
model, which is used for predicting well production rate
for a given flowing pressure (pwf), is derived from the well
test analysis models.

8.1. TYPES OF WELL TEST

Awell test generally involves creating a diffusing pressure
disturbance by rate change and measuring this pressure dis-
turbance tocharacterizewellbore, reservoir,andboundaries.
The process of achieving a diffusing pressure disturbance by
rate change can be created in various ways; these define the
type of well test. The different type of well test include:
• Drawdown (DD) Test

This is generally used to describe pressure and rate
measurement where the well is flowing. When the well
is producing at a constant rate, bottomhole pressure
decreases and flowing bottomhole pressure (pwf) is used
for analysis. In practice, it is often difficult to achieve
constant rate, hence difficult to analyze drawdown data.
• Buildup (BU) Test

Buildup describes the well test conditions when a well is
shut-in after a drawdown test. During buildup, after a
drawdown, bottomhole pressure increases. The shut-in
bottomhole pressure is used for analysis during a buildup
test. During buildup, since the rate is zero, there is no
pressure fluctuation and the quality of data is often better
than drawdown and preferred for analysis.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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• Injection Test
This describes a test involving measuring the fluid

injection rate through the well into the reservoir at a con-
trolled rate and the corresponding pressure increase due to
injection. This kind of test is very important in assessing
the well and reservoir capacity to inject fluid.
• Fall-off Test

This describes well shut-in following fluid injection into
the reservoir. During a fall-off test, bottomhole pressure
decreases. A fall-off test follows an injection test.
• Interference Test

This type of well test involves producing or injecting
fluid from a well, called the active well, and monitoring
the pressure response from a different well, called the
observation well, which is at a known distance away from
the producing or injecting well. An interference test is
carried out to evaluate communication between wells
and investigate compartmentalization between different
reservoir sections.
• Slug Test

A slug test is a test involving increasing bottomhole
pressure due to rising liquid level in the well. Slug tests
are created due to the inability of the well to produce to
the surface, leading to buildup of slug of liquid in the

wellbore. During a slug test, the liquid level instead of
rate, and corresponding bottomhole pressure (back pres-
sure) due to the slug are measured. A slug test is generally
followed by a buildup, which is intentionally initiated by
shutting the well or the well shutting (killing) itself when
the hydrostatic pressure equals the bottomhole flowing
pressure.
• Impulse Test

This test is generally used to describe a well test invol-
ving drawdown or injection tests over very short periods,
often lasting for a fewminutes, and followed by a buildup.
• Formation Testing

This type of well test involves displacing a small volume
of reservoir fluid often through probes (small aperture)
placed on the wellbore from the reservoir. When fluid
displacement (drawdown or pretest) stops, buildup is
initiated. Reservoir fluid is often displaced using pretest
chambers, which are often 20–100 cc in volume. Forma-
tion testing is discussed in detail in Chapters 6 and
8 (8.10).

8.2. PHILOSOPHY OF WELL TEST ANALYSIS

Since the dynamic reaction of well bottomhole pressure
to rate changes depends on the reservoir and well proper-
ties, analysis of the dynamic pressure behavior in response
to an appropriately designed sequence of well rate
changes can provide properties that characterize wells
and reservoirs during testing.

8.2.1. Well Test Objectives

Well tests play a crucial role in reservoir evaluation,
description, and management. Well tests, especially at
the appraisal stage of field development, provide key
parameters that can be used to evaluate well and reservoir
potential by providing basic reservoir and fluid para-
meters, including flow capacity, initial reservoir pressure,
and fluid samples for PVT analysis.
Well test interpretation techniques can be used for

deducing the key reservoir description, which includes:
anisotropy, heterogeneity, drainage geometry and bound-
ary conditions. The need to continuously monitor wells
and reservoirs is important in reservoir and field manage-
ment. Analysis of permanent bottomhole gauge pressure
can be used to determine/validate hydrocarbon reserves,
reservoir drive mechanism, reservoir boundaries/com-
partmentalization, geological structure, and other infor-
mation for reservoir management and modeling.
Information that can be obtained from well testing is

summarized in Table 8.1.

Figure 8.1 Well test setup.

Figure 8.2 Pressure signal for drawdown and buildup test.
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8.2.2. Well Testing at Different Stages of Field Life

During the exploration phase of a field’s life, the drill
stem test remains the most common well test method for
proving exploration hypothesis. This kind of testing
involves reservoir fluid flowing through the drill stem
used for drilling. Also, during appraisal phase of field
life, well testing provides an important approach for
evaluating the key reservoir properties that define the
reservoir and well productivity. Finally, during the
development stage of a field’s life, continuous bottom-
hole measurement with permanent downhole tools such
as pressure gauges provides a useful way for monitoring
well and reservoir performance over well and field life.
The role of well testing at different stages of field life is
summarized in Table 8.2.

8.3. WELL TEST INTERPRETATION
METHODOLOGY

Well test analysis is an inverse problem that involves
determining a well test interpretation model using the
pressure and rate signal (Fig. 8.3). This is quite different

from a direct problem, such as reservoir simulation, where
pressure response is predicted using a defined reservoir
model and rate input (Fig. 8.4). A well test as an inverse
problem may be characterized as nonunique, as more
than one interpretation model may yield the same
pressure and rate response, unlike forward reservoir sim-
ulation where there is only one possible pressure response
for a given rate input.
Due to the nonuniqueness of well test interpretation, it

is important to ensure that the interpretation model
deduced from well test interpretation does not only pre-
dict pressure response for the same rate input but is also
consistent with all other data acquired and, most impor-
tantly, makes sense.
Steps for well test interpretation are summarized in the

flow chart shown in Fig. 8.5.

Table 8.1 Reservoir and Well Characterization Information
from Well Test.

Well
description Reservoir description Boundaries

Well
condition
(skin).

Permeability (horizontal
and vertical).

Boundary types
(no-flow, constant
pressure, leaky,
etc.).

Productivity
index

(production
potential).

Reservoir heterogeneities
(fissures, layering,
characteristic change).

Boundary
dimensions.

Well
geometry.

Pressures (initial and
average).

Table 8.2 Role of Well Testing at Different Stages of Field Life.

Exploration Appraisal Development

Confirmation of
exploration
hypothesis.

Assessing well
productivity.

Monitoring of well
conditions during
life span of
reservoir.

Forecasting initial
production profile.

Defining
reservoir
heterogeneities.

Monitoring
reservoir
performance and
pressure.

Determining nature
and rate of
produced fluid.

Defining reservoir
boundaries.

Determining initial
reservoir pressure.

Determine
reservoir drive
mechanism.

Evaluating well and
reservoir properties.

Collecting pristine
reservoir fluid
sample.

Figure 8.3 Well test analysis as an inverse problem.
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8.4. WELL TEST ANALYSIS APPROACH

The approach recommended for well test analysis is an
integrated approach that includes specialized straight-
line equations (Chapter 7) combined with well test deriv-
ative analysis (Section 8.4.2) for diagnosis and initial
parameter calculation then an analytical well test model
(Section 8.5.1) for forward simulation and regression to
improve calculated well test parameters.
Well test specialized straight-line equations, diagnostic

derivatives, and analytical interpretation models are all
derived from the diffusivity equation (equation (7.11)),

which describes the variation in pressure change with time
and position in the reservoir. Another well test analysis
method, which is also derived from the diffusivity
equation, is the pressure-type curve analysis, which is
not common any more.

8.4.1. Pressure-type Curve Analysis

This involves matching data and an applicable interpre-
tation model on a log-log graph to obtain the desired well
and reservoir parameters. pressure-types curves are
defined in terms of dimensionless. Dimensionless pressure
and dimensionless time are directly proportional to pres-
sure change and elapsed time, respectively. Hence, actual
pressure drop on a log-log graph varies from the model
match by displacement along both the pressure and time
axes. Using this displacement, reservoir and well para-
meters can then be calculated.

8.4.1.1. Gringarten-type Curve. The Gringarten-type
curve (Fig. 8.6) is for well test analysis in a reservoir with
wellbore storage and skin effect. Dimensionless variables
in engineering oil field (EOF) units are defined as:
Dimensionless pressure

pD =
kh

141 2qBμ
Δp (8.3)

Dimensionless time

tD
CD

=0 000295
kh
μ
Δt
C

(8.4)

Wellbore storage

CDe2S =
0 8936

ϕcthr2w
Ce2S (8.5)

Figure 8.4 Reservoir simulation as a direct problem (Convolution).

Figure 8.5 Summary of the well test interpretation process.
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The Gringarten-type curve solution in the Laplace
domain is expressed as:

pwD CD,s,S =
1

s s + 1

ln
2

s
CD

e−2s

(8.6)

Defining the independent variable as
tD
CD

=0 000295

kh
μ
Δt
C

rather than tD=
0 000264k
ϕμctr2w

Δt is important, as shown

in Fig. 8.7 and Fig. 8.8. For tD =
0 000264k
ϕμctr2w

Δt, multiple

curves exist for the same CD. However, when the

independent variable is defined as
tD
CD

=0 000295
kh
μ
Δt
C
,

CD = 103, 104, and 105 all overlay as a single type curve
and reduces to Fig. 8.8.
Gringarten-type Curves – Interpretation Process
1. Field data (Δp againstΔt) are plotted on log-log scale

on a tracing (see dotted chart in Fig. 8.9).
2. Data are then matched on the curves using steps i

to iv:
(i) pick any convenient point (match point)

(Fig. 8.10);
(ii) read Δp and pD corresponding to the match

point and calculate
pD
Δp

(Fig. 8.10);

(iii) read Δt and
tD
CD

corresponding to the match

point and calculate
tD
CD

/Δt (Fig. 8.10);

(iv) read the matching value of CDe
−2s

.;
3. calculate well test parameters in the sequence :

(i) k =
141 2qBμ

h
pD
Δp match

(ii) C= 0 000295
kh
μ

Δt
tD

CD match

(iii) S =
1
2
ln

0 8936C

ϕcthr2w CDe−2S
match

For a fractureded well, skin can be related to fractured
half-length (xf) using the equivalent wellbore radius,
equation (7.55):

rwe = rwe−S =
xf
2

Hence, fracture half-length can be calculated using:

xf = 2rwe−S (8.7)

Figure 8.6 Gringarten-type curves [Adapted from Gringarten,
Bourdet, Landel, & Kniazeff, 1979].

Figure 8.7 Wellbore storage and skin type curve with tD as an
independent variable.

Figure 8.8 Wellbore storage and skin type curve with tD/CD as
an independent variable.
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8.4.1.2. Bourdet-type Curves. Bourdet et al. [1983]
presented a set of curves that included the pressure deriv-
ative plot together with pressure change (Fig. 8.11). The
advantage of the derivative is that it accentuates the
various flow regimes, thus enhancing the diagnostic
capability for the interpreter.
Considering the semi-log straight-line equation for

radial flow behavior:

pD =
1
2
lntD + 0 4045+S (8.8)

Taking the derivative with respect to ln(tD):

dpD
dln tD

= 0 5=
tDdpD
d tD

(8.9)

This means that radial flow stabilization that corre-
sponds to homogeneous reservoir behavior will corre-
spond to a value of 0.5 for the derivative of pressure
change in dimensionless variable terms.
Hence, tomatch field data to the type of curve, the deriva-

tives of the data are placed to match the derivative of a type
curve at 0.5 andmovement of field datawill only be horizon-
tally to match type curve (Fig. 8.12 and Fig. 8.13). This
makes matching easier than the Gringarten-type curve.
Well test parameters are then calculated using the same

approach described in a Gringarten-type curve using
equations (8.3)–(8.5).
Bourdet et al. [1983] published the double porosity type

curves (Fig. 8.14). The dashed line defines
λCD

ω 1−ω
and is

used to determine ω and λ.

Figure 8.9 Unmatched field data with Gringarten-type curve.

Figure 8.10 Matched field data with a Gringarten-type curve.

Figure 8.11 Bourdet derivative type curves [Adapted from
Bourdet, Whittle, Douglas, & Pirard, 1983].
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8.4.2. Pressure Derivatives

Pressure derivatives have been the most important diag-
nostic plot in well test analysis. As shown in Fig. 8.15a, the
first drawdown semi-log specialized plot (Fig. 7.17 and
Fig. 8.15a) shows that radial flow in a homogeneous
reservoir is characterized by a straight-line with a slope
of mRF. Therefore, the derivative of pressure change
(Δp) for first drawdown with respect to ln(Δt) will give
a horizontal line with a slope of zero when radial flow
is manifest during first drawdown (Fig. 8.15b).
Similarly, buildup following first drawdown is charac-

terized by straight-line with a slope of mRF during radial
flow in an homogeneous reservoir on a Horner plot

(Fig.7.19 and Fig. 8.16a). Hence derivative of pressure

change (Δp) with respect to ln
tp +Δt
Δt

will give a hori-

zontal line with a slope of zero when radial flow is man-
ifest during buildup following first drawdown
(Fig. 8.16b).
For a varying flow rate (multirate) test, radial flow is

characterized by a straight-line with slope mRF

(Fig. 7.24 and Fig. 8.17a) on the superposition plot.
Hence, the derivative of Δp with respect to the superposi-
tion function (fradial) will give a horizontal line with a slope
of zero when radial flow is manifest during a multirate test
(Fig. 8.17b).

Figure 8.12 Unmatched field data with a Bourdet-type curve [Adapted from Bourdet, Whittle, Douglas, &
Pirard, 1983].

Figure 8.13 Matched field data with a Bourdet-type curve
[Adapted from Bourdet, Whittle, Douglas, & Pirard, 1983].

Figure 8.14 Bourdet double porosity type curve [Adapted from
Bourdet, Whittle, Douglas, & Pirard, 1983].
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As shown in Fig. 8.15–Fig. 8.17, the well test log-log
derivative is plotted against elapsed time (Δt).

8.4.3. Well Test Derivative Diagnostic Plot

The derivative used in well test analysis is different from
the conventional derivative used in classical mathematics/
sciences. The well test derivative is defined by a window
length (L) that introduces smoothing to suppress the effect

of noise associated with pressure measurements [Bourdet
et al., 1989].
The derivative at the point of interest, j, for a given

smoothing value, L, is expressed in equation (8.10), where
the parameters used in the equation are defined in
Fig. 8.18. Y corresponds to Δp and X corresponds to
any one of the time transforms, the independent variable
for derivative as shown in Fig. 8.15–Fig. 8.17. These time

transforms include ln(Δt), ln
tp +Δt
Δt

, and fradial. For a

Figure 8.15 Specialized straight-line and derivative plot for drawdown.

Figure 8.16 Specialized straight-line and derivative plot for buildup.

Figure 8.17 Superposition plot and derivative with respect to fradial.
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derivative with a window length of 2L with j − 1 and j + 1
being adjacent data points within the limits of 2L close to
j (Fig. 8.18), the derivative at the point of interest j for a
given smoothing value of L is:

Δpj =
ΔY
ΔX j

=

ΔYj−1

ΔXj−1
ΔXj+1 +

ΔYj+1

ΔXj+1
ΔXj−1

ΔXj−1 +ΔXj+1
(8.10)

L should be kept as small as possible so as not to
suppress important well and/or reservoir features on well
test derivative. L = 0 means no derivative smoothing
(using consecutive points for derivative calculation) while
L = 0.5 (50%) means extreme smoothing.

8.4.3.1. Radial Flow Behavior on Derivative Diagnos-
tic Plot. For first drawdown, the derivative is defined with
respect to ln(Δt):

Δpradial =
dΔp

dln Δt
=

dΔp

d log Δt log e10

=
dΔp loge10
dlog Δt

=
0 4342dΔp
dlog Δt

= 0 4342mRF

(8.11)
Similarly, for the first buildup following a single draw-

down, the derivative is defined with respect to ln
tp +Δt
Δt

.

Δpradial =
dΔp

dln
tp +Δt
Δt

=
dΔp

d log tp +Δt
Δt log e10

=
0 4342dΔp

dlog
tp +Δt
Δt

= 0 4342mRF

(8.12)

From equations (8.11) and (8.12), the level (value) of
radial flow stabilization on the y-axis of the log-log deriv-
ative plot corresponds to 0.4342multiplied by the slope on
the specialized drawdown and buildup plot as illustrated
in Fig. 8.19. The value of radial flow stabilization from the
derivative plot for the derivative with respect to ln(Δt) or
ln tp +Δt

Δt can be expressed as:

Δprad = 0 4342mRF (8.13)

Note that the value 0.4342, which is
1

ln 10
in Fig. 8.19,

is due to the fact that the derivative was plotted on a log-
log (log10 by log10) scale but the derivative was taken
with respect to time transform defined by a natural
log (ln).
For a derivative taken with respect to log radial super-

position function (flog_radial) defined by equation (7.86),

f log _ radial t =
n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1 , the value of

radial flow stabilization on the derivative (Δp’rad) will
relate to mRF by:

Δprad =mRF (8.14)

However, if the independent variable for the derivative
is defined as:

f ln _ radial t =
n

i = 1

qi−qi−1

qn−1−qn
ln t− ti−1 (8.15)

then equation (8.13), which is Δprad = 0 4342mRF, holds.
Fig. 8.20 and Fig. 8.21 show relationships between mRF

and Δp depending on how the independent variable for
the derivative is defined.
In order to keep the derivative plot and level of deriva-

tive in a variable-rate test consistent with that of the draw-
down and buildup test, the variable-rate (multirate) test

Figure 8.18 Parameters for well test derivative [Adapted from
Bourdet, Ayoub, & Pirard, 1989].

Figure 8.19 Relationship between derivative with respect to

ln(Δt) or ln
tp +Δt
Δt

and mRF.
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pressure change derivative should be taken with respect to
the ln radial superposition function (fln_radial). This ensures
the equation (8.13), which isΔprad =0 4342mRF, holds for
the drawdown test, buildup test, flow-after-flow and var-
iable-rate test.
The relationship between fln_radial and flog_radial is:

n

i = 1

qi−qi−1

qn−1−qn
ln t− ti−1 =

n

i = 1

qi−qi−1

qn−1−qn

log t− ti−1

loge

=
1

0 4342

n

i = 1

qi−qi−1

qn−1−qn
log t− ti−1

f ln _ radial =
1

0 4342
f log _ radial (8.16)

Also for the flow-after-flow or variable-rate test, the
relationship between the derivative with respect to fln_radial
and the derivative with respect to flog_radial is:

Δpradial =
dΔp

df ln _ radial
=

dΔp
dflog _ radial
0 4342

= 0 4342
dΔp

df log _ radial

dΔp
df ln _ radial

= 0 4342
dΔp

df log _ radial
(8.17)

8.4.3.2. Skin Effect on the Derivative Diagnostic Plot.
Considering a drawdown test. From equation (7.67):

pi−pwf = 162 6
qBμ
kh

logΔt + log
k

ϕμctr2w
−3 23+ 0 87S

Considering any data point on radial flow stabilization
on derivative plot at elapsed time Δtrad:

pi−pwf Δtrad = 162 6
qBμ
krh

logΔtrad + log
k

ϕμctr2w
−3 23+ 0 87S

Substituting mRF = 162 6
qBμ
krh

into equation above:

Δprad =mRF logΔtrad + log
k

ϕμctr2w
−3 23+ 0 87S

and making S the subject of the formula:

S= 1 15
Δprad
mRF

− log
kΔtrad

1698 244ϕμctr2w

Substituting mRF =
Δprad
0 4342

from equation (8.13) into

the above, the skin effect for drawdown from the deriva-
tive plot is thus:

S = 1 15
0 4342Δprad

Δprad
− log

kΔtrad
1698 244ϕμctr2w

(8.18)

S= 1 15
pi−p1hr
mRF

− log
k

ϕμctr2w
+ 3 23

From equation (8.18), the magnitude of
Δprad
Δprad

is directly

proportional directly to the skin effect S. Hence, the
greater the distance between Δp and Δp the greater the
skin effect. A combined plot of Δp and Δp against
elapsed time Δt is generally referred to as log-log diagnos-
tic plot. The log-log diagnostic plot in Fig. 8.22 shows how
to read Δprad and Δp rad at any given Δtrad.
Because the level of radial stabilization depends on rate,

for comparison of a log-log diagnostic plot with different
rate, Δprad and Δp rad should be rate normalized by

Figure 8.20 Relationship between derivative with respect to
n

i = 1

qi−qi−1
qn−1−qn

log t− ti−1 and mRF.

Figure 8.21 Relationship between derivative with respect to
n

i = 1

qi−qi−1
qn−1−qn

ln t− ti−1 and mRF.
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dividing Δprad and Δp rad by rate change (qi − qi−1) to
remove the effect of rate on derivative.
Skin effect for buildup analysis from a derivative plot

can be derived from equation (7.74):

S = 1 15
p1hr−pwf tp

mRF
+ log

tp + 1
tp

− log
k

ϕμctr2w
+ 3 23

The equation above is the same as:

S = 1 15
prad−prad + p1hr−pwf tp

mRF

+ log
tp + 1
tp

− log
k

ϕμctr2w
+ 3 23

Note that prad was added and subtracted.
Where prad is any pressure point corresponding to trad

(any point where radial flow exists), the above equation
becomes:

S= 1 15
prad−pwf tp

mRF
+
p1hr−prad

mRF

+ log
tp + 1
tp

− log
k

ϕμctr2w
+ 3 23 (8.19)

Note that from the Horner plot:

p1hr−prad

log
tp +Δtrad
Δtrad

− log
tp + 1
1

=mRF

Hence:

p1hr−prad
mRF

= log
tp +Δtrad
Δtrad

− log
tp + 1
1

Substituting expression for
p1hr−prad

mRF
above into equa-

tion (8.19):

S = 1 15
prad−pwf tp

mRF
+ log

tp +Δtrad
Δtrad

− log
tp + 1
1

+ log
tp + 1
tp

− log
k

ϕμctr2w
+ 3 23

S= 1 15
Δprad
mRF

+ log
tp +Δtrad
tpΔtrad

− log
k

ϕμctr2w
+ 3 23

(8.20)

From equation (8.13) mRF =
Δprad
0 4342

Substituting mRF =
Δprad
0 4342

into equation (8.20):

S = 1 15
0 4342Δprad

Δprad
− log

ktpΔtrad
1698 244ϕμctr2w tp +Δtrad

(8.21)

Also for a buildup test, as shown by equation (8.21), the

magnitude of
Δprad
Δprad

is directly proportional directly to the

skin effect S.
For flow periods (test) in a multirate test, normalized

pressure change and normalized derivative
Δp

qi−qi−1

and
Δp

qi−qi−1
respectively should be used for the log-

log diagnostic plot. For such a test, with the derivative

taken with respect to fln_radial =
n

i = 1

qi−qi−1

qn−1−qn
ln

t− ti−1 , Δprad = 0 4342mRF as defined by equation
(8.13) is valid. Hence, the skin effect for the multirate test
defined in equation (7.95) is:

S = 1 15
p1hr−pwf tn−1

mRF
− log

k
ϕμctr2w

+ 3 23

and becomes:

S= 1 15
prad−prad + p1hr−pwf tn−1

mRF
− log

k
ϕμctr2w

+ 3 23

S= 1 15
prad−pwf tn−1

mRF
+
p1hr−prad

mRF
− log

k
ϕμctr2w

+ 3 23

(8.22)

Note that, from the superposition function plot:

p1hr−prad
f log _ radial Δtrad − f log _ radial Δt1hr

=mRF

Hence:

p1hr−prad
mRF

= flog _ radial Δtrad − f log _ radial Δt1hr

Figure 8.22 Skin effect calculation using a log-log
diagnostic plot.
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Substituting the expression for
p1hr−prad

mRF
above into

equation (8.22):

S = 1 15
prad−pwf tn−1

mRF
+ flog _ radial Δtrad

− f log _ radial Δt1hr − log
k

ϕμctr2w
+ 3 23

S= 1 15
prad−pwf tn−1

mRF
− log

k
ϕμctr2w

+ flog _ radial Δtrad − f log _ radial Δt1hr + 3 23

S= 1 15
Δprad
mRF

− log
k

ϕμctr2w
+ f log _ radial Δtrad

− f log _ radial Δt1hr + 3 23

For the superposition principle equation (8.13),
Δprad = 0 4342mRF holds:
Hence, for a multirate test, with derivative taken with

respect to fln_radial =
n

i = 1

qi−qi−1

qn−1−qn
ln t− ti−1 , the skin

effect becomes:

S= 1 15
0 4342 Δprad

Δprad
− log

k
ϕμctr2w

+ flog _ radial Δtrad

− f log _ radial Δt1hr + 3 23 (8.23)

For a multirate test, similar to the drawdown and

buildup test, the magnitude of
Δprad
Δprad

is directly propor-

tional directly to the skin effect S.

8.4.3.3. Wellbore Storage Effect Behavior on the
Log-Log Diagnostic Plot. From the wellbore storage
(WBS) equation, equation (7.42):

Δp=
qBΔt
24C

Taking the derivative with respect to ln(Δt) for
drawdown:

Δp =
dΔp

dln Δt
=
dΔp
dΔt

×
dΔt

dln Δt
=
dΔp
dΔt

×
1

1/Δt
=
dΔp
dΔt

×Δt

Substituting
Δp
Δt

=
qB
24C

(from the WBS equation) into

the equation above:

Δp =
qBΔt
24C

(8.24)

Equation (8.24) describes pressure derivative response
for WBS and shows that pressure and derivative response
have the same characteristic during WBS. Expressing the
WBS equation in logarithmic form:

log Δp = log Δt + log
qB
24C

(8.25)

From equation (8.25), when Δt = 1 on a log scale, Δp =
qB
24C

. Therefore, the value of Δp taken on a slope of 1 at

Δt = 1 equals
qB
24C

which is mWBS. From mWBS =
qB
24C

C can then be determined (Fig. 8.23).

Exercise 8.1 Using theWell Test Derivative to Calculate
C, kr, and S
Using the well test derivative method, determine C, kr,

and S from the buildup flow period data provided in
Table7.3.

Solution Steps.
Step 1: create a log-log diagnostic plot.
(i) determine buildup pressure signal, Δp, which is

pws(t) − pwf (0), and elapsed time Δt, which is t − t0, for
the buildup data provided;
(ii) determine Δp using equation (8.10);
(iii) plot Δp against Δt and Δp against Δt together on

the log-log scale Fig. 8.23.
Step 2: calculate WBS.
(i) inspect the early part of Δp against Δt and Δp

against Δt on a log-log plot to determine the start and
end ofWBS, which will be characterized by a straight-line
with a slope of 1 (note on a log-log scale the slope has to be
one unlike a specialized Cartesian plot where the slope

is mWBS =
qB
24C

);

(ii) at timeΔt = 1 hr, on the slope of 1 fitted throughΔp
againstΔt andΔp againstΔt, read the value ofΔp on the

Figure 8.23 Wellbore storage effect calculation using a log-log
diagnostic plot.
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y-axis. The value corresponds to mWBS =
qB
24C

as illus-

trated in Fig. 8.23;

(iii) using mWBS =
qB
24C

, C is then calculated using C=

qB
24mWBS

.

Step 3: calculating kr.
(i) inspect Δp’ against Δt on a log-log scale to

determine when the derivative is flat (slope of zero),
Fig. 8.19;
(ii) fit a straight line of slope zero through derivative

data with slope zero and read the value of Δp correspond-
ing to slope zero (radial flow stabilization) on the derivative
(Fig. 8.19). The read value, which is Δp rad, equals

0.4342 mRF, where mRF =
162 6qBμ

krh
;

(iii) using Δprad = 0 4342mRF determined from radial
flow stabilization, kr is then calculated using kr =
162 6qBμ
mRFh

.

Step 4: calculate S.

(i) pick any elapsed time Δtrad on radial flow stabiliza-
tion, read the value of Δp rad and Δprad on the y-axis, as
illustrated in Fig. 8.22;
(ii) determine S using equation (8.21);

(iii) S= 1 15
0 4342Δprad

Δprad
− log

ktpΔtrad
1698 244ϕμctr2w tp +Δtrad

.

Solution.
t0 = tp = 1000hr

p0 = pws Δt = 0 = pwf tp = 4404 845psia

Taking the derivative:

Δpj =
ΔY
ΔX j

=

ΔYj−1

ΔXj−1
ΔXj+1 +

ΔYj+1

ΔXj+1
ΔXj−1

ΔXj−1 +ΔXj+1

For buildup following the first drawdown, the above
equation becomes:

Δp =Δpj =

Δpj−Δpj−1

ln
tp +Δtj
Δtj

− ln
tp +Δtj−1

Δtj−1

ln
tp +Δtj + 1

Δtj + 1
− ln

tp +Δtj
Δtj

+
Δpj+ 1−Δpj

ln
tp +Δtj + 1

Δtj + 1
− ln

tp +Δtj
Δtj

ln
tp +Δtj
Δtj

− ln
tp +Δtj−1

Δtj−1

ln
tp +Δtj + 1

Δtj + 1
− ln

tp +Δtj−1

Δtj−1

The derivative calculation is summarized in Table 8.3
and the log-log diagnostic plot shown in Fig 8.24.
Calculating WBS

mWBS =
qB
24C

= 625 psi/hr from Fig. 8.25.

C=
qB

24mWBS
=
150× 1 5
24× 625

= 0 015bbl/psi

C = 0.015 bbl/psi

Calculating kr
0 4342mRF = 10 71 psi from Fig. 8.26.
Therefore:

mRF =
10 71
0 4342

= 24 67psi log cycle

From equation (7.69):

kr =
162 6qBμ
mRFh

kr =
162 6× 150× 1 5× 0 5

24 67× 50
= 14 8mD

kr = 14.8 mD.

Calculating S
From the log-log diagnostic plot (Fig. 8.27):
Δprad = 570.03 psi andΔp rad = 10.71 psi atΔtrad = 105 hr
Substituting Δprad and Δp rad into equation (8.18):

S = 1 15
0 4342Δprad

Δprad
− log

ktpΔtrad
1698 244ϕμctr2w tp +Δtrad

S = 1 15
0 4342× 570 03

10 71

− log
14 8× 1000× 105

1698 244× 0 2× 0 5× 5× 10−5 × 0 332 × 1000+ 105

= 19 467

S= 19 5

8.4.3.4. Infinite Conductivity Fracture Behavior on the
Diagnostic Plot. From the ICF equation, equation (7.57):

Δp= 4 06
qB
hxf

μ
ϕctk

Δt
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Table 8.3 Solution to Exercise 8.1.

t (hr) p (psia) Δt(hr)=t-t0 (tp+Δt)/Δt Δp(psi)=p − p0
Δp’
(psi) t (hr) p (psia) Δt(hr)=t-t0 (tp+Δt)/Δt Δp(psi)=p − p0

Δp’
(psi)

1,000.0010 4,405.47 0.0010 1,000,001.00 0.62 — 1,001.1514 4,776.48 1.1514 869.5117 371.63 171.6025
1,000.0013 4,405.67 0.0013 754,148.81 0.83 0.837 1,001.5264 4,823.06 1.5264 656.1285 418.21 153.5276
1,000.0018 4,405.94 0.0018 568,829.21 1.10 1.110 1,002.0236 4,862.92 2.0236 495.1713 458.07 126.0555
1,000.0023 4,406.30 0.0023 429,185.55 1.45 1.470 1,002.6827 4,894.00 2.6827 373.7593 489.15 94.42601
1,000.0031 4,406.77 0.0031 323,730.36 1.93 1.946 1,003.5565 4,916.03 3.5565 282.1769 511.18 64.79943
1,000.0041 4,407.40 0.0041 244,201.24 2.55 2.576 1,004.7149 4,930.42 4.7149 213.0951 525.57 41.74798
1,000.0054 4,408.22 0.0054 184,196.98 3.38 3.408 1,006.2506 4,939.46 6.2506 160.9859 534.62 26.72772
1,000.0072 4,409.32 0.0072 138,947.78 4.47 4.506 1,008.2864 4,945.40 8.2864 121.6793 540.55 18.44931
1,000.0095 4,410.76 0.0095 104,811.82 5.92 5.952 1,010.9854 4,949.78 10.9854 92.02981 544.94 14.49056
1,000.0126 4,412.67 0.0126 79,058.63 7.83 7.854 1,014.5635 4,953.48 14.5635 69.66488 548.64 12.74449
1,000.0168 4,415.19 0.0168 59,638.40 10.35 10.346 1,019.3070 4,956.87 19.3070 52.79474 552.02 11.95039
1,000.0222 4,418.51 0.0222 44,985.26 13.66 13.601 1,025.5955 4,960.09 25.5955 40.0694 555.25 11.5329
1,000.0295 4,422.86 0.0295 33,932.66 18.02 17.838 1,033.9322 4,963.21 33.9322 30.47052 558.36 11.27472
1,000.0391 4,428.57 0.0391 25,596.74 23.72 23.311 1044.9843 4,966.24 44.9843 23.22996 561.39 11.09827
1,000.0518 4,436.01 0.0518 19,307.88 31.16 30.328 1,059.6362 4,969.19 59.6362 17.76833 564.35 10.97205
1,000.0687 4,445.67 0.0687 14,564.46 40.82 39.226 1,079.0604 4,972.07 79.0604 13.64855 567.23 10.8799
1,000.0910 4,458.12 0.0910 10,986.39 53.28 50.346 1,104.8113 4,974.88 104.8113 10.54095 570.03 10.81172
1,000.1207 4,474.05 0.1207 8,287.45 69.21 63.974 1,138.9496 4,977.59 138.9496 8.196857 572.74 10.76086
1,000.1600 4,494.19 0.1600 6,251.55 89.35 80.241 1,184.2070 4,980.20 184.2070 6.428675 575.35 10.72266
1,000.2121 4,519.29 0.2121 4,715.87 114.45 98.968 1,244.2053 4,982.69 244.2053 5.094915 577.84 10.69367
1,000.2812 4,549.99 0.2812 3,557.48 145.15 119.458 1,323.7458 4,985.04 323.7458 4.088844 580.19 10.67153
1,000.3728 4,586.64 0.3728 2,683.70 181.79 140.274 1,429.1934 4,987.23 429.1934 3.329952 582.38 10.65449
1,000.4942 4,629.06 0.4942 2,024.59 224.21 159.081 1,568.9866 4,989.23 568.9866 2.757511 584.39 10.64122
1,000.6551 4,676.30 0.6551 1,527.42 271.45 172.740 1,754.3120 4,991.05 754.3120 2.325711 586.20 10.63081
1,000.8685 4,726.40 0.8685 1,152.40 321.56 177.810 2,000.0000 4,992.65 1,000.0000 2.000000 587.80 —



Δp =
dΔp

dln Δt
=

dΔp
d Δt

×
d Δt
d ln Δt

=
dΔp
d Δt

×
1

2Δt
−1

2

1
Δt

=
dΔp
d Δt

× 1
2Δt

1
2

Δp = 2 03
qB
hxf

μ
ϕctk

Δt (8.26)

Equation (8.26) describes the pressure derivative
response for the infinite conductivity fracture (ICF).
Expressing the ICF equation in logarithm terms:

logΔp=
1
2
logΔt + log 4 06

qB
hxf

μ
ϕctk

(8.27)

Also, expressing the pressure derivative response for the
ICF as a logarithm:

logΔp =
1
2
logΔt + log 2 03

qB
hxf

μ
ϕctk

(8.28)

A plot of Δp against Δt and Δp against Δt on a log-log
scale will both give a slope of one half (½) as shown by
equations (8.27) and (8.28). The level of derivative is half
of the pressure (comparing equations (7.57) and (8.26)).
From equation (8.27), when Δt = 1 on a log scale, Δp =

4 06
qB
hxf

μ
ϕctk

. Therefore, the value of Δp taken on a

slope of
1
2

at Δt = 1 equals the mLF, which is

4 06
qB
hxf

μ
ϕctk

.

From

mLF = 4 06
qB
hxf

μ
ϕctk

(8.29)

Figure 8.24 Log-log diagnostic plot showing WBS and RF.

Figure 8.25 Calculation of mWBS from the log-log
diagnostic plot.

Figure 8.26 Calculation of mRF from the log-log diagnostic plot.

Figure 8.27 Determination of Δprad and Δp’rad at Δtrad from the
log-log diagnostic plot.
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xf can be determined. Fig. 8.28 shows the determination
of mLF.

8.4.3.5. Finite Conductivity Fracture Behavior on a
Diagnostic Plot. From the finite conductivity fracture
(FCF) equation, equation (7.59):

Δp= 44 11
qBμ

h kfwf ϕctk4
Δt4

Δp =
dΔp

dln Δt
=

dΔp
d Δt4

×
d Δt4

dln Δt
=

dΔp
d Δt4

×
1

4Δt
−3

4

1
Δt

=
dΔp
d Δt

× 1
4Δt

1
4

Δp = 11 03
qBμ

h kfwf ϕctk4
Δt4 (8.30)

Equation (8.30) describes the pressure derivative
response for the FCF.
Expressing the FCF equation, equation (7.59), in loga-

rithm terms:

logΔp=
1
4
logΔt + log 44 11

qBμ
h kfwf ϕct4 k

(8.31)

Also, expressing the pressure derivative response equa-
tion, equation (8.30), for the FCF in logarithmic terms:

logΔp =
1
4
logΔt + log 11 03

qBμ
h kfwf ϕct4 k

(8.32)

A plot of Δp against Δt and Δp against Δt on a log-log

scale will both give a slope of a quarter
1
4

(Fig. 8.29).

The level of derivative is one-quarter of the pressure as
shown in comparison of equations (7.59) and (8.30).
From equation (8.31), when Δt = 1 on a log scale, Δp =

44 11
qBμ

h kfwf ϕctk4
. Therefore, the value of Δp taken on

a slope of one-quarter at Δt = 1 equals mBLF, which

is 44 11
qBμ

h kfwf ϕctk4
.

From equation (8.33):

mBLF = 44 11
qBμ

h kfwf ϕctk4
(8.33)

kfwf can be then determined using:

kfwf = 1944 8
1

ϕctk
qBμ
hmLF

2

8.4.3.6. Limited Entry Behavior on a Diagnostic Plot.
From the limited entry equation, equation (7.61):

Δp= 70 6
qBμ
ksrs

−2452 9
qBμ ϕμct
k

3
2

s Δt

From the above equation:

dΔp

d 1
Δt

= −2452 9
qBμ ϕμct

k
3

2
s

(8.34)

Figure 8.28 ICF calculation using a log-log diagnostic plot.

Figure 8.29 FCF calculation using a log-log diagnostic plot.
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Taking the derivative of Δp with respect to lnΔt:

Δp =
dΔp

dln Δt
=

dΔp

d 1
Δt

×
d 1

Δt

d ln Δt
=

dΔp

d 1
Δt

×
−1

2Δt
−3

2

1 Δt
= −

1

2 Δt
dΔp

d 1
Δt

Substituting
dΔp

d 1
Δt

from equation (8.34) into

the above:

Δp = 2452 9
qBμ ϕμct
2k

3
2

s Δt
(8.35)

Expressing equation (8.35) in logarithmic form:

logΔp = −
1
2
logΔt + log 1226 4

qBμ φμct
k

3
2

s

(8.36)

From equation (8.36), a plot of Δp against Δt on a log-

log scale will give a negative slope of one half −
1
2

(Fig. 8.30). From equation (8.36), when Δt = 1 on a log

scale, Δp = 1226 4
qBμ ϕμct

k
3

2
s

. Therefore, the value of

Δp taken on a slope of −
1
2
at Δt = 1 equals Δp SPH-1hr,

which is 1226 4
qBμ ϕμct

k
3

2
s

.

From Δp SPH-1hr = 1226 4
qBμ ϕμct

k
3

2
s

, ks can then be

determined.
ks is then used in determining kz using equation (7.65)

with known kxy (kr). It is important to note that kxy (kr)
is determined from radial flow stabilization, which has
already bee discussed in Exercise 8.1.

8.4.3.7. Horizontal Well Behavior on a Diagnostic
Plot. In an infinite acting homogeneous reservoir, the
derivative plot for a horizontal well is generally character-
ized by three flow regimes (Fig. 8.31): vertical radial flow
(VRF) in the vertical plane; linear flow (LF) regime, which
manifests when pressure diffusion reaches the upper and
lower reservoir limits; horizontal radial (HR) flow regime,
which manifests when there is a convergent flow around
the well from all reservoir directions. A log-log pressure
derivative for a horizontal well in an homogeneous infi-
nite acting reservoir is summarized in Fig. 8.32.

8.4.4. Reservoir Behavior

Log-log pressure derivative plots for reservoir beha-
viors manifest in middle times relative to near wellbore
and boundary behavior. Figures 8.33–8.36 summarize
log-log derivative plots for different reservoir behaviors.
A log-log derivative plot for radial flow behavior is shown
in Fig. 8.33; a log-log derivative plot for mobility change
behavior is shown in Fig. 8.34; a log-log derivative plot for
double porosity behavior is shown in Fig. 8.35; and a log-
log derivative plot for storativity change behavior is
shown in Fig. 8.36.

8.4.5. Reservoir Boundary Behavior

Log-log pressure derivative plots for reservoir bound-
aries manifest in late times relative to near wellbore and
reservoir behavior. Figures 8.37–8.41 summarize log-log
derivative plots for different reservoir boundary beha-
viors. The log-log derivative plot for single no-flow
boundary behavior is shown in Fig. 8.37; the log-log
derivative plot for channel boundary behavior is shown
in Fig. 8.38; the log-log derivative plot for wedge bound-
ary behavior is shown in Fig. 8.39; the log-log derivative
plot for constant pressure boundary behavior is shown in

Figure 8.30 Limited entry well calculation using a log-log diagnostic plot.
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Figure 8.31 Flow regimes around a horizontal well.

Figure 8.32 Log-log derivative plot showing flow regimes in a horizontal well.

Figure 8.33 Log-log derivative plot for radial flow behavior.

Figure 8.34 Log-log derivative plot for mobility change
behavior.

Figure 8.36 Log-log derivative plot for storativity change
behavior.

Figure 8.35 Log-log derivative plot for double porosity behavior.



Fig. 8.40; and the log-log derivative plot for closed reser-
voir boundary behavior is shown in Fig. 8.41.
In the case of a closed reservoir system, drawdown

behavior and buildup behavior are different, as shown
in Fig. 8.41a and 8.41b.

8.4.6. Deconvolution

Deconvolution is an inversion process carried out to
reverse the effect of convolution on well test data. Decon-
volution extracts a unit drawdown-type curve from rate

and pressure data with duration that is equal to the entire
test period.
Consider a well test made up of a drawdown with

rate +q followed by a buildup as shown in Fig. 8.42.
The entire pressure and rate response in Fig. 8.42 can be

expressed as a convolution of drawdown with rate +q last-
ing for the total duration, Ttotal (Fig. 8.43a) and injection
profile with rate –q lasting the duration of buildup
(Fig. 8.43b).
The deconvolution algorithm discussed in most litera-

ture seeks to find a unit rate drawdown pressure response

Figure 8.37 Log-log derivative plot for single no-flow boundary. Figure 8.39 Log-log derivative plot for wedge boundary.

Figure 8.40 Log-log derivative plot for constant pressure
boundary.

Figure 8.41 Log-log derivative plot for closed reservoir boundary.

Figure 8.38 Log-log derivative plot for channel boundary.
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for the duration of the entire test (Ttotal), which is similar
to Fig. 8.43a but for a unit rate. The deconvolved unit rate
pressure drawdown pressure signal is shown in Fig. 8.44.
Since the unit drawdown pressure response from decon-

volution has a duration that is equal to the entire test
duration (Ttotal), analysis of deconvolved pressure will
reveal more features in the later times of the derivative
plot. Hence improving reservoir and boundary character-
ization and ensuring better use of pressure data.
Deconvolution in well test analysis seeks to extract a

unit rate response (pDU) from pressure and rate data.
From the superposition principle discussed under multi-

rate test:

pi−p t =
Bμ
2πkh

n

i= 1

qi−qi−1 pD t− ti−1

pi−p t =
Bμ
2πkh

n

i= 1

qi−qi−1

t− ti−1
pD t− ti−1 t− ti−1

(8.37)

as Δti 0

The above can expressed as:

pi−p t =
Bμ
2πkh

t

0

q τ
dpD t−τ

dt
(8.38)

Equation (8.38) shows that the measured well pressure
signal satisfies the convolution integral, which is called
Duhamel’s principle or the superposition principle. As
shown in equation (8.37), the convolution integral equa-
tion was derived from the superposition principle. Hence,
convolution and superposition are synonyms.
Writing the convolution integral in equation (8.38) with

the unit rate response:

pi−p t =
Bμ
2πkh

t

0

q τ
dpDU t−τ

dt
(8.39)

where PDU is unit rate pressure response.

Figure 8.42 Convolved pressure-rate history.

Figure 8.43 Deconvolved pressure–rate history.

Figure 8.44 Unit drawdown pressure response from
deconvolution.
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8.4.6.1. Deconvolution Using Total Least Square
Regression. Deconvolution of well test data can be
achieved by total least square (TLS) regression [Von
Schroeter et al., 2004]. TLS regression for well test
deconvolution can be expressed as:

E=W2
p Emeasured−psimualted

2 +W2
q qmeasured−qadapted

2

+W2
cE

2
curve

(8.40)

The objective function E is the summation of the square
of error on pressure match, rate match, and curvature,
where:Wp,Wq, andWc are weighting factors for pressure,
rate, and curvature control parameter, E2

curve. Ecurve

defines the amount of curvature added to the matched
derivative during regression.
The steps involved in deconvolution of well test data

using TLS regression can be summarized as:
(i) create an initial guess derivative plot (Fig. 8.45a);
(ii) superimpose the initial derivative with measured

rate history to create simulated pressure response
(Fig. 8.45c and Fig. 8.45d);

(iii) calculate error between measured p and simulated
p and between measured q and calculated q (where rate is
to be adapted); define curvature using curvature control
parameter Ecurve.

(iv) create summation of all errors for each data point
equation (8.40);

(v) minimize sum of square of errors (objective
function E) to get final derivative (Fig. 8.45a);

(vi) analyze deconvolved unit rate pressure response
using conventional well test methods discussed in
Section 8.5.
As shown in Fig. 8.44, deconvolution can, therefore,

transform variable rate pressure response to constant rate
initial drawdown with a duration equal the total duration
of entire test. Deconvolution also yields, directly, the cor-
responding pressure derivative normalized to a unit rate
(Fig. 8.45).
The ability of deconvolution to analyze well test data

with variable rates has made it important in analyzing
large sets of well test data over long periods of time (a
few years to tens of years) from permanent downhole
gauges. Such data contain reservoir information at
distances away from the well, which can be significantly
greater than that obtained from a single flow period
[Von Schroeter et al., 2004]. Deconvolution has also
proved to be useful for determining more accurate rates,
especially for production wells with permanent bottom-
hole gauges where rates are determined through well
allocation process, and errors can be as high as 20%.
To get reasonable reservoir characterization from decon-

volution,minimumnoise and outliers are expected inmeas-
ured data; good estimate of initial reservoir pressure (from
RFT or initial DST) is expected, and consistencies in
buildup derivatives to be used for regression is important.

Figure 8.45 Summary of deconvolution process using TLS regression.
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One important application of deconvolution is in spe-
cialized well test analysis, such as slug testing and closed
chamber testing, where variable drawdown rate is calcu-
lated using deconvolution, as shown in Fig. 8.46.
Average rate from cumulate oil produced was used as

the initial rate. Deconvolution was then used to determine
variable rate (adapted rate), which honors pressure
response during a slug test. Variable drawdown can also
be calculated using:

qsf = 24Cs
dpw
dt

(8.41)

Cs is the storage effect due to the changing fluid level.

8.4.6.2. Minimum Connected Volume and Reservoir
Compartment Volume. Well test analysis remains the
only method for estimating connected pore volume. Min-
imum connected pore volume gives an estimation of the
minimum hydrocarbon region around the well that can
be produced.
The minimum connected volume (MCV) is defined as:

MCV= 1−Sw ϕπhr2i in consistent unit

and in EOF unit as:

MCV=
0 178108 1−Sw ϕπhr2i

Boi
(8.42)

where ri is the radius of investigation in feet.
The Lee et al. formula shows the relationship between

the elapsed test time (Δttest) and the radius of investiga-
tion (ri):

ri = 0 032
kΔttest
ϕμct

(8.43)

whereΔttest is the total elapsed time of the test without the
boundary effect as shown in Fig. 8.47.

Where a closed boundary system exists from interpreta-
tion, reservoir comparment volume (RCV) is calculated
using dimension of the closed reservoir from interpreta-
tion. This volume is the actual hydrocarbon in the
compartment tested, which is expressed as:

RCV=
0 178108 1−Sw ϕhAComp

Boi
(8.44)

where AComp is the area of the reservoir compartment
with dimensions determined from well test analysis.
Unit rate pressure response from deconvolution has the

duration of the entire test duration rather than the dura-
tion of one flow period as in conventional well test anal-
ysis. Hence, deconvolution of well tests with multiple flow
periods will yield a larger MCV compared with using a
single flow period. This increase in confirmed MCV is
vital in increasing hydrocarbon reserve booking.

8.5. INTERPRETATION MODELS

Identifying a well test interpretation model that honors
all relevant static and dynamic data is an important part
of well test analysis. The interpretation model should
simulate the entire pressure response with measured rate
history and relevant petrophysical parameters as input.
Analytical or numerical models can be used for simulating
pressure response in well testing. Although well test
analysis is mainly based on analytical models, numerical
simulation models for well test analysis are becoming
popular, especially for complex boundary systems.

8.5.1. Analytical Well Test Models

The simplest form of analytical well test interpretation
model is the infinitely acting radial homogeneous reservoir
with wellbore storage and skin effect. Infinite acting means

Figure 8.46 Computed variable drawdown rate using
deconvolution.

Figure 8.47 Elapsed time corresponding to radius of investigation.
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that during well testing, a boundary effect was not
observed. As such, the reservoir behaves as infinite in
extent. Hence, if a reservoir is described as infinitely acting
radial homogeneous reservoir with wellbore storage and
skin effect, the pressure response for the entire test can
be simulated using the measured rate and well test para-
meters that describe this model; these are: skin effect
(S); wellbore storage constant (C), and radial/horizontal
permeability (kr).

8.5.1.1. Infinitely Acting Radial Homogeneous Reser-
voir with Wellbore Storage and Skin Model. From the
diffusivity equation, equation (7.11):

1
r
∂

∂r
r
∂p
∂r

=
ϕμct
k

∂p
∂t

Defining dimensionless variables for pressure, time, and
radial distance in consistent unit:

pD =
2πkh
qμ

pi−p (8.45)

tD =
kt

ϕμctr2w
(8.46)

rD =
r
rw

(8.47)

In dimensionless variable terms, the diffusivity equation
becomes:

1
rD

∂

∂rD
rD

∂pD
∂rD

=
∂pD
∂tD

(8.48)

The diffusivity equation can be solved using initial and
boundary conditions that describe an infinitely acting
radial homogeneous reservoir with wellbore storage and
skin effect in the Laplace domain. The derived solution
in the Laplace domain will then be inverted to a time
domain analytically or numerically.
p = p r, t can be represented in a dimensionless varia-

ble as:

pD =pD rD,tD

where the Laplace transform of pD is denoted as pD
Applying the Laplace transformation to equa-

tion (8.48):

1
rD

∂

∂rD
rD

∂pD
∂rD

= spD−pD rD,tD = 0 (8.49)

The boundary conditions can then be defined.
Inner Boundary
A well with wellbore storage is defined by:

qsf = qwh−cwVw
∂pw
∂t r = rw

(8.50)

where, from Darcy’s law:

qsf = −
k
μ

2πrh
∂p r,t

∂r r= rw

and cwVw =C.
Substituting cwVw and qsf into equation (8.50):

qwh = −
2πkh
μ

r
∂p
∂r

+C
∂pw
∂t r = rw

Rearranging this gives:

1 = −
2πkh
qwhμ

r
rw

∂p

∂
r
rw

+C
μ

2πkh
k

ϕμctr2w

ϕμctr2w
k

2πkh
qwhμ

∂pw
∂t r = rw

Expressing the above in terms of dimensionless pressure
and time:

1 = −rD
∂pD
∂rD

+
C

2πϕcthr2w

∂pwD
∂tD rD = 1

Substituting CD =
C

2πϕcthr2w
into the above, this

becomes:

1= −rD
∂pD
∂rD

+CD
∂pwD
∂tD rD = 1

Expressing this in the Laplace domain:

1
s
= sCDpwD−rD

∂pD
∂rD rD=1

(8.51)

Well with Skin Condition

pwell = p−S
qsfμ
2πkh r= rw

Substituting qsf = − k
μ 2πrh ∂p r,t

∂r r = rw
into the

above gives:

pwell = p+Sr
∂p r,t

∂r r= rw

(8.52)

Rearranging this equation:

2πkh
qμ

pi−pwell =
2πkh
qμ

pi−p −Sr
2πkh
qμ

∂p r, t
∂r r= rw

Expressing the above equation in dimensionless
variables:

pwD tD,S = pD tD,S= 0 −SrD
∂pD rD,tD

∂rD rD = 1

Expressing this in the Laplace domain:

pwD s,S = pD rD,s −SrD
∂pD rD,s

∂rD rD = 1
(8.53)
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Initial Reservoir Condition and Outer Boundary

Since pD =
2πkh
qμ

pi−p , and the initial reservoir condi-

tion is defined as p = pi, the initial reservoir condition in
dimensionless terms can be defined as:

pD rD,tD = 0 = 0

In the Laplace domain:

pD rD,tD = 0 = 0 (8.54)

where pD is the Laplace transform of pD.
For a radial infinitely acting reservoir p = pi, hence:

pD rD ∞ , tD = 0

In the Laplace domain:

pD rD ∞ , s = 0 (8.55)

Homogeneous Reservoir with Wellbore Storage and
Skin Effect
Substitute equation (8.54) into equation (8.49):

1
rD

∂

∂rD
rD

∂pD
∂rD

= spD (8.56)

The general solution of equation (8.56) is:

pD rD,S =AI0 rD s +BK0 rD s (8.57)

Substitute equation (8.55), outer boundary condition,
into equation (8.57) and solving to get A = 0:

pD rD,S =BK0 rD s (8.58)

Taking the derivative of pD rD,S with respect to rD:

dpD rD,S
drD rD = 1

= −BK1 rD s rD = 1

dpD rD,S
drD rD = 1

= −BK1 s (8.59)

Substituting equation (8.59) into equation (8.51):

1
s
= sCDpwD +B sK1 s

sCDpwD +B sK1 s =
1
s

(8.60)

Substituting equations (8.58) and (8.59) into equa-
tion (8.53):

pwD =BK0 rD s + SB sK1 s (8.61)

The following steps describe solving simultaneously
equations (8.60) and (8.61) for pwD (eliminating B):
From equation (8.61):

pwD =B K0 rD s + S sK1 s (8.62)

Substituting equation (8.62) into equation (8.60):

sCDB K0 rD s + S sK1 s +B sK1 s =
1
s

B sCD K0 rD s + S sK1 s + sK1 s =
1
s

Making B the subject of the formula:

B=
1

s sCD K0 rD s + S sK1 s + sK1 s

Substituting B into equation (8.62) [Agarwal et al., 1970]:

pwD =
K0 rD s + S sK1 s

s sCD K0 rD s + S sK1 s + sK1 s

pwD =

K0 rD s
sK1 s

+ S

s 1+CDs
K0 rD s
sK1 s

+ S

pwD s,S,CD,rD =

K0 rD s
sK1 s

+ S

s 1+CDs
K0 rD s
sK1 s

+ S
,

(8.63)

The above describes pressure response in an infinite act-
ing reservoir with WBS and skin effect at a distance of r
from the well with radius of rw.
The fundamental solution for homogeneous reservoir

behavior, which is equation (8.63), without wellbore stor-
age and skin effect can be defined as:

pwD s,rD = pwD s,S = 0,CD =0,rD

Substituting S = 0, CD = 0 into equation (8.63) to
derive the fundamental equation for a homogeneous
reservoir, pwD s,rD :

pwD s,rD =
1
s
K0 rD s
sK1 s

(8.64)

Equation (8.63) can be expressed in terms of pwD s,rD ,
and hence re-written as:

pwD s,S,CD,rD =
spwD s,rD + S

s 1+CDs spwD s,rD + S
(8.65)

In EOF units, dimensionless variables are defined as:

pD =
kh

141 2qBμ
Δp, for pressure (8.66)

tD =
0 000264k
ϕμctr2w

Δt, for time (8.67)
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CD =
0 8936

ϕcthr2w
C, forwellbore storage (8.68)

rD =
r
rw

, for radial distance (8.69)

Equations (8.63) and (8.64) are in the Laplace domain
and can be convert to the tD domain using numerical
Laplace inversion techniques such as the Stehfest or
Den Iseger inversion algorithm.

8.5.1.2. Constant Terminal Rate (CTR) and Constant
Terminal Pressure (CTP) Solutions. Equation (8.64) is
the constant terminal rate (CTR) solution for radial flow
in an infinite acting, homogeneous reservoir. This is the
pressure drop response for a well producing at constant
rate in a homogeneous reservoir from an initial equilib-
rium state. Another important solution, other than the
CTR, is the constant terminal pressure (CTP) solution,
which is for a well production rate at constant pressure
at a given radius.
Van Evardingen and Hurst [1949] showed that for any

CTR pressure drop, pwD s , there exists a CTP production
rate, qD s , with the relationship given as:

qD s =
1

s2pwD s
(8.70)

where in EOF units, qD =
141 2Bμ
keffhΔp

q.

Also, the relationship between CTR pressure drop,
pwD s and CTP cumulative production, QD s is given as:

spwD s QD s =
1
s2

Rearranging this:

QD s =
1

s3pwD s
(8.71)

where QD =
Q

1 12ϕhctr2eΔp
.

Combining equations (8.70) and (8.71) shows that the
relationship between CTP production rate, qD s , and
CTP cumulative production, QD s , can be expressed as:

QD s =
qD s
s

(8.72)

Laplace solutions for radial flow in homogeneous reser-
voir for infinite extent, no-flow outer boundary, constant
pressure boundary, and prescribed flux boundary are
summarized in Table 8.4.
From the different solutions of pwD s listed in

Table 8.4, qD s and QD s can be determined using equa-
tions (8.70) and (8.71), respectively.
Fetkovich [1980] showed that the constant terminal

pressure solution in a no-flow boundary reservoir creates
an exponential decline rate. The concept of exponential
depletion when pseudosteady state has been reached is
important for performance prediction and is described
in Chapter 13.

8.5.1.3. Stehfest Numerical Laplace Inversion. The
Stehfest numerical Laplace inversion [Stehfest, 1970]
remains one of the most widely used numerical Laplace
inversion techniques and is expressed as:

fN t =
ln2
t

N

i= 1

ViF
i ln2
t

(8.73)

where F is the Laplace transform of fN and

Vi = −1
N

2 = i
min i,N 2

k= i + 1
2

k
N
2 + 1 2k

N
2
−k k k−1 i−k 2k− i

(8.74)

N is an even number and is between 6 and 18; i is an
integer number. For example, for N = 6, the values of i,
k, and Vi are shown in Table 8.5.
With the table for N = 6, estimation of Vi can be left out

of the calculation or program code and calculation of fN(t)
becomes easy to implement. The accuracy of numerical

Table 8.4 Laplace Solution for Radial Flow in Homogeneous Reservoir for Different Reservoir Boundaries.

Reservoir boundary Pressure response for constant production rate

Infinite acting
pwD s,rD =

1
s
K0 rD s
sK1 s

No-flow outer boundary
pwD s,rD = 1

s3 2

K0 rD s I1 reD s + K1 reD s I0 rD s
K1 s I1 reD s −K1 reD s I1 s

Constant pressure boundary
pwD s,rD =

1
s3 2

K0 rD s I0 reD s −K0 reD s I0 rD s
K1 s I0 reD s + K0 reD s I1 s

Prescribed flux boundary
pwD s,rD =

1
s3 2

K0 rD s I1 reD s +K1 reD s I0 rD s
K1 s I1 reD s −K1 reD s I1 s

+
qDext s
sreD

sK0 rD s I1 s + I0 rD s
K1 s I1 reD s − I1 s
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inversion can be improved by using higher values for N.
The Vi table for N = 2–14 is presented in Table 8.6.
Hence, pD, the response at time tD for an infinitely

acting radial homogeneous reservoir with wellbore
storage and skin effect, can be expressed as:

pD CD,S,tD,rD =
ln2
tD

N

i= 1

VipD CD,S,
i ln2
tD

,rD (8.75)

N between 6 and 18 is sufficient for most well test
analysis problems. At high values of N, the numerical
approximation of Vi can lead to noisy inverted pressure
response.

8.5.1.4. Superposition in Time. Where rate variation
occurs during the production/well test, the superposition
principle must be applied to obtain the correct pD at
any given time. Continuous rate change can be simplified
by a series of step rate changes as shown in Fig. 8.48.
Dimensionless pressure response for a well with chan-

ging rate as shown above can be expressed as:

Δp D =pD Δt1 +Δt2 +Δt3 +Δt D + pD Δt2 +Δt3 +Δt D

+ pD Δt3 +Δt D + pD Δt D

(8.76)

In real variables, in EOF units:

pi−p t =
141 2Bμ

kh
q1pD Δt1 +Δt2 +Δt3 +Δt D + q2−q1 pD Δt2 +Δt3 +Δt D

+ q3−q2 pD Δt3 +Δt D + q4−q3 pD Δt D

(8.77)

A generalized expression for pressure with changing
rates for n flow periods (variable-rates or sequence of
buildup and drawdown) can be expressed as:

pi−p t =
141 2Bμ

kh

N

i= 1

qi−qi−1 pD
n−1

j = i

Δtj +Δt
D

(8.78)

For a two-rate change (drawdown followed by a
buildup) the pressure drop is thus:

Δp D =pD Δt1 +Δt D + pD Δt D

Table 8.5 Vi Table for N = 6.

i k Vi

1 1 1
2 2 −49
3 2 366
4 3 −858
5 3 810
6 3 −270

Table 8.6 Vi for the Stehfest Numerical Laplace Inversion for N = 2–14.

V(i,2) V(i,4) V(i,6) V(i,8) V(i,10) V(i,12) V(i,14)

V(1,N) 2 −2 1 −3.33333E−01 8.33333E−02 −1.66667E−02 2.777777778E−03
V(2,N) −2 26 −49 4.83333E+01 −3.20833E+01 1.60167E+01 −6.402777778E+00
V(3,N) — −48 366 −9.06000E+02 1.27900E+03 −1.24700E+03 9.240500000E+02
V(4,N) — 24 −858 5.46467E+03 −1.56237E+04 2.75543E+04 −3.459792778E+04
V(5,N) — — 810 −1.43767E+04 8.42442E+04 −2.63281E+05 5.403211111E+05
V(6,N) — — −270 1.87300E+04 −2.36958E+05 1.32414E+06 −4.398346367E+06
V(7,N) — — — −1.19467E+04 3.75912E+05 −3.89171E+06 2.108759178E+07
V(8,N) — — — 2.98667E+03 −3.40072E+05 7.05329E+06 −6.394491304E+07
V(9,N) — — — — 1.64063E+05 −8.00534E+06 1.275975796E+08

V(10,N) — — — — −3.28125E+04 5.55283E+06 −1.701371881E+08
V(11,N) — — — — — −2.15551E+06 1.503274670E+08
V(12,N) — — — — — 3.59251E+05 −8.459216150E+07
V(13,N) — — — — — — 2.747888477E+07
V(14,N) — — — — — — −3.925554967E+06

Figure 8.48 Simplifying continuous rate change with step rate
changes.

268 PETROLEUM ENGINEERING



and in EOF units

pi−p t =
141 2Bμ

kh
q1pD Δt1 +Δt D + q2−q1 pD Δt D

(8.79)

Exercise 8.2 Numerical Laplace Inversion for Well
Test Model
Simulate a well test response for the parameters calcu-

lated in Exercise 8.1 (C = 0.015 bbl/psi) and Exercise 7.6
(pi = 5000 psia, kr = 14.8 mD, and S = 19.5) using an infi-
nitely acting radial homogeneous reservoir with wellbore
storage and skin effect model. Compare the simulated
and actual log-log diagnostic plot of buildup, and com-
pare the simulated and actual superposition plot of
buildup. Actual (measured) pressure–rate data are given
in Table 7.3.

Solution Steps.
Step 1: define the equation for pressure at the well
(rD = 1) for an infinitely acting radial homogeneous
reservoir with wellbore storage and skin effect model
using equation (8.63)

pwD s,S,CD =

K0 s
sK1 s

+ S

s 1+CDs
K0 s
sK1 s

+ S

and using the Stehfest algorithm for inversion from the
Laplace domain to the tD domain:

pwD CD,S,tD =
ln2
tD

N

i= 1

VipwD CD,S,
i ln2
tD

(8.80)

The solution of the dimensionless pressure response at a
well of an infinitely acting radial homogeneous reser-
voir with wellbore storage and skin effect model
is hence:

pwD CD,S,tD

=
ln2
tD

N

i= 1

Vi

K0

i ln2
tD

i ln2
tD

K1

i ln2
tD

+S

i ln2
tD

1+CD
iln2
tD

K0
iln2
tD

i ln2
tD

K1
i ln2
tD

+S

(8.81)

Step 2: use equation (8.79), which is a specific form
of equation (8.78) for a two-rate change, to convolve
(superimpose) the pressure signals (pD). Note
that in this case q1 = q (drawdown) and q2 = 0
(buildup).

Step 3: plot the actual and simulated pressure responses
together for comparison (Fig. 8.49).

Solution.
Step 1: calculation of simulated p(t).

Table 8.7 summarizes the calculation of p(t) for the
exercise.
(i) Column1: time (t) taken from actual pres-

sure data.
(ii) Column 2: Δtj +Δt, which is required in equation

(8.78). For two-rate changes, Δtj +Δt =Δt1 +Δt.
Column 3: Δt, which is required in equation (8.78).
Δt1 +Δt is the total elapsed time in the first flow period

plus elapsed time in the second flow period, whileΔt is the
elapsed time during the second flow period.

(iii) Columns 4 and 5: (Δt1+Δt)D and (Δt)D are dimen-
sionless time for Δt1 +Δt and Δt, respectively, they are
calculated using equation (8.67).

(iv) Columns 6 and 7: pwD(Δt1+Δt)D and pwD(Δt)D
are dimensionless pressure for (Δt1+Δt)D and (Δt)D,
respectively, they are calculated using equation (8.81)
with Vi from Table 8.5.

(v) Column 8: pi − p(t) is calculated using equa-
tion (8.79).

(vi) Column 9: p(t) is calculated using pi − (pi − p(t)).
Step 2: create the log-log diagnostic plot for the buildup
test using simulated pressure and compare with the
log-log diagnostic plot using actual pressure response
(Fig. 8.50). Exercise 8.1 shows how to create a log-log
diagnostic plot.

Figure 8.49 Comparison of simulated and actual pressure
history.
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Table 8.7 Simulation of Pressure Response.

col 1 col 2 col 3 col 4 col 5 col 6 col 7 col 8 col 9

t (hr) Δt1+Δt (hr) Δt (hr) (Δt1+Δt)D (Δt)D
pwD

(Δt1+Δt)D pwD(Δt)D
pi−p(t)
(psi)

p(t)
(psia)

Start of DD 0.0010 0.0010 0.0000 7.176E+00 0.0000E+00 0.029065 0.000000 0.624 4,999.38
0.0013 0.0013 0.0000 9.515E+00 0.0000E+00 0.038532 0.000000 0.827 4,999.17
0.0018 0.0018 0.0000 1.261E+01 0.0000E+00 0.051069 0.000000 1.096 4,998.90
0.0023 0.0023 0.0000 1.672E+01 0.0000E+00 0.067657 0.000000 1.452 4,998.55
0.0031 0.0031 0.0000 2.217E+01 0.0000E+00 0.089647 0.000000 1.924 4,998.08
0.0041 0.0041 0.0000 2.938E+01 0.0000E+00 0.118758 0.000000 2.549 4,997.45
0.0054 0.0054 0.0000 3.896E+01 0.0000E+00 0.157296 0.000000 3.377 4,996.62
0.0072 0.0072 0.0000 5.164E+01 0.0000E+00 0.208262 0.000000 4.471 4,995.53
0.0095 0.0095 0.0000 6.846E+01 0.0000E+00 0.275642 0.000000 5.917 4,994.08
0.0126 0.0126 0.0000 9.077E+01 0.0000E+00 0.364653 0.000000 7.828 4,992.17
0.0168 0.0168 0.0000 1.203E+02 0.0000E+00 0.482049 0.000000 10.348 4,989.65
0.0222 0.0222 0.0000 1.595E+02 0.0000E+00 0.636740 0.000000 13.668 4,986.33
0.0295 0.0295 0.0000 2.115E+02 0.0000E+00 0.840132 0.000000 18.034 4,981.97
0.0391 0.0391 0.0000 2.803E+02 0.0000E+00 1.106854 0.000000 23.760 4,976.24
0.0518 0.0518 0.0000 3.717E+02 0.0000E+00 1.455616 0.000000 31.247 4,968.75
0.0687 0.0687 0.0000 4.927E+02 0.0000E+00 1.909681 0.000000 40.994 4,959.01
0.0910 0.0910 0.0000 6.532E+02 0.0000E+00 2.497728 0.000000 53.617 4,946.38
0.1207 0.1207 0.0000 8.660E+02 0.0000E+00 3.253930 0.000000 69.850 4,930.15
0.1600 0.1600 0.0000 1.148E+03 0.0000E+00 4.217334 0.000000 90.530 4,909.47
0.2121 0.2121 0.0000 1.522E+03 0.0000E+00 5.429098 0.000000 116.542 4,883.46
0.2812 0.2812 0.0000 2.018E+03 0.0000E+00 6.926624 0.000000 148.688 4,851.31
0.3728 0.3728 0.0000 2.675E+03 0.0000E+00 8.732440 0.000000 187.452 4,812.55
0.4942 0.4942 0.0000 3.546E+03 0.0000E+00 10.837767 0.000000 232.646 4,767.35
0.6551 0.6551 0.0000 4.701E+03 0.0000E+00 13.183541 0.000000 283.001 4,717.00
0.8685 0.8685 0.0000 6.232E+03 0.0000E+00 15.648469 0.000000 335.913 4,664.09
1.1514 1.1514 0.0000 8.262E+03 0.0000E+00 18.057709 0.000000 387.631 4,612.37
1.5264 1.5264 0.0000 1.095E+04 0.0000E+00 20.220289 0.000000 434.053 4,565.95
2.0236 2.0236 0.0000 1.452E+04 0.0000E+00 21.985845 0.000000 471.953 4,528.05
2.6827 2.6827 0.0000 1.925E+04 0.0000E+00 23.291704 0.000000 499.985 4,500.02
3.5565 3.5565 0.0000 2.552E+04 0.0000E+00 24.172123 0.000000 518.884 4,481.12
4.7149 4.7149 0.0000 3.383E+04 0.0000E+00 24.726540 0.000000 530.785 4,469.21
6.2506 6.2506 0.0000 4.485E+04 0.0000E+00 25.070907 0.000000 538.178 4,461.82
8.2864 8.2864 0.0000 5.946E+04 0.0000E+00 25.300736 0.000000 543.111 4,456.89

10.9854 10.9854 0.0000 7.883E+04 0.0000E+00 25.477769 0.000000 546.911 4,453.09
14.5635 14.5635 0.0000 1.045E+05 0.0000E+00 25.634435 0.000000 550.274 4,449.73
19.3070 19.3070 0.0000 1.385E+05 0.0000E+00 25.784602 0.000000 553.498 4,446.50
25.5955 25.5955 0.0000 1.837E+05 0.0000E+00 25.932907 0.000000 556.681 4,443.32
33.9322 33.9322 0.0000 2.435E+05 0.0000E+00 26.080363 0.000000 559.847 4,440.15
44.9843 44.9843 0.0000 3.228E+05 0.0000E+00 26.226968 0.000000 562.994 4,437.01
59.6362 59.6362 0.0000 4.279E+05 0.0000E+00 26.372626 0.000000 566.120 4,433.88
79.0604 79.0604 0.0000 5.673E+05 0.0000E+00 26.517351 0.000000 569.227 4,430.77

104.8113 104.8113 0.0000 7.521E+05 0.0000E+00 26.661248 0.000000 572.316 4,427.68
138.9496 138.9496 0.0000 9.971E+05 0.0000E+00 26.804463 0.000000 575.390 4,424.61
184.2070 184.2070 0.0000 1.322E+06 0.0000E+00 26.947136 0.000000 578.453 4,421.55
244.2053 244.2053 0.0000 1.752E+06 0.0000E+00 27.089393 0.000000 581.507 4,418.49
323.7458 323.7458 0.0000 2.323E+06 0.0000E+00 27.231332 0.000000 584.554 4,415.45
429.1934 429.1934 0.0000 3.080E+06 0.0000E+00 27.373033 0.000000 587.595 4,412.40
568.9866 568.9866 0.0000 4.083E+06 0.0000E+00 27.514554 0.000000 590.633 4,409.37
754.3120 754.3120 0.0000 5.413E+06 0.0000E+00 27.655941 0.000000 593.668 4,406.33

End of DD 1,000.0000 1,000.0000 0.0000 7.176E+06 0.0000E+00 27.797226 0.000000 596.701 4,403.30
=Start of BU 1,000.0010 1,000.0010 0.0010 7.176E+06 7.1758E+00 27.797226 0.029065 596.077 4,403.92

1,000.0013 1,000.0013 0.0013 7.176E+06 9.5151E+00 27.797226 0.038532 595.874 4,404.13
1,000.0018 1,000.0018 0.0018 7.176E+06 1.2615E+01 27.797227 0.051069 595.605 4,404.39
1,000.0023 1,000.0023 0.0023 7.176E+06 1.6720E+01 27.797227 0.067657 595.249 4,404.75
1,000.0031 1,000.0031 0.0031 7.176E+06 2.2166E+01 27.797227 0.089647 594.777 4,405.22
1,000.0041 1,000.0041 0.0041 7.176E+06 2.9385E+01 27.797228 0.118758 594.152 4,405.85
1,000.0054 1,000.0054 0.0054 7.176E+06 3.8957E+01 27.797228 0.157296 593.325 4,406.68
1,000.0072 1,000.0072 0.0072 7.176E+06 5.1644E+01 27.797229 0.208262 592.231 4,407.77
1,000.0095 1,000.0095 0.0095 7.176E+06 6.8464E+01 27.797230 0.275642 590.784 4,409.22



Table 8.7 (Continued)

col 1 col 2 col 3 col 4 col 5 col 6 col 7 col 8 col 9

t (hr) Δt1+Δt (hr) Δt (hr) (Δt1+Δt)D (Δt)D
pwD

(Δt1+Δt)D pwD(Δt)D
pi−p(t)
(psi)

p(t)
(psia)

1,000.0126 1,000.0126 0.0126 7.176E+06 9.0766E+01 27.797232 0.364653 588.874 4,411.13
1,000.0168 1,000.0168 0.0168 7.176E+06 1.2032E+02 27.797234 0.482049 586.354 4,413.65
1,000.0222 1,000.0222 0.0222 7.176E+06 1.5952E+02 27.797237 0.636740 583.033 4,416.97
1,000.0295 1,000.0295 0.0295 7.176E+06 2.1148E+02 27.797240 0.840132 578.667 4,421.33
1,000.0391 1,000.0391 0.0391 7.176E+06 2.8035E+02 27.797245 1.106854 572.942 4,427.06
1,000.0518 1,000.0518 0.0518 7.176E+06 3.7167E+02 27.797252 1.455616 565.455 4,434.54
1,000.0687 1,000.0687 0.0687 7.176E+06 4.9272E+02 27.797260 1.909681 555.708 4,444.29
1,000.0910 1,000.0910 0.0910 7.176E+06 6.5321E+02 27.797271 2.497728 543.085 4,456.91
1,000.1207 1,000.1207 0.1207 7.177E+06 8.6596E+02 27.797286 3.253930 526.853 4,473.15
1,000.1600 1,000.1600 0.1600 7.177E+06 1.1480E+03 27.797306 4.217334 506.173 4,493.83
1,000.2121 1,000.2121 0.2121 7.177E+06 1.5219E+03 27.797332 5.429098 480.161 4,519.84
1,000.2812 1,000.2812 0.2812 7.178E+06 2.0177E+03 27.797367 6.926624 448.016 4,551.98
1,000.3728 1,000.3728 0.3728 7.178E+06 2.6748E+03 27.797412 8.732440 409.253 4,590.75
1,000.4942 1,000.4942 0.4942 7.179E+06 3.5461E+03 27.797473 10.837767 364.061 4,635.94
1,000.6551 1,000.6551 0.6551 7.180E+06 4.7010E+03 27.797554 13.183541 313.708 4,686.29
1,000.8685 1,000.8685 0.8685 7.182E+06 6.2322E+03 27.797661 15.648469 260.797 4,739.20
1,001.1514 1,001.1514 1.1514 7.184E+06 8.2621E+03 27.797802 18.057709 209.083 4,790.92
1,001.5264 1,001.5264 1.5264 7.187E+06 1.0953E+04 27.797990 20.220289 162.665 4,837.34
1,002.0236 1,002.0236 2.0236 7.190E+06 1.4521E+04 27.798238 21.985845 124.770 4,875.23
1,002.6827 1,002.6827 2.6827 7.195E+06 1.9250E+04 27.798568 23.291704 96.745 4,903.25
1,003.5565 1,003.5565 3.5565 7.201E+06 2.5520E+04 27.799004 24.172123 77.855 4,922.14
1,004.7149 1,004.7149 4.7149 7.210E+06 3.3833E+04 27.799582 24.726540 65.967 4,934.03
1,006.2506 1,006.2506 6.2506 7.221E+06 4.4852E+04 27.800347 25.070907 58.591 4,941.41
1,008.2864 1,008.2864 8.2864 7.235E+06 5.9461E+04 27.801360 25.300736 53.679 4,946.32
1,010.9854 1,010.9854 10.9854 7.255E+06 7.8829E+04 27.802699 25.477769 49.907 4,950.09
1,014.5635 1,014.5635 14.5635 7.280E+06 1.0450E+05 27.804469 25.634435 46.582 4,953.42
1,019.3070 1,019.3070 19.3070 7.314E+06 1.3854E+05 27.806805 25.784602 43.409 4,956.59
1,025.5955 1,025.5955 25.5955 7.359E+06 1.8367E+05 27.809886 25.932907 40.292 4,959.71
1,033.9322 1,033.9322 33.9322 7.419E+06 2.4349E+05 27.813942 26.080363 37.213 4,962.79
1,044.9843 1,044.9843 44.9843 7.499E+06 3.2280E+05 27.819268 26.226968 34.181 4,965.82
1,059.6362 1,059.6362 59.6362 7.604E+06 4.2794E+05 27.826242 26.372626 31.204 4,968.80
1,079.0604 1,079.0604 79.0604 7.743E+06 5.6732E+05 27.835341 26.517351 28.292 4,971.71
1,104.8113 1,104.8113 104.8113 7.928E+06 7.5210E+05 27.847153 26.661248 25.457 4,974.54
1,138.9496 1,138.9496 138.9496 8.173E+06 9.9707E+05 27.862395 26.804463 22.710 4,977.29
1,184.2070 1,184.2070 184.2070 8.498E+06 1.3218E+06 27.881911 26.947136 20.066 4,979.93
1,244.2053 1,244.2053 244.2053 8.928E+06 1.7524E+06 27.906661 27.089393 17.544 4,982.46
1,323.7458 1,323.7458 323.7458 9.499E+06 2.3231E+06 27.937692 27.231332 15.163 4,984.84
1,429.1934 1,429.1934 429.1934 1.026E+07 3.0798E+06 27.976067 27.373033 12.945 4,987.06
1,568.9866 1,568.9866 568.9866 1.126E+07 4.0829E+06 28.022787 27.514554 10.910 4,989.09
1,754.3120 1,754.3120 754.3120 1.259E+07 5.4128E+06 28.078674 27.655941 9.074 4,990.93

End of BU 2,000.0000 2,000.0000 1,000.0000 1.435E+07 7.1758E+06 28.144277 27.797226 7.450 4,992.55

Figure 8.50 Comparison of simulated and actual log-log diagnostic plot.



Step 3: create the superposition plot for the buildup test
using simulated pressure and compare with the super-
position plot from the actual pressure response
(Fig. 8.51). Since the buildup test considered in this
problem is the first following the first drawdown, the
superposition plot reduces to the Horner plot. Exercise
7.7 shows how to create the superposition plot and
Exercise 7-6 shows how to create the Horner plot.

The entire calculation in Exercise 8.2 describes forward
simulation in well test analysis. This is a very important
verification step to ensure that calculated well test para-
meters characterizing the well–reservoir system can simu-
late the entire pressure history. The process of forward
simulation is summarized with Fig. 8.52.

8.5.1.5. Regression and Simulation Match. In Exercise
8.2, the input parameters simulate pressure, the log-log
diagnostic plot, and the Horner (superposition) correctly
with minimum error. This may not be true in all cases.
Where there is a need to improve the match, regression is
used to improve the simulation match. Regression involves
defining the square of the normalized error between the
measured yj and the estimated property y (xj : a), thenmini-
mizing the sum of the square of the normalized error:

ε2 =
n

j = 1

yj−y xj a

yj

2

(8.82)

where yj is the measured property, y(xj : a) is an estimated
property, a is the vector of the parameter to be estimated,
and ε2 is the sum of the square of the normalized error,
which is the objective function to be minimized.

Figure 8.51 Comparison of simulated and actual pressure on
Horner plot.

Figure 8.52 Summary of forward simulation for Exercise 8.2.
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For a homogeneous reservoir with wellbore storage and
skin effect, the objective function to be minimized can be
defined as:

ε2 =
n

j = 1

pj−p tj,C,k,S,pi
pj

2

(8.83)

where pj is the measured pressure, p(tj, C, k, S, pj) is the
estimated pressure, and (C, k, S, pj) is the model param-
eter to be estimated.
In a spreadsheet, this can be achieved using the “Solver”

option.

8.5.1.6. Wellbore Storage and Skin Effect.One conven-
ient way of adding wellbore storage (WBS) and skin effect
to any well test interpretation model is to formulate the
model without WBS and skin effect (fundamental solu-
tion), then addWBS and skin effect in the Laplace domain.
Wellbore storage (WBS) and skin effect can be added to
anywell test analysismodel in the Laplace domain by using
equation (8.65). Hence, for pressure measured at the
wellbore (rD = 1), wellbore storage and skin effect can be
added to the fundamental equation using:

pD s,S,CD =
spD s + S

s 1+CDs spD s + S

VanEverdingenandHurst, 1949;Agarwaletal ., 1970 ].

(8.84)

pD s is any fundamental solution (model without well-
bore storage and skin effect); pD s,S,CD is the model
with wellbore storage and skin effect.
Changing the WBS is often encountered when there is a

phase change during well testing. The phenomenon of
changing WBS is discussed in Section 8.6.2.2. Changing
wellbore storage can be included in any well test
analysis model in the Laplace domain using:

pD s,S,CD,CφD,αD

=
spD s + S 1+ s2 ×CD

CφD
s − CφD

s+ 1
αD

s 1 +CDs spD s + S

Fair, 1979;Hegemanetal ., 1993

(8.85)

where

CD =
0 8936

ϕcthr2wC

αD =
0 000264kr
ϕμctr2w

α

CϕD =
krh

141 2qBμ
Cϕ

Cϕ is the changing-storage pressure parameter

Fig. 8.53 is the well test simulation showing the
effect of skin on the well test diagnostic plot. As the
skin effect increases, the distance between the radial
flow stabilization line on Δp’ and the corresponding
Δp increases.
Fig. 8.54 shows the effect on well test behavior of chan-

ging the wellbore storage constant (C). As C increases, the
early part of reservoir behavior characterizing radial flow
stabilization may be masked by storage effect.

8.5.1.7. Limited Entry Well. Parameters defining a lim-
ited entry (partial penetrating) are shown in Fig. 8.55.
Penetration ratio is defined as:

b =
hp
h

(8.86)

where hp is completion interval and defined as:

hp = h2−h1 (8.87)

Figure 8.53 Effect of skin effect on well test behavior.

Figure 8.54 Effect of changing WBS on well test behavior.
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Intervals in Fig. 8.55 are defined in dimensionless vari-
ables as:

hpD =
hp
rw

kr
kz

(8.88)

hD =
h
rw

kr
kz

(8.89)

h1D =
h1
h

(8.90)

h2D =
h2
h

(8.91)

and b is also defined as:

b = h2D−h1D (8.92)

Limited entry creates an additional pressure drop com-
pared to a fully completed well. The effective (apparent)
skin due to the combined effect of wellbore damage
(mechanical or true skin) and converging flow (comple-
tion) skin is expressed as:

Sa =
Sw
b

+Sc (8.93)

where

Sc =
2

π2b2
∞

n= 1

1
n2

sin nπh2D −sin nπh1D
2

k0
nπ
hD

,

Stewart, 2010

(8.94)

Sw is the mechanical (true) skin, and Sc is the completion
skin due to the limited entry effect.
Where the first radial flow stabilization on the Δp is

evident due to low
kz
kr
, kr can be calculated, since the first

radial flow stabilization line corresponds to krhp, as
shown in Fig. 8.56. It is not uncommon that the first radial
flow stabilization line is not obvious and, hence, the sec-
ond radial flow stabilization, which corresponds to krh,

is the most reliable feature to determine kr. With kr deter-
mined, kz can then be determine using equation (7.65),
where ks is determined from a spherical flow regime as
discussed in Chapter 7 (7.3.1.4) and Section 8.4.3.6.

Fig. 8.57 shows the effect of
kz
kr

(changing kz while kr is

constant for all cases on the plot) on well test behavior.

The smaller the
kz
kr
, the more accentuated is the first radial

flow stabilization on the derivative and the longer it takes
for the second radial flow to manifest.

8.5.1.8. Fractures. The effect of fractured wells can be
captured in interpretation models using effective wellbore
radius as described in equation (7.55) and demonstrated
with Exercise 8.3. Equation (8.95) shows the relationship
between effective wellbore radius (rwe), wellbore radius
(rw), and wellbore skin effect (S).

Figure 8.55 Schematic of a limited entry well.

Figure 8.56 Log-log diagnostic plot of a well with limited entry.

Figure 8.57 Effect of
kz
kr

on limited entry well test behavior.
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rwe = rwe−S (8.95)

A schematic of a vertical hydraulic fracture showing
fracture length is shown in Fig. 8.58.
Infinite Conductivity Fracture
Effective well bore radius determined from equation

(8.95) can be related to fracture half-length (xf) using:

rwe =
xf
2

(8.96)

Calculation of fracture half-length from skin effect in a
fractured well is demonstrated in Exercise 8.3
Finite Conductivity Fracture
Finite conductivity fractures can be described with

flow capacity (kfwf.). Flow capacity in dimensionless
form is called dimensionless fracture conductivity or sim-
ply fracture conductivity and is expressed as [Cinco-Ley
et al., 1978]:

FCD = kfDwfD =
kfwf

kxf
, (8.97)

As shown above, a low permeability reservoir will tend
to have high FCD except in cases where fracture permea-
bility is low. Fracture conductivity (FCD) can be signifi-
cantly improved by propping fracture to give a large
fracture width (wf). FCD provides an approach for evalu-
ating effectiveness of fracture job carried out using the
following FCD ranges:
FCD <10 for ineffective treatment.
10 < FCD < 50 for effective treatment.
FCD >50 for very effective treatment.
As in other fracturemodels discussed, fracture properties

can be related to effective wellbore radius and then skin
effect. A Cinco-Ley type curve provides the relationship
between FCD and effective wellbore radius (Fig. 8.59).
For FCD ≤0.1:

rwe = 0 28
kfwf

k
(8.98)

Based on the definition of FCD, when it is greater than
300, fracture can be defined as infinite conductivity.

Fig. 8.60 shows the well test simulation of a well with an
infinite conductivity fracture with varying xf. Increasing xf
increases the time when the radial flow/reservoir property
will manifest.
Fig. 8.61 shows the well test simulation of a well with a

finite conductivity fracture with varying FCD. As FCD

increases the 1/4 characteristic behavior of FCF may be
less accentuated.

Figure 8.58 Schematic of a vertical hydraulic fracture.
Figure 8.59 Cinco-Ley type curve for finite conductivity
[Adapted from Cinco-Ley, Samaniego, & Dominguez, 1978].

Figure 8.60 Effect of xf on ICF well test behavior.

Figure 8.61 Effect of FCD on FCF well test behavior.
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Exercise 8.3 Use of EffectiveWellbore Radius to Define
Wellbore Fractures in Interpretation Models
A well test was carried out on a hydraulically fractured

well with a wellbore radius of 0.35 ft in a 35 ft net pay
reservoir with porosity of 0.23 and ct of 4.7 E-5 psi−1.
Pressure–rate history for the well test is shown in
Table 8.8. Oil produced has a viscosity of 0.75 cp at res-
ervoir condition and formation volume factor of 1.2 stb/
rb. Reservoir properties estimation from seismic inversion
and geostatistical interpolation of properties from other
wells suggest a fairly homogeneous reservoir.
1. Identify the start and end of each flow regime.
2. Determine the well test interpretation model.
3. Determine the well test interpretation parameters.
4. Simulate pressure response and compare with actual

pressure measured.
5. Refine simulated pressure response using regression

where required.

Solution.
1. Data preparation
This involves examination of the entire pressure–rate

history, defining flow periods (drawdown and buildup)
(Fig. 8.62), identifying and removing outliers (where they
exist).
2. Diagnosis of well test
Diagnosis involves examination of the log-log diagnos-

tic plot (log-log pressure change and derivative) to identify
flow regimes that help in defining the well test interpreta-
tion model. Fig. 8.63 shows the derivative of the buildup
test with important flow regimes that characterize well
and reservoir behavior. Exercise 8.1 discusses well test
derivative calculation and plotting of log-log diagnostic
plots for well test analysis.
3. Defining the well test interpretation model
From diagnosis, the well-reservoir system is character-

ized as: infinite conductivity well behavior (linear flow),

Table 8.8 Well Test Data (Pressure–Rate History) for Exercise 8.3.

Time Rate Pressure Time Rate Pressure Time Rate Pressure
(hr) (stb/D) (psia) (hr) (stb/D) (psia) (hr) (stb/D) (psia)

0.0006 107 6,731.888 8.0099 107 6,716.558 550.0880 0 6,696.615
0.0007 107 6,731.861 10.6188 107 6,715.247 550.1167 0 6,696.990
0.0010 107 6,731.828 14.0775 107 6,713.891 550.1546 0 6,697.410
0.0013 107 6,731.789 18.6627 107 6,712.495 550.2050 0 6,697.879
0.0017 107 6,731.743 24.7414 107 6,711.064 550.2718 0 6,698.400
0.0023 107 6,731.688 32.7999 107 6,709.603 550.3603 0 6,698.977
0.0030 107 6,731.623 43.4832 107 6,708.115 550.4777 0 6,699.613
0.0040 107 6,731.548 57.6462 107 6,706.605 550.6333 0 6,700.310
0.0052 107 6,731.460 76.4223 107 6,705.076 550.8395 0 6,701.072
0.0070 107 6,731.358 101.3138 107 6,703.532 551.1130 0 6,701.898
0.0092 107 6,731.241 134.3129 107 6,701.974 551.4755 0 6,702.789
0.0122 107 6,731.105 178.0602 107 6,700.406 551.9561 0 6,703.745
0.0162 107 6,730.950 236.0564 107 6,698.830 552.5932 0 6,704.766
0.0215 107 6,730.772 312.9426 107 6,697.246 553.4378 0 6,705.847
0.0285 107 6,730.569 414.8716 107 6,695.657 554.5575 0 6,706.987
0.0378 107 6,730.339 550.0000 107 6,694.063 556.0420 0 6,708.181
0.0501 107 6,730.077 550.0006 0 6,694.175 558.0099 0 6,709.423
0.0664 107 6,729.781 550.0007 0 6,694.203 560.6188 0 6,710.708
0.0880 107 6,729.447 550.0010 0 6,694.235 564.0775 0 6,712.029
0.1167 107 6,729.072 550.0013 0 6,694.274 568.6627 0 6,713.379
0.1546 107 6,728.652 550.0017 0 6,694.321 574.7414 0 6,714.750
0.2050 107 6,728.182 550.0023 0 6,694.375 582.7999 0 6,716.133
0.2718 107 6,727.660 550.0030 0 6,694.440 593.4832 0 6,717.518
0.3603 107 6,727.082 550.0040 0 6,694.515 607.6462 0 6,718.894
0.4777 107 6,726.445 550.0052 0 6,694.603 626.4223 0 6,720.250
0.6333 107 6,725.746 550.0070 0 6,694.705 651.3138 0 6,721.574
0.8395 107 6,724.983 550.0092 0 6,694.823 684.3129 0 6,722.851
1.1130 107 6,724.154 550.0122 0 6,694.958 728.0602 0 6,724.068
1.4755 107 6,723.259 550.0162 0 6,695.113 786.0564 0 6,725.210
1.9561 107 6,722.298 550.0215 0 6,695.291 862.9426 0 6,726.264
2.5932 107 6,721.271 550.0285 0 6,695.494 964.8716 0 6,727.219
3.4378 107 6,720.181 550.0378 0 6,695.724 1,100.0000 0 6,728.068
4.5575 107 6,719.029 550.0501 0 6,695.986
6.0420 107 6,717.821 550.0664 0 6,696.281
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reservoir with homogeneous behavior, and infinite acting
boundary behavior. This system can thus be described as
an infinite acting homogeneous reservoir with infinite con-
ductivity (high conductivity) well.
4. Model parameters
Wellbore Storage Constant Calculation
The WBS effect may be masked by the fracture behav-

ior as seen in most cases. This does not mean it does not
not exit. Fitting a WBS slope of 1 through the first point
on the diagnostic plot will give a C value larger than
actual C value that fit the entire pressure data. However,
this value will be refined using regression in forward
simulation.From Fig. 8.64:

mWBS =
qB
24C

=204 068 psi/hr

Hence,

C=
qB

24mWBS
=

107× 1 2
24× 204 068

= 0 0026 bbl/psi

C = 0 026bbl/psi

Radial Permeability Calculation
From Fig. 8.65:

0 4343mRF = 5 62 psi

Therefore:

mRF =
5 62
0 4343

= 12 94 psi/ log cycle

From equation (7.69):

kr =
162 6qBμ
mRFh

Given q = 107 stb/D, B = 1.2 stb/rb, and μ = 0.75 cp:

kr =
162 6× 107× 1 2× 0 75

12 94× 35
= 34 6 mD

kr = 34 6mD

Skin Calculation from Radial Flow
From Fig. 8.65:

Δprad = 34 00psi andΔprad = 5 62psi

Figure 8.62 Pressure–rate history showing drawdown and
buildup test.

Figure 8.63 Log-log diagnostic plot for buildup test showing
flow regimes.

Figure 8.64 mWBS calculation from the log-log diagnostic plot.

Figure 8.65 Log-log diagnostic plot with Δprad and Δp’rad
calculation.

WELL TEST ANALYSIS 277



Substituting Δprad and Δp rad into equation (8.21):

S = 1 15
0 4342Δprad

Δprad
− log

ktpΔtrad
1698244ϕμctr2w tp +Δtrad

S = 1 15
0 4342× 34

5 62

− log
34 6× 550× 550

1698244× 0 23× 0 75× 4 7× 10−5 × 0 352 × 550+ 550

= −4 7

S = −4 7

Fracture Half-Length (xf) Calculation
From Fig. 8.66:

mLF = 8 61psi/hr−1/2

From equation (8.29):

mLF = 4 06
qB
hxf

μ
ϕctk

Substituting values of q, B, h, μ, ϕ, ct, and k:

8 61= 4 06
107× 1 2
35× xf

0 75

0 23× 4 7× 10−5 × 34 6

Making xf the subject of the formula:

xf = 77 5 ft

Skin Calculation from Fracture Half-Length (xf)
The skin effrct can also be calculated form fracture

properties.
From equation (8.95): rwe = rwe−S

Also from equation (8.96): rwe =
xf
2

Substituting rwe =
xf
2

from equation (8.96) into equa-

tion (8.95):
xf
2
= rwe−S

Solving for S:

S= − ln
xf
2rw

(8.99)

Hence:

S= − ln
77 5

2× 0 35

S = −4.7.

Note the consistency in skin values from radial flow
(Δprad and Δp rad method) and from fracture half-length
method.

Initial Reservoir Pressure Calculation
p ∗ (from radial flow extrapolation on superposition or

Horner plot, Fig. 8.67) equals initial reservoir pressure for
infinitely acting reservoir system.
Hence, p∗ = pi = 6731.92 psia.
5. Interpretation model consistency check (see

Table 8.9)
6. Forward Simulation
From equation (8.63), active well response is defined by:

pwD s,S,CD,rD =

K0 rD s
sK1 s

+ S

s 1+CDs
K0 rD s
sK1 s

+ S

Figure 8.66 mLF calculation from the log-log diagnostic plot. Figure 8.67 Horner plot with extrapolation of RF line to p∗.

Table 8.9 Model Consistency Check.

Near wellbore Reservoir Boundaries

Well was mentioned to have been
hydraulically fractured. Hence, infinite
conductivity fracture is consistent with
well engineering information.

Geophysical information supports
homogeneous behavior.

Flat derivative is a clear indication of
homogeneous radial flow behavior.
There is no reason to suggest
otherwise.

Infinite acting reservoir system suggests no
boundary effect was observed. There is
no reason to suggest otherwise for now,
except structural analysis indicates
boundaries within the radius of
investigation.
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For pressure measured at wellbore, rD = 1, hence:

pwD s,S,CD =

K0 s
sK1 s

+ S

s 1+CDs
K0 s
sK1 s

+ S

Following the steps described Exercise 8.2 with negative
skin included in the interpretation model, using the
equivalent wellbore radius described in equation (8.95):

rwe = rwe−S

Substituting values of rw and S into the above
equation:

rwe = 0 35× e− −4 7 = 38 48 ft

Solution of the forward simulation is shown in
Table 8.10 and summarized with plots in Fig. 8.68.
The match in Fig. 8.68 can be improved using total
least square regression, which can be setup in a spread-
sheet as shown in Table 8.11. The regression equation
defined in equation (8.82) can be used to improve the
match on pressure prediction as shown below:

ε2pressure =
n

j = 1

pj−p tj,C,k,S,pi
pj

2

Total least regression can also be carried out on the
derivative in similar way as carried out on pressure:

ε2derivative =
n

j = 1

Δpj−Δp tj,C,k,S,pi
Δpj

2

The solution setup for regression on the pressure
change derivative is shown in Table 8.12.
The sum of square of normalized error on pressure
match from Table 8.11 is:

ε2pressure =
n

j = 1

pj−p tj,C,k,S,pi
pj

2

= 5 02E−07

While the sum of square of normalized error on pres-
sure change derivative match from Table 8.12 is:

ε2derivative =
n

j = 1

Δpj−Δp tj,C,k,S,pi
Δpj

2

= 1 75E−01

Derivative match is generally sensitive to changes in
parameters and, as such, it is often beneficial to carry
out regression on the derivative plot.
The objective function, the sum of normalized

square, is set to minimumwith C, k, S, and pi changing.
This can be done using solver in a spreadsheet.

For software implementation, regression should be made
possible on a log-log derivative plot, superposition function
plot, and pressure history plot. Updated parameters from
regression on any of the plots should automatically update
all matches on every plot accordingly.

Fig. 8.69 shows the improved match after regression and
Table 8.13 shows initial and refined parameters after
regression.

8.5.1.9. Slant Wells. Slant wells (Fig. 8.70) increase the
well contact with the reservoir, thereby increasing well
deliverability. Increasing well–reservoir contact can help
in reducing the rate-dependent skin effect, especially in
gas wells. Slant wells improve deliverability, thus creating
a negative apparent skin effect relative to reservoir
behavior.
Apparent skin effect due to a slant well is a combined

effect of the true (mechanical) skin effect (Sw) and the
geometric skin effect (Sg) [Cinco-Ley et al., 1975]:

Sa =
cosψw

cos2ψw +
kz
kr

Sin2ψw

Sw +Sg (8.100)

where geometric skin effect is defined as:

Sg =
cosψw

cos2ψw + kz
kr

sin2ψw

− ln

1+
1

cos2ψw + kz
kr

sin2ψw

2

+
ψw

41

2 06

−
ψw

56

1 865

log
h

100rw

kr
kv

(8.101)

and

ψg = tan−1 kz
kr
tanψ (8.102)

Fig. 8.71 shows thewell test simulationofa slantwellwith
varying slant angle (ψ). As slant angle increases, skin effect
reduces and, at high slant angle, the well test behavior of a
slant well tends to horizontal well behavior, as shown in
Fig. 8.71.

8.5.1.10. Horizontal Well. Horizontal wells can be
modeled with one or a combination of no-flow boundary
and constant pressure boundaries (Fig. 8.72).
The solution for a horizontal well model in the time

domain can be expressed [Kuchuk et al., 1991] as:

pD tD = 2πhD

tD

0

dτGx τ Gy τ Gz τ , (8.103)
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Table 8.10 Solution of Forward Simulation for Exercise 8.3.

(Δt1+Δt)D (Δt)D pD(Δt1+Δt)D pD(Δt)D
pi−p(t)
(psi)

p(t)
(psia) (Δt1+Δt)D (Δt)D pD(Δt1+Δt)D pD(Δt)D

pi−p(t)
(psi)

p(t)
(psia)

3.43E−04 0.00E+00 0.007064 0.000000 0.079315 6,731.84 3.94E−01 0.00E+00 0.543528 0.000000 6.102940 6,725.82
4.54E−04 0.00E+00 0.008944 0.000000 0.100432 6,731.82 5.23E−01 0.00E+00 0.611212 0.000000 6.862922 6,725.06
6.02E−04 0.00E+00 0.011268 0.000000 0.126524 6,731.79 6.93E−01 0.00E+00 0.684639 0.000000 7.687388 6,724.23
7.98E−04 0.00E+00 0.014118 0.000000 0.158519 6,731.76 9.19E−01 0.00E+00 0.763915 0.000000 8.577523 6,723.34
1.06E−03 0.00E+00 0.017595 0.000000 0.197563 6,731.72 1.22E+00 0.00E+00 0.848983 0.000000 9.532703 6,722.39
1.40E−03 0.00E+00 0.021804 0.000000 0.244820 6,731.68 1.62E+00 0.00E+00 0.939756 0.000000 10.551926 6,721.37
1.86E−03 0.00E+00 0.026864 0.000000 0.301639 6,731.62 2.14E+00 0.00E+00 1.036061 0.000000 11.633277 6,720.29
2.47E−03 0.00E+00 0.032903 0.000000 0.369449 6,731.55 2.84E+00 0.00E+00 1.137656 0.000000 12.774025 6,719.15
3.27E−03 0.00E+00 0.040065 0.000000 0.449868 6,731.47 3.76E+00 0.00E+00 1.244237 0.000000 13.970756 6,717.95
4.33E−03 0.00E+00 0.048506 0.000000 0.544644 6,731.38 4.99E+00 0.00E+00 1.355451 0.000000 15.219504 6,716.70
5.74E−03 0.00E+00 0.058390 0.000000 0.655621 6,731.26 6.61E+00 0.00E+00 1.470907 0.000000 16.515898 6,715.40
7.62E−03 0.00E+00 0.069905 0.000000 0.784924 6,731.14 8.77E+00 0.00E+00 1.590197 0.000000 17.855322 6,714.06
1.01E−02 0.00E+00 0.083250 0.000000 0.934764 6,730.99 1.16E+01 0.00E+00 1.712900 0.000000 19.233079 6,712.69
1.34E−02 0.00E+00 0.098639 0.000000 1.107553 6,730.81 1.54E+01 0.00E+00 1.838605 0.000000 20.644539 6,711.28
1.77E−02 0.00E+00 0.116311 0.000000 1.305989 6,730.61 2.04E+01 0.00E+00 1.966915 0.000000 22.085259 6,709.83
2.35E−02 0.00E+00 0.136519 0.000000 1.532886 6,730.39 2.71E+01 0.00E+00 2.097462 0.000000 23.551087 6,708.37
3.12E−02 0.00E+00 0.159535 0.000000 1.791323 6,730.13 3.59E+01 0.00E+00 2.229906 0.000000 25.038222 6,706.88
4.13E−02 0.00E+00 0.185650 0.000000 2.084550 6,729.84 4.76E+01 0.00E+00 2.363945 0.000000 26.543257 6,705.38
5.48E−02 0.00E+00 0.215170 0.000000 2.416006 6,729.50 6.31E+01 0.00E+00 2.499311 0.000000 28.063192 6,703.86
7.27E−02 0.00E+00 0.248409 0.000000 2.789230 6,729.13 8.37E+01 0.00E+00 2.635771 0.000000 29.595425 6,702.32
9.63E−02 0.00E+00 0.285692 0.000000 3.207853 6,728.71 1.11E+02 0.00E+00 2.773130 0.000000 31.137736 6,700.78
1.28E−01 0.00E+00 0.327339 0.000000 3.675485 6,728.24 1.47E+02 0.00E+00 2.911218 0.000000 32.688246 6,699.23
1.69E−01 0.00E+00 0.373666 0.000000 4.195660 6,727.72 1.95E+02 0.00E+00 3.049898 0.000000 34.245392 6,697.67
2.24E−01 0.00E+00 0.424970 0.000000 4.771716 6,727.15 2.58E+02 0.00E+00 3.189053 0.000000 35.807877 6,696.11
2.98E−01 0.00E+00 0.481517 0.000000 5.406652 6,726.51 3.43E+02 0.00E+00 3.328589 0.000000 37.374640 6,694.55
3.43E+02 3.43E−04 3.328590 0.007064 37.295331 6,694.62 3.43E+02 3.94E−01 3.329159 0.543528 31.278102 6,700.64
3.43E+02 4.54E−04 3.328590 0.008944 37.274216 6,694.65 3.43E+02 5.23E−01 3.329345 0.611212 30.520204 6,701.40
3.43E+02 6.02E−04 3.328590 0.011268 37.248126 6,694.67 3.43E+02 6.93E−01 3.329591 0.684639 29.698499 6,702.22
3.43E+02 7.98E−04 3.328590 0.014118 37.216134 6,694.70 3.44E+02 9.19E−01 3.329916 0.763915 28.812022 6,703.11
3.43E+02 1.06E−03 3.328591 0.017595 37.177094 6,694.74 3.44E+02 1.22E+00 3.330348 0.848983 27.861689 6,704.06
3.43E+02 1.40E−03 3.328591 0.021804 37.129843 6,694.79 3.44E+02 1.62E+00 3.330920 0.939756 26.848884 6,705.07
3.43E+02 1.86E−03 3.328592 0.026864 37.073032 6,694.85 3.45E+02 2.14E+00 3.331676 1.036061 25.776030 6,706.14
3.43E+02 2.47E−03 3.328593 0.032903 37.005231 6,694.91 3.45E+02 2.84E+00 3.332678 1.137656 24.646528 6,707.27
3.43E+02 3.27E−03 3.328594 0.040065 36.924825 6,695.00 3.46E+02 3.76E+00 3.334003 1.244237 23.464670 6,708.46
3.43E+02 4.33E−03 3.328595 0.048506 36.830067 6,695.09 3.48E+02 4.99E+00 3.335753 1.355451 22.235578 6,709.68
3.43E+02 5.74E−03 3.328597 0.058390 36.719112 6,695.20 3.49E+02 6.61E+00 3.338065 1.470907 20.965139 6,710.95
3.43E+02 7.62E−03 3.328600 0.069905 36.589840 6,695.33 3.51E+02 8.77E+00 3.341113 1.590197 19.659938 6,712.26
3.43E+02 1.01E−02 3.328604 0.083250 36.440040 6,695.48 3.54E+02 1.16E+01 3.345125 1.712900 18.327231 6,713.59
3.43E+02 1.34E−02 3.328608 0.098639 36.267304 6,695.65 3.58E+02 1.54E+01 3.350395 1.838605 16.974943 6,714.95
3.43E+02 1.77E−02 3.328615 0.116311 36.068939 6,695.85 3.63E+02 2.04E+01 3.357296 1.966915 15.611716 6,716.31
3.43E+02 2.35E−02 3.328623 0.136519 35.842136 6,696.08 3.70E+02 2.71E+01 3.366301 2.097462 14.246998 6,717.67
3.43E+02 3.12E−02 3.328634 0.159535 35.583824 6,696.34 3.79E+02 3.59E+01 3.377994 2.229906 12.891156 6,719.03
3.43E+02 4.13E−02 3.328649 0.185650 35.290761 6,696.63 3.90E+02 4.76E+01 3.393085 2.363945 11.555568 6,720.36
3.43E+02 5.48E−02 3.328668 0.215170 34.959524 6,696.96 4.06E+02 6.31E+01 3.412413 2.499311 10.252657 6,721.67
3.43E+02 7.27E−02 3.328694 0.248409 34.586589 6,697.33 4.26E+02 8.37E+01 3.436935 2.635771 8.995767 6,722.92
3.43E+02 9.63E−02 3.328728 0.285692 34.168351 6,697.75 4.54E+02 1.11E+02 3.467693 2.773130 7.798811 6,724.12
3.43E+02 1.28E−01 3.328774 0.327339 33.701229 6,698.22 4.90E+02 1.47E+02 3.505750 2.911218 6.675627 6,725.24
3.43E+02 1.69E−01 3.328834 0.373666 33.181728 6,698.74 5.38E+02 1.95E+02 3.552110 3.049898 5.639030 6,726.28
3.43E+02 2.24E−01 3.328914 0.424970 32.606567 6,699.31 6.01E+02 2.58E+02 3.607605 3.189053 4.699662 6,727.22
3.43E+02 2.98E−01 3.329019 0.481517 31.972818 6,699.95 6.85E+02 3.43E+02 3.672793 3.328589 3.864848 6,728.06
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for a constant pressure upper boundary.
Equation (8.103) can be converted to the Laplace

domain, then mechanical skin effect and wellbore storage
can then be added using equation (8.84).
A typical horizontal well in an homogeneous well dis-

plays three important features, as shown Fig. 8.32. Each
of the flow regime can be described by a straight-line

specialized equation as shown in equations (8.104)–
(8.114). These straight-lines can be used to provide initial
parameter value, which can then be refined with interpre-
tation model using regression.
Semi-log Straight Line for Vertical Radial Flow Regime
When vertical radial flow dominates in a horizontal

well, pressure response can be described [Kuchuk,
1995] using:

pi−pwf =Δp=
162 6qBμ
2 kzkxyL

log
kzkxyΔt
ϕμctr2w

−3 23+ 0 87Sw−2log
1
2

kz
kxy

4
+

kxy
kz

4
,

(8.104)

Assuming uniform mechanical skin effect, the total skin
factor (Stv) for early radial flow analysis can be expressed
as the combined effect of wellbore mechanical skin factor,
Sw, and skin effect due to anisotropy, Sani:

Stv = Sw +Sani = Sw− ln

kz
kxy

4 +
kxy
kz

4

2
(8.105)

Figure 8.68 Diagnostic, Horner and pressure simulation match with using calculated k, C, S, and pi.
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Table 8.11 Total Least Square Regression on Pressure History for Exercise 8.3.

Time (hr)
Actual

p(t) (psia)
Sim

p(t) (psia)
Normalized error

square Time (hr)
Actual

p(t) (psia)
Sim

p(t) (psia)
Normalized error

square

0.0006 6,731.89 6,731.84 5.39E−11 550.0006 6,694.18 6,693.51 9.76E−09
0.0007 6,731.86 6,731.82 4.36E−11 550.0007 6,694.20 6,693.54 9.91E−09
0.0010 6,731.83 6,731.79 3.40E−11 550.0010 6,694.24 6,693.56 1.01E−08
0.0013 6,731.79 6,731.76 2.55E−11 550.0013 6,694.27 6,693.60 1.02E−08
0.0017 6,731.74 6,731.71 1.85E−11 550.0017 6,694.32 6,693.64 1.04E−08
0.0023 6,731.69 6,731.66 1.32E−11 550.0023 6,694.38 6,693.69 1.05E−08
0.0030 6,731.62 6,731.60 9.44E−12 550.0030 6,694.44 6,693.75 1.06E−08
0.0040 6,731.55 6,731.53 7.21E−12 550.0040 6,694.52 6,693.82 1.07E−08
0.0052 6,731.46 6,731.44 6.33E−12 550.0052 6,694.60 6,693.91 1.07E−08
0.0070 6,731.36 6,731.34 6.84E−12 550.0070 6,694.71 6,694.01 1.07E−08
0.0092 6,731.24 6,731.22 9.19E−12 550.0092 6,694.82 6,694.13 1.06E−08
0.0122 6,731.11 6,731.08 1.45E−11 550.0122 6,694.96 6,694.27 1.05E−08
0.0162 6,730.95 6,730.92 2.48E−11 550.0162 6,695.11 6,694.44 1.02E−08
0.0215 6,730.77 6,730.73 4.34E−11 550.0215 6,695.29 6,694.62 9.91E−09
0.0285 6,730.57 6,730.51 7.48E−11 550.0285 6,695.49 6,694.84 9.50E−09
0.0378 6,730.34 6,730.26 1.25E−10 550.0378 6,695.72 6,695.09 9.00E−09
0.0501 6,730.08 6,729.98 2.02E−10 550.0501 6,695.99 6,695.37 8.43E−09
0.0664 6,729.78 6,729.66 3.16E−10 550.0664 6,696.28 6,695.69 7.79E−09
0.0880 6,729.45 6,729.30 4.76E−10 550.0880 6,696.62 6,696.05 7.09E−09
0.1167 6,729.07 6,728.89 6.95E−10 550.1167 6,696.99 6,696.46 6.34E−09
0.1546 6,728.65 6,728.44 9.85E−10 550.1546 6,697.41 6,696.91 5.56E−09
0.2050 6,728.18 6,727.93 1.36E−09 550.2050 6,697.88 6,697.42 4.77E−09
0.2718 6,727.66 6,727.37 1.83E−09 550.2718 6,698.40 6,697.98 3.99E−09
0.3603 6,727.08 6,726.75 2.40E−09 550.3603 6,698.98 6,698.60 3.24E−09
0.4777 6,726.45 6,726.07 3.08E−09 550.4777 6,699.61 6,699.28 2.53E−09
0.6333 6,725.75 6,725.33 3.87E−09 550.6333 6,700.31 6,700.02 1.90E−09
0.8395 6,724.98 6,724.52 4.77E−09 550.8395 6,701.07 6,700.83 1.35E−09
1.1130 6,724.15 6,723.64 5.74E−09 551.1130 6,701.90 6,701.70 9.00E−10
1.4755 6,723.26 6,722.71 6.79E−09 551.4755 6,702.79 6,702.63 5.44E−10
1.9561 6,722.30 6,721.70 7.88E−09 551.9561 6,703.75 6,703.63 2.87E−10
2.5932 6,721.27 6,720.63 8.98E−09 552.5932 6,704.77 6,704.69 1.20E−10
3.4378 6,720.18 6,719.51 1.00E−08 553.4378 6,705.85 6,705.81 2.99E−11
4.5575 6,719.03 6,718.32 1.10E−08 554.5575 6,706.99 6,706.98 3.31E−13
6.0420 6,717.82 6,717.09 1.19E−08 556.0420 6,708.18 6,708.21 1.33E−11
8.0099 6,716.56 6,715.80 1.27E−08 558.0099 6,709.42 6,709.47 5.13E−11

10.6188 6,715.25 6,714.47 1.33E−08 560.6188 6,710.71 6,710.77 9.86E−11
14.0775 6,713.89 6,713.10 1.38E−08 564.0775 6,712.03 6,712.11 1.43E−10
18.6627 6,712.49 6,711.70 1.41E−08 568.6627 6,713.38 6,713.47 1.76E−10
24.7414 6,711.06 6,710.26 1.42E−08 574.7414 6,714.75 6,714.84 1.93E−10
32.7999 6,709.60 6,708.80 1.42E−08 582.7999 6,716.13 6,716.23 1.93E−10
43.4832 6,708.11 6,707.32 1.40E−08 593.4832 6,717.52 6,717.61 1.78E−10
57.6462 6,706.60 6,705.82 1.37E−08 607.6462 6,718.89 6,718.98 1.52E−10
76.4223 6,705.08 6,704.30 1.33E−08 626.4223 6,720.25 6,720.32 1.20E−10

101.3138 6,703.53 6,702.77 1.28E−08 651.3138 6,721.57 6,721.64 8.55E−11
134.3129 6,701.97 6,701.23 1.22E−08 684.3129 6,722.85 6,722.90 5.39E−11
178.0602 6,700.41 6,699.68 1.16E−08 728.0602 6,724.07 6,724.10 2.82E−11
236.0564 6,698.83 6,698.13 1.09E−08 786.0564 6,725.21 6,725.23 1.05E−11
312.9426 6,697.25 6,696.57 1.03E−08 862.9426 6,726.26 6,726.27 1.41E−12
414.8716 6,695.66 6,695.00 9.57E−09 964.8716 6,727.22 6,727.21 5.94E−13
550.0000 6,694.06 6,693.43 8.88E−09 1100.0000 6,728.07 6,728.05 0.00E+00

ε2pressure=5.02E−07
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Table 8.12 Total Least Square Regression on Pressure Change Derivative of Buildup Data for Exercise 8.3.

Time
(hr)

Actual
Δp’ (psi)

Sim
Δp’ (psi)

Normalized error
square Time (hr)

Actual
Δp’ (psi)

Sim
Δp’ (psi)

Normalized error
square

0.0007 0.11 0.11 2.92E−02 0.8395 2.82 3.21 3.29E−03
0.0010 0.13 0.13 2.12E−02 1.1130 3.05 3.44 2.74E−03
0.0013 0.15 0.16 1.44E−02 1.4755 3.29 3.67 2.24E−03
0.0017 0.18 0.20 8.94E−03 1.9561 3.52 3.88 1.76E−03
0.0023 0.21 0.24 4.83E−03 2.5932 3.75 4.09 1.34E−03
0.0030 0.25 0.28 2.07E−03 3.4378 3.96 4.28 9.82E−04
0.0040 0.29 0.34 5.29E−04 4.5575 4.17 4.46 6.87E−04
0.0052 0.34 0.40 6.07E−06 6.0420 4.37 4.62 4.54E−04
0.0070 0.39 0.46 2.51E−04 8.0099 4.55 4.77 2.78E−04
0.0092 0.45 0.54 1.01E−03 10.6188 4.71 4.90 1.52E−04
0.0122 0.52 0.62 2.04E−03 14.0775 4.86 5.02 6.99E−05
0.0162 0.59 0.72 3.15E−03 18.6627 4.99 5.11 2.26E−05
0.0215 0.67 0.82 4.21E−03 24.7414 5.11 5.20 2.35E−06
0.0285 0.77 0.94 5.12E−03 32.7999 5.20 5.27 1.72E−06
0.0378 0.87 1.07 5.82E−03 43.4832 5.29 5.33 1.44E−05
0.0501 0.99 1.21 6.31E−03 57.6462 5.36 5.38 3.53E−05
0.0664 1.12 1.36 6.58E−03 76.4223 5.42 5.42 6.04E−05
0.0880 1.26 1.52 6.66E−03 101.3138 5.47 5.45 8.69E−05
0.1167 1.41 1.70 6.56E−03 134.3129 5.51 5.48 1.13E−04
0.1546 1.58 1.89 6.32E−03 178.0602 5.55 5.50 1.38E−04
0.2050 1.76 2.09 5.97E−03 236.0564 5.58 5.52 1.60E−04
0.2718 1.95 2.30 5.52E−03 312.9426 5.60 5.54 1.81E−04
0.3603 2.15 2.52 5.00E−03 414.8716 5.62 0.00 1.99E−04
0.4777 2.37 2.75 4.45E−03 550.0000 0.00 0.00 0.00E+00
0.6333 2.59 2.98 3.89E−03 ε2derivative=1.75E−01

Figure 8.69 Improved diagnostic, Horner and pressure simulation match.



Linear Flow Regime
During a linear dominated flow regime, pressure

response can be described as:

pi−pwf =Δp=
8 128qBμ

2Lh
μΔt

ϕμctkxy
+

141 2qBμ
2 kzkxyE

Sw

+
141 2qBμ

kxyh
Sz

(8.106)

This equation shows that Δp Δt. Hence a slope of
one half (½) on the diagnostic derivative plot is an impor-
tant characteristic of linear flow in the horizontal well
model. This behavior is similar to the ICF derivative
signature as shown in Section 8.4.3.4.
During the linear flow regime, the two skin effects, Sw

and Sz, are additive, where Sz is the partial penetrating
skin effect of the horizontal well located at zw in the
formation thickness and defined as.

Sz = −1 151
kxy
kz

h
L
log

πrw
h

1+
kv
kxy

sin
πzw
h

(8.107)
Pseudoradial Flow Regime
When a pseudoradial flow regime dominates in a hori-

zontal well, pressure response can be described using:

pi−pwf =Δp=
162 6qBμ

kxyh
log

kxyΔt
ϕμctL2 −2 53

+
141 2qBμ
2 kzkxyL

Sw +
141 2qBμ

kxyh
Szt

(8.108)

Szt is defined as:

Szt = Sz−0 5
kxy
kz

h2

L2

1
3
−
zw
h

+
z2w
h

(8.109)

Dimensionless parameters in EOF units are defined as:

pD =
kxyh

141 2qBμ
Δp (8.110)

tD =
0 000264kxy
ϕμctL2

1
2

Δt (8.111)
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h

L1
2

kxy
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(8.112)

zwD =
zw
L1

2

kxy
kz

(8.113)

rwD =
rw

2L1
2

1 +
kxy
kz

(8.114)

kxy kH and kz kv

Fig. 8.73 shows typical well test behavior of a horizontal
with skin components.
From Fig. 8.74, reduction in kz for fixed kxy (reduction

in
kz
kxy

), can cause vertical radial flow regime to be less

Table 8.13 Initial and Final Well Test Parameters Determined
from Analysis.

Parameter Initial Refined (final)

C (bbl/psi) 0.026 0.015
K (mD) 34.6 34

S −4.7 −4.8
pi (psia) 6,731.9 6,732

Figure 8.70 Schematic of a slant well.

Figure 8.71 Effect of slant angle on slant well test behavior.

Figure 8.72 Schematic of a horizontal well.
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accentuated. Also, in Fig. 8.75 reduction in L reduces the
level of the first radial flow stabilization, which corre-
sponds to vertical radial flow.

8.5.1.11. Reservoir Model. Double Porosity Model
Double porosity occurrence in reservoir charac-

terization was discussed in Chapter 7 (7.3.2.2) and
Section 8.4.4. The interpretation model for an infinite
acting double porosity (IADP) reservoir with WBS and
skin can be determined by replacing “s” with “sf(s)” in
the fundamental solution for an infinite acting radial
homogeneous (IARH) reservoir to obtain the fundamental
solution for IADP, and then adding the effect of WBS to
get the IADP with WBS and skin.
Starting with the fundamental solution for the

IARH model:

pwD s =
1
s
K0 rD s
sK1 s

Replacing s with sf(s) in the fundamental solution for

IARH (except the s in the
1
s
part of the equation) gives

the fundamental solution for IADP:

pwfD s =
1
s

K0 rD sf s

sf s K1 sf s
(8.115)

Adding WBS and skin using equation (8.84):

pD s,S,CD =
spwfD s + S

s 1+CDs spwfD s + S

pD s,S,CD =

s1s
K0 rD sf s

sf s K1 sf s
+ S

s 1+CDs s1s
K0 rD sf s

sf s K1 sf s
+ S

pD s,S,CD =

K0 rD sf s

sf s K1 sf s
+ S

s 1+CDs
K0 rD sf s

sf s K1 sf s
+ S

Bourdetetal ., 1984

(8.116)

where f(s) is defined for different matrices as shown in
Fig. 8.76.
This approach of adding the double porosity effect to an

interpretation model can be extended to other fundamen-
tal solutions, such as a horizontal well model in a homo-
geneous reservoir.

Figure 8.73 Typical well test behavior of a horizontal well with
skin components.

Figure 8.74 Effect of
kz
kr

on horizontal well test behavior.

Figure 8.75 Effect of Lw on horizontal well test behavior.
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The minimum during transition in double porosity is a
function of ω (storativity ratio) and λ (interporosity flow
coefficient). Fig. 8.77 shows that the effect of increasing
ω is characterized by a reduction in the minimum that
characterizes double porosity behavior.
Fig. 8.78 shows that the effect of decreasing λ is charac-

terized by increasing displacement of the minimum on the
elapsed time axis.
The minimum in the double porosity model on the

pressure change derivative plot can be expressed as
[Bourdet, 2002]:

pD tD = 0 5 1+ e

λtD
ω 1−ω −e

λtD
1−ω (8.117)

This equation provides a convenient way to determine
initial regression values for the double porosity model
using well test derivative plot.
Radial Composite Reservoir Model
A radial composite model describes a reservoir system

with a radial change in
kh
μ

and/or ϕcth (Fig. 8.79). This

Figure 8.76 Definition of f(s) for different matrix models [Adapted from Bourdet and Gringarten, 1980;
Stewart, 2010].

Figure 8.77 Effect of increasing ω characterized by decreasing
derivative minimum.

Figure 8.78 Effect of decreasing λ characterized by increasing
displacement of derivative minimum on Δt axis.
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can be due to a change in reservoir property such as per-
meability, porosity or reservoir thickness. This can also be
due to a change in fluid properties. Common examples
where a fluid property change creates a radial composite
model include: condensate banking in gas condensate pro-
ducing below the dew point pressure; gas banking in a vol-
atile oil reservoir producing below the bubble point
pressure; water banking after killing a well with water.
Pressure response in a radial composite reservoir can be

expressed as [Satman et al., 1980]:

pD sD2,rD,η2
1
,ω =AI0 sD2η2

1
+BK0 sD2η2

1

(8.118)

where

A=
BB1

BB2
; BB1 =C1B2C3−C1C2B3; BB2

=A1B2C3−A3B1C2−A1B3C2−A2B1C3

A1 = sD2η2
1
I1 sD2η2

1
; B1 = sD2η2

1

K1 sD2η2
1
; C1 =

1
sD2

;

A2 = I0 rDd sD2η2
1
; B2 =K0 rDd sD2η2

1
;

C2 = −K0 rDd sD2 ;

A3 = sD2η2
1
I1 rDd sD2η2

1
; B3 = − sD2η2

1

K1 rDd sD2η2
1
; C3 = σ sD2K1 rDd sD2 ;

C3 =ω sD2K1 rDd sD2

and

B=
C1−AA1

B1

sD2 is the Laplace image space variable for dimensionless
time tD2

Hydraulic diffusivity is defined as:

η=
k

ϕμct

η1
2
=

k2
ϕ2μ2ct2

k1
ϕ1μ1ct1

=
M
ω

where the mobility ratio is defined as:

M=

k2h2
μ2
k1h1
μ1

Storativity (Capacity) ratio is defined as:

M=
ϕ2ct2h2
ϕ1ct1h1

and the dimensionless radius of mobility discontinuity as:

rDd =
rd
rw

where rd is radius of mobility discontinuity.
Dimensionless parameters are defined as:

pD =
k1h1

141 2qBμ1
Δp;

tD1 =
0 000264k1
ϕ1μ1ct1r2w

Δt; and tD2 =
0 000264k2
ϕ2μ2ct2r2w

Δt

Well test behavior showing the effect of changing
mobility and storativity is shown in Fig. 8.80 and
Fig. 8.81, respectively.

Figure 8.79 Schematic of a radial composite reservoir model.

Figure 8.80 Effect of changing mobility ratio on reservoir well
test behavior.
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Well Test Analysis in Near Critical Fluids
When bottomhole pressure falls below the saturation

pressure in near critical fluids (gas condensate and volatile
oil reservoirs) during testing or production, around the
wellbore a condensate bank is created in gas condensate
reservoirs and a gas bank is created in volatile oil reser-
voirs. The formation of two phases around the wellbore
in near critical fluids can be described as a radial compos-
ite behavior with a two-phase zone (zone 1) near the well-
bore and single-phase zone (zone 2) away from the
wellbore. Zone 1 (two-phase region) and zone 2 (single-
phase region) are characterized by different mobility
and storativity. The log-log pressure derivative plot of
the buildup in near critical fluid below the saturation pres-
sure reflects the mobility distribution of the reservoir at
the end of the preceding drawdown. Fig. 8.82 shows typ-
ical well test behavior in gas condensate below gas dew
point pressure and Fig. 8.83 shows well test behavior in
volatile oil reservoir below bubble point pressure.

Linear Composite Reservoir
Composite change in a reservoir due to reservoir rock

property is most likely to follow a linear pattern than
radial. This change can be due to k, ϕ, and h away from
the well.
A schematic of a linear composite reservoir model is

shown in Fig. 8.84.
The first region is characterized by homogeneous

behavior, after which a second homogeneous behavior
follows when the diffusing pressure change reaches the lin-
ear interface between the first and second linear composite
zones. When the linear composite model is compared with
the radial composite model, the property of the first radial
flow is that of the region before interface between linear
composite zones, while the property of the second radial
flow is that the arithmetic averaged properties between
the first and the second zones, defined as apparent mobil-
ity-thickness (apparent transmissibility).
Apparent mobility-thickness is expressed as:

k2h2
μ2 apparent

= 0 5
k1h1
μ1

+
k2h2
μ2

= 0 5 1+M2
1

k1h1
μ1

(8.119)

Figure 8.81 Effect of changing storativity ratio on reservoir well
test behavior.

Figure 8.82 Composite behavior of gas condensate reservoir
below the dew point pressure.

Figure 8.83 Composite behavior of volatile oil reservoir below
the bubble point.

Figure 8.84 Schematic of a linear composite reservoir model.
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where M2
1
is the mobility ratio of zone 2 to zone 1 and is

defined as:

M2
1
=

k2h2
μ2
k1h1
μ1

where apparent mobility ratio becomes:

Mapparent2 1
=

k2h2
μ2 apparent

k1h1
μ1

= 0 5 1+M2
1

(8.120)

L is distance of mobility discontinuity:

LD =
L
rw

Multilayered Reservoirs
Reservoirs may exist as layers of different facies. Dep-

osition of rocks of different properties over geological
time results in reservoirs having layers with different prop-
erties. Multilayered reservoirs can generally be categor-
ized as multilayered reservoirs with cross-flow across
layers (layers in hydraulic communication in the reser-
voir) or multilayered reservoirs without cross-flow (layers
without hydraulic communication in the reservoir) with
the contribution of all layers occurring only through com-
mingled tubing production.
Ehlig-Economides and Joseph [1987] presented a rigor-

ous pressure transient solution for multilayered reservoirs
with n layers and N zones, with formation cross-flow
between layers in the same zone (Fig. 8.85).

The solution of wellbore pressure of reservoir with n
layers and N zones with cross-flow between layers can
be expressed as:

pwD =
1

CDs2 +
1

pwDCD =0

(8.121)

where s is the Laplace space variable, CD is dimensionless
wellbore storage, and pwDCD =0 is the wellbore pressure

solution when CD = 0 expressed as:

pwDCD =0 =
mi

ki = 1

Aki
1 α

ki
1 K0 σki + bki I0 σki

+ S1σki K1 σki −bki I1 σki (8.122)

Aki
1 is the coefficient for the first layer and the kth root in

zone i is determined numerically from n equations defined
by equations (8.123)–(8.125).

mi

ki = 1

Aki
1

αkij−1 K0 σki−1 + bki I0 σki−1 + Sj−1σki−1 K1 σki−1 −bkiI1 σki−1

−αkij K0 σki + bki I0 σki + Sjσki K1 σki −bkiI1 σki
= 0

(8.123)

mi−1

ki−1 = 1

Aki−1
1 αki−1

j−1 K0 σki−1 + bki−1 I0 σki−1

+ Sj−1σki−1 K1 σki−1 −bki−1 I1 σki−1

−
mi

ki = 1

Aki
1 α

ki
j K0 σki + bkiI0 σki

+ Sjσki K1 σki −bki I1 σki = 0 (8.124)

Figure 8.85 Multilayered reservoir with formation cross-flow between layers in the same zone.
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n

j = 1

kj
mi

ki = 1

Aki
1 α

ki
j σki K1 σki −bki I1 σki =

1
s

(8.125)

where bki for different outer boundary conditions is
defined as:

bki = 0 for infinity outer boundary condition

bki =
K1 σki reD
I1 σki reD

for no-flow outer boundary condition

bki = −
K0 σki reD
I0 σki reD

for constant pressure outer boundary
condition

Sj is the wellbore skin for layer j.
αkij is coefficient of Aki

1 for layer j, root k in zone i in
equation (8.126):

pjD =
mi

ki = 1

Aki
j K0 σki rD + bki I0 σki rD (8.126)

Expressing Aki
j in equation (8.126) in terms of Aki

1

Ak
2 = −

a11
a12

Ak
1 = αk

2A
k
1

Ak
3 = −

1
a23

a21A
k
1 + a22A

k
2 = αk

3A
k
1

Ak
n = −

1
an−1,n

an−1,n−2A
k
n−2 + an−1,n−1A

k
n−1 = αk

nA
k
1

Equation (8.126) becomes:

pjD =
mi

ki = 1

Aki
1 α

ki
j K0 σki rD + bkiI0 σki rD

σki is the kth root in zone i of the polynomial:

γj = ajjγj−1− aj−1j
2γj−2

for j = 2 …n with γ0 = 1 and γ1 = a11, where

ajk =

λj−1, for k= j−1; j > 1,

κjσ2−ωjs−λj−1−λj, for k= j,

λj, for k= j + 1; j < n

0, for k j−1, j, or j + 1

Dimensionless variables in consistent units are
defined as:

pjD rD,tD =
2π kh t

qtμ
pi−pj

qjD tD =
qj
q
= −κj

∂pjD
∂rD

tD =
kh tΔt

ϕh tμctr2w

rD =
r
rw

reD =
re
rw

CD =
C

2π ϕh tctr
2
w

kh t =
n

j= 1

kh j

ϕh t =
n

j= 1

ϕh j

κj =
kh j

kh t

ωj =
ϕh j

ϕh t

λj =
Xjr2w
kh

where Xj, the semi-permeability between layers j and j+1,
is defined by:

Xj =
2

2
Δh j

kv j
+

hj+ 1

kzj + 1
+

hj
kzj

where : X0 =Xn = 0; (Δh)j is the thickness of nonperfo-
rated zones between layers j and j+1; (kv)j is vertical
permeability of nonperforated zones between layers
j and j+1; kzj is the vertical permeability of layer j nonper-
forated zones between layers j and j+1 (if there is no
perforated zone between layer j and j+1, then (Δh)j is zero;
if there is no formation cross-flow between layers j and j
+1, thenXj = 0); Aki

j is the coefficient for jth layer, kth root
in zone i; mi is number of layers in zone i; pi is reservoir
pressure in layer i; pj is reservoir pressure in layer j; pi

j is
reservoir pressure in layer j in zone i; pjD is dimensionless
reservoir pressure in layer j; q is surface production rate; qi
is total flow rate for zone i; qj is flow rate of layer j; and qjD
is dimensionless flow rate of layer j
The radial pressure distribution for each layer is

expressed as:

pjD = 1−CDpwDs
2

mi

ki = 1

Aki
1 α

ki
j K0 σki rD + bkiI0 σki rD

(8.127)

and flow rate for each layer given as

qjD = 1−CDpwDs
2 kj

mi

ki = 1

Aki
1 α

ki
j σki K1 σki −bkiI1 σki

(8.128)
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Early time behavior of a cross-flow reservoir system is
identical to that of a system without formation cross-
flow with commingled tubing production (equa-
tion (8.129)).
Solution of wellbore pressure for an n-layered reservoir

without formation cross-flow between layers, with
comingled tubing production (Fig. 8.86) can be expressed
as:

pwD =
1

s CDs+
n

j= 1

κjσjK1 σj
K0 σj + sjσjK1 σj

(8.129)

and flow rate for each layer expressed as:

qjD = −κj
∂pjD
∂rD rD = 1

=
κjσjK1 σj pwD

K0 σj + sjσjK1 σj
(8.130)

where

σj =
ωj

κj
s

A multilayered reservoir system producing under a
pseudosteady state (PSS) condition is described further
in Chapter 9 (9.2.12.1 and 9.2.12.2).
The simplest form of layered reservoir system is a two-

layered system (Fig. 8.87).
The simplest well test model that can be used to describe

behavior of a two-layered reservoir with cross-flow is the
double permeability well test model with instantaneous
pseudosteady state vertical flow between layer 1 and 2,
and horizontal fluid flow in each layer. The assumption
of a double permeability system includes: both layers
are at the same initial pressure and flow between layers

Figure 8.86 Multilayered reservoir without formation cross-flow with commingled tubing production.

Figure 8.87 A two-layer reservoir model with k1 > k2.
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is at pseudosteady state condition. For a double permea-
bility well test model:
Total reservoir kh is defined as: kh=k1h1 + k2h2
Total reservoir storativity is defined as: ϕcth Total =
ϕcth 1 + ϕcth 2
kh contrast, which is similar to the mobility ratio in

radial composite model, is defined as: κ=
k1h1
khTotal

=

k1h1
k1h1 + k2h2
Storage contrast, which is similar to storativity ratio in a

vradial composite model, is defined as: ω=
ϕcth 1

ϕcth Total
=

ϕcth 1

ϕcth 1 + ϕcth 1
Reservoir cross-flow, which is described by the inter-

layer cross-flow coefficient, is defined as [Gao, 1984]:

λ=
r2w

k1h1 + k2h2

2

2
h
kz

+
h1
kz1

+
h2
kz2

(8.131)

Fig. 8.88 shows the effect of κ on well test behavior in a
double permeability model.

When k1h1 = k2h2 then κ=
1
2
= 0 5, and model becomes

a homogeneous reservoir model.

When k1h1 > >k2h2 then κ=
k1h1
k1h1

= 1, andmodel tends

to double permeability reservoir model.
More than one reservoir layer with cross-flows can be

described by typical behavior shown in Fig. 8.89, which
shows the effect of increasing skin contrast between

layers. The final stabilization corresponds to
n

i = 1

kihi,

where n is the number of layers.

Where there is no cross-flow between layers, but layered
reservoirs are produced through commingled tubing pro-
duction, with no skin contrast between the well sections in
different reservoir layers, final radial stabilization will

correspond to
n

i = 1

kihi. With increasing skin contrast

between layers, the most permeable layer will dominate
the pressure response if the least permeable (k2) has the
highest skin contrast.
Fig. 8.90 shows increasing skin contrast with most per-

meable having higher skin contrast compared to the least
permeable. The least permeable, depending on overall
deliverability, will dominate the pressure response. The
extreme limit shows the most permeable layer (k1) closed
(extremely high skin contrast) with the least permeable
(k2) flowing.

Figure 8.88 Effect of κ on double permeability reservoir model.

Figure 8.89 Effect of skin contrast in multilayered reservoir with
cross-flow.

Figure 8.90 Effect of skin contrast in multilayered reservoir
without cross-flow with commingled flow.
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8.5.1.12. Boundary Models. Concept of Image Wells
When two identical wells are producing at the same rate

and are separated by a distance 2d, at the midpoint (dis-
tance d) the net flux towards either well is zero. Hence,
putting an impermeable fault at the midpoint (distance
d) will not affect pressure diffusion and fluid flow.
However, if wells are producing with equal but opposite
production sign (one is a producer and the other is injec-
tion), then the pressure drop at the midpoint will be zero;
hence, pressure is constant.
The concept of defining reservoir boundaries with

image wells is valid as the diffusivity equation satisfies
superposition in space. The concept of image wells will
be used in conjunction with superposition in time to
account for test periods with different flow rates.
Generally, the dimensionless pressure response for an

active well with boundaries can be defined as:

pwD =pwD_active + pwD_ image (8.132)

where pwD_active describes the dimensionless pressure
response of a well in an infinite acting reservoir and
pwD_image describes the dimensionless pressure response
of the boundary effect using an appropriate number of
image wells.
Also, equation (8.132) can be expressed in the Laplace

domain as:

pwD =pwD_active + pwD_ image (8.133)

Single Linear Boundary
A single linear sealing fault (no-flow boundary) is

modelled with two wells of equal rate producing at a
distance of 2d apart while a single linear constant pres-
sure boundary is modelled as an injection well with the
same magnitude as a producing well placed at a distance
of 2d apart, as shown in Fig. 8.91.
For a single linear boundary (sealing or constant

boundary), pwD_image can be defined as:

pwD_ image =
1
2

n

i = 1

Ei
2dd

2

4tD
(8.134)

where dD =
d
rw
.

Fig. 8.92 shows the simulated well test behavior for a
radial homogeneous reservoir with a single linear sealing
fault. The simulation shows deviation from the radial flow
occurring earlier when the fault is closer to well. The final
stabilization on the derivative corresponding to single lin-
ear sealing fault is double (twice) that of reservoir radial
flow stabilization (Fig. 8.92).
A constant pressure boundary is characterized by a

derivative tending to zero, as shown in Fig. 8.93. As the
constant boundary becomes closer, the deviation from
reservoir radial flow manifests sooner.
Wedge Boundary
Thewedgeboundary is characterizedbyangleθ subtended

by boundaries that can be mixture of sealing and constant
pressure. For a sealing (no-flow) wedge boundary, the level
of final stabilization corresponding to the boundary effect is
2π
θ

for angle in radians and
360
θ

for angle in degrees.

Figure 8.91 Single linear sealing and constant pressure
boundaries.

Figure 8.92 Effect of single sealing fault distance on well test
behavior.

Figure 8.93 Effect of constant pressure boundary distance on
well test behavior.

WELL TEST ANALYSIS 293



Considering a well in a reservoir having a wedge
boundary configuration with an angle of θ and perpen-
dicular distance to the boundary of d, as shown in
Fig. 8.94, the active and image well configuration
for such a wedge boundary can be described by
Fig. 8.95.
n represents the number of image wells; it is defined

by n=
360
θ

−1

From Fig. 8.95, image 1 has distance of 2d from an
active well.
The distance from an active well to image well 2 based

on Fig. 8.96, using the cosine rule for a triangle, can be
shown to be:

dimg _ 2
2
=L2 +L2−2LLcosθ

dimg _ 2
2
= 2L2−2L2cosθ

dimg _ 2
2
= 2L2 1−cosθ (8.135)

Also from Fig. 8.96, L= d

sin
θ
2

Substituting L defined above into equation (8.135):

dimg _ 2
2
= 2

d

sin
θ
2

2

1−cos2θ

The distance from an active well to image well 3 can be
shown to be:

dimg _ 3
2
= 2

d

sin
θ
2

2

1−cos 3θ

And for image well n:

dimg _ n
2
= 2

d

sin
θ
2

2

1−cos nθ

dimg _ n
2
= 4d2 ×

2
4

1

sin
θ
2

2

1−cos nθ

Therefore, the distance from an active well to any image
well, i, in a wedge boundary can be defined as:

dimg _ i
2
= 4d2 ×

1
2

1

sin
θ
2

2

1−cos iθ

This can be further represented as:

dimg _ i
2
= 4d2ai (8.136)

Figure 8.94 Wedge boundary.

Figure 8.95 Image well pattern for a wedge boundary.
Figure 8.96 Distance of image well number 2 (dimg_2) from an
active well.
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And in dimensionless form as:

dimg _ i D
2
= 4d2Dai (8.137)

where

ai =
1
2
×

1

sin
θ
2

2

1−cos iθ

i = 1 to
360
θ

−1

Hence, pwD_image for a well in a reservoir with a wedge
boundary system can be expressed as:

pwD_ image =
1
2

n

i = 1

Ei ai
2dD

2

4tD

pwD_ image =
1
2

n

i = 1

Ei ai
d2D
tD

(8.138)

where n is the number of images, ai is defined in

Table 8.14, tD =
0 000264k
ϕμctr2w

Δt, dD =
d
rw

andn=
360
θ

−1.

The effect of the sealing wedge angle on well test behav-
ior is shown in Fig. 8.97.
Semipermeable (Leaky) Fault
Faults may be nonsealing (leaky) or noncontinuous, as

such a fault is permeable to flow (Fig. 8.98). A leaky fault
can be described by the pressure equation shown in equa-
tion (8.139).
Analytical solution of partially communicating/semi-

permeable/leaky fault is expressed as [Yaxley, 1987]:

pD = −
1
2
Ei −

1
4tD

−
1
2
Ei −

1
4tDL

− πα
tDL

0

exp 4α2u + 4α erfc 2α u−
1
u

du
u

(8.139)

where the dimensionless specific transmissibility is
defined as:

α=

kfh
wfμ
kh
Lμ

Dimensionless parameters in EOF units are:

tD =
0 000264k
ϕμctr2w

Δt

Table 8.14 Values of ai for Different Angles.

θ = 180 120 90 72 60 45 30

n= 360
θ −1 = 1 2 3 4 5 7 11

i ai a(i,1) a(i,2) a(i,3) a(i,4) a(i,5) a(i,7) a(i,11)

1 a(1,n) 2 2 2 2 2 2 2
2 a(2,n) 2 4 5.2361 6 6.8284 7.4641
3 a(3,n) 2 5.2361 8 11.6569 14.9282
4 a(4,n) 2 6 13.6569 22.3923
5 a(5,n) 2 11.6569 27.8564
6 a(6,n) 6.8284 29.8564
7 a(7,n) 2 27.8564
8 a(8,n) 0 22.3923
9 a(9,n) 14.9282
10 a(10,n) 7.4641
11 a(11,n) 2

Figure 8.97 Effect of sealing wedge angle on well test behavior.

Figure 8.98 Parameters describing a leaky fault.
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tDL =
0 000264k

ϕμctrL2 Δt

and h is defined as:

h =
h+hf
2

The effect of a leaky fault on well test behavior is shown
in Fig. 8.99.
Parallel Sealing Faults (Channel Boundary)
A well in a reservoir with parallel sealing faults

(Fig. 8.100) will have active-image well configuration as
shown in Fig. 8.101.
Distances of image wells away from an active well,

based on Fig. 8.101, can be defined as:

y1 = 2d4

y2 = 2d2

y3 = 2d4 + 2d2

y4 = 2d2 + 2d4

y5 = 2d4 + 2d2 + 2d4

y6 = 2d2 + 2d4 + 2d2

y7 = 2d4 + 2d2 + 2d4 + 2d2

y8 = 2d2 + 2d4 + 2d2 + 2d4

∞

(8.140)

Hence, pwD_image is defined as:

pwD_ image =
1
2

∞

j = 1

Ei

yDj

2

4tD
(8.141)

where: tD =
0 000264k
ϕμctr2w

Δt, yDi =
yi
rw
, and pD =

kh
141 2qBμ

Δp

as defined in equation (8.66)
The effect of parallel sealing fault distance on well test

behavior is illustrated by the test simulation shown in
Fig. 8.102.
Open Rectangular Boundary
Awell in a reservoir with an open rectangular boundary

with sealing faults (Fig. 8.103), will have an active-image
well configuration as shown in Fig. 8.104.

Figure 8.99 Effect of a leaky fault α on well test behavior.

Figure 8.100 Parallel sealing faults.

Figure 8.101 Image well pattern for a well with parallel sealing
faults.

Figure 8.102 Effect of parallel sealing fault distance on well test
behavior.
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Hence, the dimensionless pressure response for image
wells that defines an open rectangular boundary based
with sealing faults in Fig. 8.104 is:

pwD_ image =
1
2

∞

j = 1

Ei

yDj

2

4tD
+

∞

j = 1

Ei

yDj

2
+ 2d1D

2

4tD

+Ei
d1D

2

tD
(8.142)

where yi is defined in equation (8.140) and yDi =
yi
rw
.

Rectangular Boundary
For a closed rectangular boundary system with sealing

faults (Fig. 8.105), the image well pattern is described in
Fig. 8.106.
From above, the dimensionless pressure response for

image wells that defines a closed rectangular boundary
with sealing faults is:

pwD_ image =
1
2

∞

i = 2

Ei
xDi

2

4tD
+ 4

∞

j = 1

∞

i = 1

Ei

yDj

2
+ xDi

2

4tD

(8.143)

where yi is defined in equation (8.140) and yDi =
yi
rw
; xi is

defined as:

x1 = 0

x2 = 2d1

x3 = 2d3

x4 = 2d1 + 2d3

x5 = 2d3 + 2d1

x6 = 2d1 + 2d3 + 2d1

x7 = 2d3 + 2d1 + 2d3

x8 = 2d1 + 2d3 + 2d1 + 2d3

x9 = 2d3 + 2d1 + 2d3 + 2d1

∞

(8.144)

and xDi is defined as:

xDi =
xi
rw

Larsen [1985], using combination of four-well rectan-
gles, as shown in Fig. 8.107, presented an approach for
adding mixed no-flow and constant pressure boundaries
to well test interpretation models.
Dimensionless wellbore pressure drop due to a

rectangular drainage area of mixed no-flow and constant
pressure outer boundaries can be expressed as:

pwD_bound =
1
2

∞

i = 1

αEi
x2i + y2i
4AtDA

(8.145)

Figure 8.103 Open rectangular boundary with sealing faults.

Figure 8.104 Image well pattern for an open rectangular boundary with sealing faults.

Figure 8.105 Closed rectangular boundary with sealing faults.
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where α = −1 for an injecting well and +1 for a producing
well; xi,yi is the location of the ith image well for i ≥ 2 with
well 1 having x = 0 and y = 0.
The number of columns of four-well rectangles on each

side of the x direction (nc) and number of rows on each
side in the y direction (nr) required to determine the
appropriate pressure distribution can be calculated using
equations (8.146) and (8.147), respectively.

nc = int 1 + 4 FtDA (8.146)

nr = int 1 + 4
tDA

F
(8.147)

For the single well in a rectangular boundary shown in
Fig. 8.108:

F=
d2 + d4
d1 + d3

b=
d4

d2 + d4

a=
d1

d1 + d3

tDA =
0 000264 kt

ϕμctA
inEOFunits

where tDA is dimensionless time based on the drainage
area and A is the drainage area defined as: A=
d1 + d3 d2 + d4
The x,y coordinate of well 1 in the four-well rectangle in

the jth column and kth row are:

x=
−2 nc + 1− j

F
(8.148)

y=
−2 nr + 1−k

F
(8.149)

where j = 1…2nc+1 and k = 1…2nr+1.

Figure 8.106 Image well pattern for a closed rectangular boundary with sealing faults.

Figure 8.107 Four-well rectangular drainage pattern.
Figure 8.108 Single well in a rectangular boundary.
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Table 8.15 shows the characteristics of the four-well rec-
tangles for different boundary conditions; continuous
lines indicate a no-flow boundary and dashed lines indi-
cate a constant pressure boundary.
A closed system shows a different well test behavior for

drawdown and buildup tests. The buildup well test diag-
nostic log-log plot is similar to that for a constant pressure
boundary while that for drawdown is characterized by a
slope of one at late times.
A very good way to differentiate a constant pressure

boundary and closed boundary system is to examine
drawdown and buildup well test behavior. In a constant
pressure boundary system, both buildup and drawdown
derivatives will tend to zero on the log-log derivative plot,
while in a closed boundary system the drawdown will dis-
play increasing derivative with a slope of one or tending to
one and buildup will have a log-log pressure change deriv-
ative tending to zero.
Well test behavior for drawdown and buildup tests in a

closed boundary reservoir (with sealing faults) is shown
for a simulated test in Fig. 8.109.

Exercise 8.4 Complete Well Test Workflow for an Oil
Producing Well
A 30-ft net pay oil bearing, clean sandstone with poros-

ity of 0.3 and ct of 5 E-5 psi
−1 was tested using surface rate

control. Well test data are shown in Table 8.16. Separator

oil and gas samples were recombined to reservoir condi-
tion in the laboratory. The viscosity and formation vol-
ume factors of the recombined oil sample were
measured at reservoir condition as 0.79 cp and 1.23 stb/
rb, respectively. The structural map from seismic interpre-
tation indicates a continuous fault away from the well.
1. Identify the start and end of each flow regime.
2. Determine the well test interpretation model.
3. Determine well test interpretation parameters.

Table 8.15 Rectangular Drainage with Mixed No-flow and Constant Pressure Outer Boundaries.

Boundary Types Well Well type nc and nr condition

2 and 4
1 and 3

injector
producer

—

1 and 3
2 and 4

producer
injector

nc+1 − j is even

1 and 3
2 and 4

injector
producer

nc+1 − j is odd

1 and 4
2 and 3

producer
injector

—

1,2,3 and 4
1,2,3 and 4

producer
injector

(nc+1 − j)+(nr+1 − k) is even
(nc+1 − j)+(nr+1 − k) is odd

1,2,3 and 4
1,2,3 and 4

producer
injector

nc+1 − j is even
nc+1 − j is odd

Figure 8.109 Well test behavior for drawdown and buildup
tests in a closed boundary reservoir.
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4. Simulate pressure response and compare with actual
pressure measured.
5. Refine simulated pressure response using regression

where required.

Solution.
1. Data preparation
This involves examining the entire pressure–rate his-

tory, defining flow periods (drawdown and buildup)
and identifying outliers (where they exist) (Fig. 8.110).

2. Diagnosis of well test
Diagnosis involves examining the log-log diagnostic

plot (log-log pressure change and derivative) to identify
flow regimes that help to define the well test interpretation
model. Fig. 8.111 shows the derivative of the buildup test.
Exercise 8.1 shows how to calculate the well test derivative
and create a log-log diagnostic plot for well test analysis.
3. Defining the well test interpretation model
From the diagnosis, the reservoir-well is characterized

by the following flow regime: a well with wellbore storage

Table 8.16 Pressure-Rate Data for Exercise 8.4.

Time Rate Pressure Time Rate Pressure Time Rate Pressure Time Rate Pressure
(hr) (stb/D) (psia) (hr) (stb/D) (psia) (hr) (stb/D) (psia) (hr) (stb/D) (psia)

0.00100 135 6,497.11 0.43738 135 6,178.52 150.00100 0 6,057.37 150.43738 0 6,375.89
0.00128 135 6,496.39 0.55782 135 6,165.90 150.00128 0 6,058.08 150.55782 0 6,388.49
0.00163 135 6,495.48 0.71143 135 6,156.33 150.00163 0 6,059.00 150.71143 0 6,398.04
0.00207 135 6,494.33 0.90733 135 6,149.08 150.00207 0 6,060.15 150.90733 0 6,405.26
0.00265 135 6,492.86 1.15718 135 6,143.46 150.00265 0 6,061.61 151.15718 0 6,410.84
0.00337 135 6,491.01 1.47583 135 6,138.90 150.00337 0 6,063.47 151.47583 0 6,415.35
0.00430 135 6,488.66 1.88222 135 6,134.96 150.00430 0 6,065.82 151.88222 0 6,419.22
0.00549 135 6,485.69 2.40052 135 6,131.38 150.00549 0 6,068.79 152.40052 0 6,422.72
0.00700 135 6,481.94 3.06153 135 6,127.98 150.00700 0 6,072.53 153.06153 0 6,426.03
0.00893 135 6,477.24 3.90457 135 6,124.62 150.00893 0 6,077.24 153.90457 0 6,429.26
0.01139 135 6,471.35 4.97976 135 6,121.23 150.01139 0 6,083.12 154.97976 0 6,432.49
0.01452 135 6,464.02 6.35101 135 6,117.73 150.01452 0 6,090.46 156.35101 0 6,435.78
0.01852 135 6,454.93 8.09985 135 6,114.06 150.01852 0 6,099.54 158.09985 0 6,439.19
0.02362 135 6,443.77 10.33027 135 6,110.18 150.02362 0 6,110.71 160.33027 0 6,442.74
0.03012 135 6,430.18 13.17486 135 6,106.07 150.03012 0 6,124.29 163.17486 0 6,446.44
0.03842 135 6,413.87 16.80276 135 6,101.72 150.03842 0 6,140.60 166.80276 0 6,450.27
0.04900 135 6,394.62 21.42965 135 6,097.15 150.04900 0 6,159.85 171.42965 0 6,454.21
0.06249 135 6,372.41 27.33063 135 6,092.35 150.06249 0 6,182.06 177.33063 0 6,458.20
0.07969 135 6,347.50 34.85653 135 6,087.37 150.07969 0 6,206.96 184.85653 0 6,462.21
0.10164 135 6,320.52 44.45480 135 6,082.22 150.10164 0 6,233.94 194.45480 0 6,466.17
0.12963 135 6,292.46 56.69610 135 6,076.92 150.12963 0 6,261.99 206.69610 0 6,470.03
0.16532 135 6,264.61 72.30823 135 6,071.51 150.16532 0 6,289.84 222.30823 0 6,473.72
0.21084 135 6,238.31 92.21939 135 6,066.00 150.21084 0 6,316.13 242.21939 0 6,477.20
0.26890 135 6,214.76 117.61338 135 6,060.41 150.26890 0 6,339.68 267.61338 0 6,480.43
0.34295 135 6,194.74 150.00000 135 6,054.76 150.34295 0 6,359.69 300.00000 0 6,483.36

Figure 8.110 Pressure–rate history showing defined drawdown and buildup tests.
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and skin; reservoir with homogeneous behavior and a
single-sealing fault boundary. This system can thus be
described as a reservoir with single-sealing fault producing
from well with wellbore storage and skin.
4. Model parameters
For the interpretation model, the parameters shown in

Table 8.17 are calculated.
5. Storage effect calculation
Exercise 7.3 (straight-line method) and Exercise 8.1

(derivative method) show the steps for calculating
C from pressure data. The derivative method will be used
in this exercise.

Wellbore Storage Constant Calculation

FromFig. 8.112, mWBS =
qB
24C

=2512 046psi/hr. Hence:

C=
qB

24mWBS
=

135× 1 23
24× 2512 046

= 0 00275bbl/psi

C= 0 00275bbl/psi

Reservoir Permeability Calculation
From Fig. 8.113 0 4342mRF = 12 9 psi.
Therefore:

mRF =
12 9
0 4342

= 29 71psi/log cycle

From equation (7.69):

kr =
162 6qBμ
mRFh

kr =
162 6× 135× 1 23× 0 79

29 71× 30
= 23 93mD

kr = 23 93mD

Well Skin Calculation
FromFig. 8.114,Δprad = 372.26 psi andΔp rad = 12.91

psi. at Δtrad = 3.0615 hr
Substituting Δprad and Δp rad into equation (8.21):

S = 1 15
0 4342Δprad

Δprad
− log

ktpΔtrad
1698 244ϕμctr2w tp +Δtrad

S= 1 15
0 4342× 372 26

12 91
− log

23 93× 150× 3 0615

1698 244× 0 3× 0 79× 5× 10−5 × 0 32 × 150+ 3 0615
= 9 11

S= 9 11

Table 8.17 Parameters Defining Interpretation Model for
Exercise 8.4.

Model behavior Parameters

Wellbore storage effect Storage effect coefficient, C
Skin effect (wellbore condition) Skin, S
Homogeneous reservoir property Reservoir permeability, k
Single-sealing fault Distance to fault dfault

Figure 8.111 Log-log diagnostic plot for buildup test showing
flow regimes.

Figure 8.112 mWBS Calculation from the log-log
diagnostic plot.

Figure 8.113 mRF calculation from the log-log diagnostic plot.
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Distance to Fault
Determine the distance to fault using equation (8.43).

dfault = 0 032
kΔtfault
ϕμct

where Δtfault corresponds to elapsed time when the deriv-
ative begins to deviate from the RF line (Fig. 8.115).

dfault = 0 032
23 93× 3 904

0 3× 0 79× 5× 10−5 = 89 85ft

dfault = 89 85ft

Initial Reservoir Pressure Calculation
p∗ (from radial flow extrapolation on superposition)

equals the initial reservoir pressure for an infinitely acting

reservoir only. Where there is a fault, p∗ is less than res-
ervoir pressure. p∗∗, which is the extrapolation of the
radial flow corresponding to 2RF (second radial flow)
defining the single-sealing fault flow regime, can give a
pressure value close to the reservoir pressure. p∗∗ will
be used for initial reservoir pressure, which will then be
refined using regression match if required (Fig. 8.116).

p∗∗≈pi = 6,500 psia

Model Consistency
The interpretation model and result must be checked
with any other information to ensure that the
model and model parameters are consistent
(Table 8.18).
Note: if the test durationwas short, fault behaviormay
not be observed on the well test data.
6. Forward simulation
Fig. 8.117 shows the active and image well configura-

tion for the well test pressure response simulation.
From equation (8.63), active well response in the

Laplace domain is defined by:

pwD_ active s,S,CD,rD = 1 =

K0 rD s
sK1 s

+ S

s 1+CDs
K0 rD s
sK1 s

+ S

pwD_active s,S,CD =

K0 s
sK1 s

+ S

s 1+CDs
K0 s
sK1 s

+ S

From equation (8.63), the pressure response of the
image well, which is a distance of 2dfault away from

Figure 8.114 Δprad and Δp rad calculation from the log-log
diagnostic plot.

Figure 8.115 Δtfault calculation from the log-log diagnostic plot.

Figure 8.116 p∗∗ calculation from the Horner plot.
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the active well, in the Laplace domain can be
defined as:

pwD_ image
s,S = 0,CD =0,rD =

2dfault
rw

=

K0 rD s
sK1 s

+ S

s 1+CDs
K0 rD s
sK1 s

+ S
=
1
s

K0
2dfault
rw

s

sK1 s

pwD_ image s =
1
s

K0
2dfault
rw

s

sK1 s

pwD =pwD_active + pwD_ image

Pressure simulation using the active and image well with
the superposition principle is shown in Table 8.19

The simulation match for Exercise 8.4 is shown in
Fig. 8.118.

In this case, since there is a goodmatch between test data
and simulated data, there is no need to refine the match
with regression.

The final result is the interpretation model and para-
meters that define this interpretation model, as summar-
ized in Tables 8.20 and 8.21.

8.6. UNCERTAINTY ASSOCIATED WITH WELL
TEST ANALYSIS RESULT

Like any petroleum engineering calculations, there are
also uncertainties associated with well test interpretation.
These uncertainties can be due to errors in measurement

of the input data used for well test analysis and the non-
uniqueness of the well test interpretation model. The non-
uniqueness of the interpretation model is not only peculiar
to well testing but to any process where models or para-
meters are determined through an inversion process. In
well testing an inversion process can yield more than
one possible solution/model that can predict the pressure
response of the reservoir–well system. It is, therefore, not
uncommon to have more than one possible interpretation
model during well test analysis. However, with other well
and reservoir characterization information and a robust
well test interpretation process, appropriate interpretation
models can often be narrowed to one or two possibilities.
The near wellbore behavior (early time behavior) can be
verified with workover history, well completion, and well
architecture from the well engineering report to ensure
that the model selected is consistent with the near wellbore
model selected. The reservoir behavior (mid time) can be
validated with geological information describing rock
type, seismic inversion results that can provide qualitative
and quantitative description of the reservoir/field, open
hole logs, and production logging test (PLT) that gives
information on reservoir layering. Reservoir boundaries
(late time) behavior can be validated with structural maps
derived from seismic analysis.

8.6.1. Confidence of Intervals in Well Test Analysis

Azi et al. [2008] suggested that acceptable confidence
intervals for well test analysis based on the uncertainty
generally associated with well testing and interpretation;
these are summarized in Table 8.22.

8.6.2. Factors that Affect Well Test Interpretation

Factors that may be from operational, measurement, or
analysis apects can affect well test behavior and, hence,
well test analysis results.

8.6.2.1. Phase Redistribution. This is a well test phe-
nomenon caused by phase segregation (rise of gas and fall
of liquids trapped in a wellbore) after a surface shut-in.
Phase redistribution is characterized by a severe “hump”
and often discontinuity in the derivative plot and can
obscure reservoir response (Fig. 8.119).

Table 8.18 Model Consistency Check.

Near wellbore Reservoir Boundaries

No history of well stimulation, hence
positive skin expected. Well surface well
control was used, hence well storage effect
also expected.

Reservoir is described as clean
sandstone, hence behavior is most
likely to be homogeneous in
behavior.

Structure analysis indicated presence of
continuous fault, hence the presence of
fault in interpretation model is
consistent.

Figure 8.117 Active and image well configuration for forward
simulation.
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Table 8.19 Pressure Simulation using Active and Image Well with Superposition Principle.

Active well Image well

(Δt1+Δt)D (Δt)D pD(Δt1+Δt)D pD(Δt)D pD(Δt1+Δt)D pD(Δt)D
pi−p(t)
(psi)

p(t)
(psia)

5.924 0.000 0.0969251 0.0000 1.00E−90 0.0000 2.50 6,497.50
7.553 0.000 0.123415 0.0000 1.58E−80 0.0000 3.18 6,496.82
9.638 0.000 0.1572225 0.0000 1.83E−71 0.0000 4.06 6,495.94

12.286 0.000 0.1999958 0.0000 1.80E−63 0.0000 5.16 6,494.84
15.674 0.000 0.2544772 0.0000 2.31E−56 0.0000 6.57 6,493.43
19.986 0.000 0.3234152 0.0000 4.42E−50 0.0000 8.34 6,491.66
25.489 0.000 0.4107497 0.0000 1.64E−44 0.0000 10.60 6,489.40
32.509 0.000 0.521143 0.0000 1.42E−39 0.0000 13.45 6,486.55
41.465 0.000 0.6604105 0.0000 3.38E−35 0.0000 17.04 6,482.96
52.880 0.000 0.8354112 0.0000 2.53E−31 0.0000 21.55 6,478.45
67.440 0.000 1.0547365 0.0000 6.90E−28 0.0000 27.21 6,472.79
86.011 0.000 1.3283891 0.0000 7.65E−25 0.0000 34.27 6,465.73

109.699 0.000 1.6679971 0.0000 3.83E−22 0.0000 43.04 6,456.96
139.904 0.000 2.0863343 0.0000 9.48E−20 0.0000 53.83 6,446.17
178.431 0.000 2.5971849 0.0000 1.26E−17 0.0000 67.01 6,432.99
227.561 0.000 3.2134916 0.0000 9.59E−16 0.0000 82.91 6,417.09
290.227 0.000 3.9456898 0.0000 4.48E−14 0.0000 101.80 6,398.20
370.148 0.000 4.7979012 0.0000 1.36E−12 0.0000 123.79 6,376.21
472.069 0.000 5.7639131 0.0000 2.80E−11 0.0000 148.71 6,351.29
602.063 0.000 6.8231211 0.0000 4.11E−10 0.0000 176.04 6,323.96
767.847 0.000 7.9378134 0.0000 4.44E−09 0.0000 204.80 6,295.20
979.290 0.000 9.0553805 0.0000 3.64E−08 0.0000 233.64 6266.36

1,248.950 0.000 10.115517 0.0000 2.32E−07 0.0000 260.99 6,239.01
1,592.868 0.000 11.062607 0.0000 1.17E−06 0.0000 285.43 6,214.57
2,031.487 0.000 11.858217 0.0000 4.76E−06 0.0000 305.95 6,194.05
2,590.888 0.000 12.489008 0.0000 1.55E−05 0.0000 322.23 6,177.77
3,304.327 0.000 12.966315 0.0000 4.09E−05 0.0000 334.55 6,165.45
4,214.227 0.000 13.318432 0.0000 8.53E−05 0.0000 343.63 6,156.37
5,374.672 0.000 13.579856 0.0000 1.35E−04 0.0000 350.38 6,149.62
6,854.672 0.000 13.782295 0.0000 1.41E−04 0.0000 355.60 6,144.40
8,742.210 0.000 13.949892 0.0000 1.73E−05 0.0000 359.92 6,140.08

11,149.508 0.000 14.098501 0.0000 −2.89E−04 0.0000 363.75 6,136.25
14,219.692 0.000 14.237289 0.0000 −6.60E−04 0.0000 367.32 6,132.68
18,135.305 0.000 14.371004 0.0000 −6.25E−04 0.0000 370.77 6,129.23
23,129.131 0.000 14.501884 0.0000 0.00079 0.0000 374.18 6,125.82
29,498.085 0.000 14.630926 0.0000 0.00507 0.0000 377.62 6,122.38
37,620.829 0.000 14.758589 0.0000 0.01407 0.0000 381.15 6,118.85
47,980.288 0.000 14.885125 0.0000 0.02975 0.0000 384.82 6,115.18
61,192.381 0.000 15.010717 0.0000 0.05385 0.0000 388.68 6,111.32
78,042.626 0.000 15.135522 0.0000 0.08767 0.0000 392.77 6,107.23
99,532.839 0.000 15.259679 0.0000 0.13189 0.0000 397.12 6,102.88

126,940.705 0.000 15.383308 0.0000 0.18662 0.0000 401.72 6,098.28
161,895.741 0.000 15.506516 0.0000 0.25146 0.0000 406.57 6,093.43
206,476.167 0.000 15.629387 0.0000 0.32560 0.0000 411.65 6,088.35
263,332.490 0.000 15.751991 0.0000 0.40805 0.0000 416.95 6,083.05
335,845.062 0.000 15.874386 0.0000 0.49770 0.0000 422.42 6,077.58
428,325.054 0.000 15.996615 0.0000 0.59345 0.0000 428.04 6,071.96
546,270.813 0.000 16.118714 0.0000 0.69430 0.0000 433.79 6,066.21
696,694.708 0.000 16.24071 0.0000 0.79933 0.0000 439.65 6,060.35
888,540.084 0.000 16.362626 0.0000 0.90775 0.0000 445.59 6,054.41
888,546.008 5.924 16.36263 0.0969 0.907754 1.001E−90 443.09 6,056.91
888,547.637 7.553 16.36263 0.1234 0.907755 1.576E−80 442.41 6,057.59
888,549.722 9.638 16.36263 0.1572 0.907756 1.826E−71 441.54 6,058.46
888,552.370 12.286 16.36263 0.2000 0.907757 1.803E−63 440.43 6,059.57
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Table 8.19 (Continued)

Active well Image well

(Δt1+Δt)D (Δt)D pD(Δt1+Δt)D pD(Δt)D pD(Δt1+Δt)D pD(Δt)D
pi−p(t)
(psi)

p(t)
(psia)

888,555.758 15.674 16.36264 0.2545 0.907759 2.306E−56 439.03 6,060.97
888,560.071 19.986 16.36264 0.3234 0.907761 4.421E−50 437.25 6,062.75
888,565.574 25.489 16.36264 0.4107 0.907764 1.644E−44 435.00 6,065.00
888,572.593 32.509 16.36264 0.5211 0.907767 1.421E−39 432.15 6,067.85
888,581.550 41.465 16.36265 0.6604 0.907772 3.376E−35 428.56 6,071.44
888,592.964 52.880 16.36266 0.8354 0.907778 2.532E−31 424.04 6,075.96
888,607.525 67.440 16.36266 1.0547 0.907785 6.898E−28 418.38 6,081.62
888,626.095 86.011 16.36267 1.3284 0.907795 7.653E−25 411.32 6,088.68
888,649.784 109.699 16.36269 1.6680 0.907807 3.835E−22 402.56 6,097.44
888,679.988 139.904 16.36271 2.0863 0.907822 9.484E−20 391.77 6,108.23
888,718.515 178.431 16.36273 2.5972 0.907842 1.257E−17 378.59 6,121.41
888,767.645 227.561 16.36275 3.2135 0.907867 9.588E−16 362.69 6,137.31
888,830.311 290.227 16.36279 3.9457 0.907898 4.484E−14 343.80 6,156.20
888,910.232 370.148 16.36284 4.7979 0.907939 1.359E−12 321.81 6,178.19
889,012.154 472.069 16.36289 5.7639 0.907991 2.803E−11 296.89 6,203.11
889,142.147 602.063 16.36297 6.8231 0.908057 4.108E−10 269.57 6,230.43
889,307.931 767.847 16.36306 7.9378 0.908141 4.438E−09 240.81 6,259.19
889,519.374 979.290 16.36318 9.0554 0.908249 3.641E−08 211.98 6,288.02
889,789.034 1,248.950 16.36333 10.1155 0.908386 2.324E−07 184.64 6,315.36
890,132.952 1,592.868 16.36352 11.0626 0.908560 1.175E−06 160.21 6,339.79
890,571.571 2,031.487 16.36377 11.8582 0.908783 4.758E−06 139.70 6,360.30
891,130.972 2,590.888 16.36409 12.4890 0.909067 1.554E−05 123.44 6,376.56
891,844.411 3,304.327 16.36449 12.9663 0.909428 4.086E−05 111.14 6,388.86
892,754.312 4,214.227 16.36500 13.3184 0.909889 8.531E−05 102.08 6,397.92
893,914.757 5,374.672 16.36565 13.5799 0.910476 1.354E−04 95.36 6,404.64
895,394.756 6,854.672 16.36648 13.7823 0.911224 1.407E−04 90.18 6,409.82
897,282.294 8,742.210 16.36753 13.9499 0.912177 1.733E−05 85.91 6,414.09
899,689.592 11,149.508 16.36887 14.0985 0.913388 −2.886E−04 82.15 6,417.85
902,759.776 14,219.692 16.37058 14.2373 0.914930 −6.602E−04 78.66 6,421.34
906,675.389 18,135.305 16.37275 14.3710 0.916889 −6.251E−04 75.32 6,424.68
911,669.215 23,129.131 16.37550 14.5019 0.919376 0.00079 72.04 6,427.96
918,038.170 29,498.085 16.37899 14.6309 0.922531 0.00507 68.77 6,431.23
926,160.913 37,620.829 16.38340 14.7586 0.926525 0.01407 65.46 6,434.54
936,520.372 47,980.288 16.38898 14.8851 0.931574 0.02975 62.07 6,437.93
949,732.466 61,192.381 16.39600 15.0107 0.937941 0.05385 58.55 6,441.45
966,582.710 78,042.626 16.40481 15.1355 0.945946 0.08767 54.89 6,445.11
988,072.923 99,532.839 16.41582 15.2597 0.955973 0.13189 51.09 6,448.91

1,015,480.789 126,940.705 16.42953 15.3833 0.968478 0.18663 47.17 6,452.83
1,050,435.826 161,895.741 16.44649 15.5065 0.983987 0.25146 43.15 6,456.85
1,095,016.251 206,476.167 16.46731 15.6294 1.003097 0.32560 39.10 6,460.90
1,151,872.575 263,332.490 16.49266 15.7520 1.026458 0.40805 35.07 6,464.93
1,224,385.146 335,845.062 16.52323 15.8744 1.054757 0.49770 31.11 6,468.89
1,316,865.139 428,325.054 16.55970 15.9966 1.088675 0.59345 27.31 6,472.69
1,434,810.897 546,270.813 16.60265 16.1187 1.128850 0.69430 23.70 6,476.30
1,5852,34.792 696,694.708 16.65256 16.2407 1.175817 0.79933 20.34 6,479.66
1,777,080.169 888,540.084 16.70975 16.3626 1.229960 0.90775 17.27 6,482.73

Calculation of (Δt1+Δt)D, (Δt)D, p(Δt1+Δt)D, p(Δt)D, pi−p(t), and p(t) have been discussed in Exercise 8.2
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Figure 8.118 Simulation match (simulated in continuous line and test data in dotted line).

Table 8.20 Well Test Interpretation Model for Exercise 8.4.

Model

Well with C and S
Homogeneous reservoir behavior
Single-sealing fault boundary

Table 8.21 Well Test Interpretation Parameters for Exercise 8.4.

Parameters Values

pi (psia) 6,500
dfault (ft) 90
S 9
kr (mD) 24
C (bbl/psi) 0.003

Table 8.22 Limit of Accuracy Associated with Well Test Analysis.

Parameter Limit of accuracy

kh 15 %
k 20 %
C 20 %
S ±0.3
Distances 25 %

Figure 8.119 Phase redistribution well test behavior.

306 PETROLEUM ENGINEERING



Operationally, phase redistribution can be reduced by
shutting the well close to the top of perforation and elimi-
nated by downhole shut-in.

8.6.2.2. Changing Wellbore Storage. Phase changes
that can occur due to gas evolution from oil or due to
condensate formation from gas can create a sudden
change in the wellbore storage constant during well test-
ing (Fig. 8.120). Changes in wellbore storage can distort
the derivative plot at early times. Operationally, changing
wellbore storage can be eliminated by downhole shut-in.
During interpretation, the effect of changing wellbore
storage can be handled by including the changing
wellbore model discussed in Section 8.5.1.6. This
helps in improving the match and better characterizing
well–reservoir system.

8.6.2.3. Wrong Rate Recording. Accurate rate meas-
urement is a challenge in well testing, especially in well test
analysis of production test data. Rates may not be meas-
ured continuously for a production test even, when there
is a permanent bottomhole gauge, due to cost and, hence,
rates will be estimated periodically. Well rates in a field
producing frommultiple wells may be determined by pro-
duction back-allocation techniques, which may not be
accurate. Also, during a drill stem test (DST), wrong flow
meter calibration, faulty flow meters, and a multiphase
effect can affect the accuracy of rate recording. During
a DST where GOR is low and a separator is used to sep-
arate gas and oil before measurement, error can be signif-
icant, especially in heavy oil, where separation of gas and
oil may not be efficient. Error rate measurement, espe-
cially from a production test, can be as high 20%.

Rate validation is a very important step in well test anal-
ysis to ensure that the rate used for analysis is correct. As
discussed in Section 8.4.3.1, equation (8.11), log-log deriv-
ative plot during reservoir behavior is dependent on

0 4342 162 6
qBμ
krh

. When the derivative is rate normal-

ized, the effect of rate is removed, and radial flow stabili-

zation will correspond to 0 4342 162 6
Bμ
krh

. Therefore,

for different flow periods from the same test, where the
fluid phase in the reservoir has not changed, rate normal-
ized radial flow stabilization corresponding to reservoir
behavior should be the same except if the rate is wrong.
Fig. 8.121 shows a pressure–rate history with −50% rate
error measurement in the first flow period (DD1), while
Fig. 8.122 shows a comparison of the normalized log-
log derivative of BU2 and BU5 from the pressure–rate
history.
Deconvolution is an effective method for adapting the

rate of production test to obtain a more accurate rate
representing the pressure signal measured.

8.6.2.4. Rate Simplification. The use of equivalent pro-
duction time is a common rate simplification algorithm in
the petroleum industry that should be avoided. This
involves using the last rate before buildup and equivalent
production time for buildup analysis after a variable-rate
test. Equivalent production time is the ratio of the cumu-
lative production divided by the last rate before the
buildup of interest. The use of this simplification often
leads to erroneous analysis. The full superposition princi-
ple should always be used in analysis involving rate
variation or flow-after-flow test. As the rate variation

Figure 8.120 Changing wellbore storage well test behavior.
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during a flow-after-flow test increases, error due to rate
simplification increases. Also, as the production time
duration during a variable-rate test becomes shorter, well
test behavior of the buildup response based in a simplified
rate becomes distorted on the derivative plot. This distor-
tion can create a false boundary effect, as shown in
Fig. 8.123.

8.6.2.5. Error at Start of Flow Period (Δp0 and Δt0
error). This error is associated with picking incorrect pres-
sure and time at the start of a drawdown or buildup period
(p0 and t0). Pressure fluctuation at the start of a period can
make picking the correct p0 and t0 a nontrivial task.
Fig. 8.124 shows different cases of p0 and t0 for the same
test data with Fig. 8.124a showing the correct p0 and t0 for
the analysis.

8.6.2.6. Well Loading. Well loading occurs in liquid or
high liquid rate gas wells, where there is no sufficient
velocity to lift the liquid to the surface (Fig. 8.125). Liquid
can be water, oil or condensate. When gas velocity is
lower than critical (terminal liquid) velocity, the well will
load. Well loading creates extra back (hydrostatic) pres-
sure on the formation and may create unstable flow from
the reservoir that may eventually kill the well. Operation-
ally, artificial lift or redesigning production tubing can be
used to unload wells. During loading, an accurate well
rate may not be determined and an average rate based
on cumulative production is often provided. Where well
test data have been acquired during well loading, decon-
volution can be used to determine the correct rate during
the loading period of the test/production. Conventional
well test analysis will then be carried out using measured
pressure and adapted rate from deconvolution.

8.6.2.7. Derivative End Effect. A derivative end effect
occurs when the derivative at a point becomes closer to
the last data point than smoothing window L. Smoothing
becomes impossible and leads to distortion in the shape of
the derivative at late time (Fig. 8.126). A “pseudo-right”
approach, which involves a fixed derivative, defined
between the last point and the first point before the last,
such that ΔX > L, can be used to correct this effect [Bour-
det et al., 1989].

8.6.2.8. Pressure GaugeNoise.This is unwanted or less
significant pressure measurement caused by interfering
signals (mechanical or electrical) that affect pressure sig-
nal acquisition or transmission during well testing. Noise
can lead to scattering of derivative data points. Fig. 8.127
shows a pressure history with noise of +3.2 psi per logΔt
(+1 psi every 3 points) and Fig. 8.128 shows the effect of
noise on log-log derivative. Where there is noise in the
pressure history derivative, smoothing may help reduce
the effect. However, an appropriate derivative window

Figure 8.121 Pressure–rate history with imposed reduced rate
by 50% for DD1.

Figure 8.122 Effect of the wrong rate on normalized log-log
derivative pressure.

Figure 8.123 Effect of rate simplification for different
production times (tp) on buildup test.
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Figure 8.124 Effect of p0–t0 on well test behavior.



should be selected to avoid oversmoothing, which can add
artefacts to the derivative behavior as discussed in
Section 8.6.2.7.

8.7. WELL TEST ANALYSIS IN THE GAS
RESERVOIR

Well test analysis in gas introduces two important
features: nonlinearity of pressure in the diffusivity,
discussed in Chapter 7 (7.1), and rate dependent skin
effect.
The diffusivity equation for a gas well can be derived by

replacing the pressure term (p) with a normalized pseudo-
pressure term (mn(p)), as discussed in Chapter 7 (7.1.2):

1
r
∂

∂r
r
∂mn p

∂r
=
ϕμct
k

∂mn p
∂t

(8.150)

In dimensionless variables terms:

1
rD

∂

∂rD
rD

∂mnD p
∂rD

=
∂mnD p

∂tD
(8.151)

Similar to equation (7.67), the radial flow equation for
gas can be expressed in terms of normalized pseudopres-
sure as:

mn pi −mn pwf = 162 6
qgBgiμi
krh

logΔt + log
k

ϕμgictir2w
−3 23+ 0 87S (8.152)

where Bgi is gas formation volume factor in bbl/Mscf and
qg is gas flow rate in Mscf/D. Hence, qgBgi has the unit of
bbl/D, which is the same as that of qB in a slightly
compressible fluid.

Figure 8.125 Effect of well loading on pressure history.

Figure 8.126 Derivative end effect due to smoothing of noisy pressure data.

Figure 8.127 Noise of +3.2 psi per logΔt (+1 psi every 3 points).
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From equation (3.20):

Bgi =
ZiTipsc
piTsc

cf/scf

Bgi = 0 1781
ZiTipsc
piTsc

bbl/scf

Bgi = 0 1781 × 103
ZiTipsc
piTsc

bbl/Mscf

Substituting Bgi above into equation (8.152):

mn pi −mn pwf = 162 6× 0 1781

× 103
ZiTipsc
piTsc

qgμi
krh

logΔt + log
k

ϕμgictir2w
−3 23+ 0 87S

mn pi −mn pwf = 28 95906 × 103
ZiTipsc
piTsc

qgμi
krh

logΔt + log
k

ϕμgictir2w
−3 23+ 0 87S

(8.153)

Hence, mRF for gas is expressed as:

mRF = 28 95906 × 103
ZiTipsc
piTsc

qgμi
krh

(8.154)

S’ is the apparent skin factor, which is defined as:

S = Sw +D qi + qi+ 1 (8.155)

where Sw is the mechanical skin effect due to actual well
damage or stimulation and D is the non-Darcy skin
coefficient in 1/(Mscf/D)
From equation (8.155), a plot of S’ against qi + qi+1 will

give a slope that is equal to D. Calculation of D is an
important step in well test analysis of gas.
Similar to an oil well, the wellbore storage effect for a

gas well is defined as:

C=
qgBgi

24mWBS
from Chapter 7 (7.3.1.1) and Exercise 7.3.

But with Bgi defined as:

Bgi = 0 1781 × 103
ZiTipsc
piTsc

bbl/Mscf

Hence:

C= 0 1781× 103
ZiTipsc
piTsc

qg
24mWBS

The wellbore storage coefficient for gas can be
expressed as:

C= 7 42
ZiTipsc
piTsc

qg
mWBS

(8.156)

Exercise 8.5 Well Test Analysis in a Gas Reservoir
A DST was carried out in a sandstone reservoir with a

gas zone of 45 ft, porosity of 0.2, Bgi = 0.006 ft3/scf, μi =
0.01 cp, cti = 3.7 E-4, Zi = 0.89, and reservoir temperature
of 234 F. With the data provided in Tables 8.23 and 8.24,
carry out a full well test analysis showing: data prepara-
tion; diagnosis; initial parameter calculation; model and
parameter validation if required; forward simulation;
and regression to improve match if required.

Solution Steps.
Step 1. carry out data preparation
(i) define flow periods;
(ii) create normalized a pseudopressure table between

pi and p0 where p0 is any low pressure not higher than the
minimum pressure in the data and convert pressure data
to normalized pseudopressure.
Step 2: carry out a well test diagnosis, preferably using
buildup log-log diagnostic plot.

Step 3: define well test interpretation model.
Step 4: calculate initial well test parameters
(i) use superposition/Horner to determine pi;
(ii) use the buildup diagnostic plot to determine

C and kr;
(iii) calculate three apparent skin factors for each of

the drawdowns using either the straight-line (Exercise
7.5) or derivative (Exercise 8.1) method.
(iv) plot S’ against qi + qi+ 1 to determine D and Sw.
Step 5: check for model consistency if there is any avail-
able information.

Step 6: carry out forward simulation.
Step 7: refine well test parameters with interpretation
model using regression (where required).

Step 8: report final result.

Solution.
Data Preparation
Define flow periods (Fig. 8.129).
Creating a Normalized Pseudopressure Table

Figure 8.128 Scattering of derivative plot due to noise in the
pressure data.
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Use the trapezoidal rule to calculate pseudopressure.

m p = 2
n

j= 2

1
2

p
μZ j−1

+
p
μZ

j

pj−pj−1

m p =
n

j= 2

p
μZ j−1

+
p
μZ

j

pj−pj−1 (8.157)

Normalized pseudopressure is then calculated using
equation (7.27), as fluid properties corresponding to ini-
tial reservoir pressure are available. Equation (7.27)
defines normalized pseudopressure using initial reservoir
fluid properties as discussed in Chapter 7 (7.1.2). Using
the trapezoidal rule, normalized pseudopressure can be
calculated using:

Table 8.23 Well Test Data for Exercise 8.5.

Time Gas rate Pressure Time Gas rate Pressure
(hs) (Mscf/D) (psia) (hr) (Mscf/D) (psia)

0.00000 300 2,656.000 100.00312 400 2,612.412
0.00100 300 2,655.508 100.00552 400 2,612.211
0.00177 300 2,655.142 100.00976 400 2,611.875
0.00312 300 2,654.537 100.01724 400 2,611.327
0.00552 300 2,653.558 100.03047 400 2,610.488
0.00976 300 2,651.991 100.05385 400 2,609.301
0.01724 300 2,649.652 100.09518 400 2,607.813
0.03047 300 2,646.376 100.16820 400 2,606.216
0.05385 300 2,642.199 100.29726 400 2,604.805
0.09517 300 2,637.507 100.52536 400 2,603.796
0.16820 300 2,633.025 100.92847 400 2,603.211
0.29726 300 2,629.958 101.64091 400 2,602.916
0.52536 300 2,627.513 102.90001 400 2,602.757
0.92848 300 2,626.189 105.12523 400 2,602.641
1.64091 300 2,625.351 109.05790 400 2,602.523
2.90001 300 2,624.781 116.00817 400 2,602.384
5.12523 300 2,624.292 128.29149 400 2,602.209
9.05790 300 2,623.831 150.00000 400 2,601.980

16.00817 300 2,623.378 150.00101 0 2,602.690
28.29149 300 2,622.930 150.00171 0 2,603.186
50.00000 300 2,622.485 150.00290 0 2,604.008
50.00100 350 2,622.396 150.00493 0 2,605.386
50.00177 350 2,622.329 150.00839 0 2,607.637
50.00312 350 2,622.213 150.01428 0 2,611.229
50.00552 350 2,622.014 150.02432 0 2,616.860
50.00975 350 2,621.683 150.04140 0 2,624.732
50.01724 350 2,621.149 150.07048 0 2,634.429
50.03047 350 2,620.342 150.11995 0 2,642.928
50.05385 350 2,619.224 150.20419 0 2,647.668
50.09517 350 2,617.862 150.34757 0 2,649.444
50.16820 350 2,616.451 150.59161 0 2,650.302
50.29726 350 2,615.251 151.00702 0 2,650.942
50.52536 350 2,614.425 151.71411 0 2,651.529
50.92847 350 2,613.958 152.91771 0 2,652.089
51.64091 350 2,613.717 154.96645 0 2,652.632
52.90001 350 2,613.573 158.45372 0 2,653.157
55.12523 350 2,613.452 164.38966 0 2,653.661
59.05790 350 2,613.320 174.49365 0 2,654.134
66.00817 350 2,613.157 191.69235 0 2,654.566
78.29150 350 2,612.949 220.96745 0 2,654.944

100.00000 350 2,612.684 270.79862 0 2,655.257
100.00100 400 2,612.596 355.61975 0 2,655.499
100.00177 400 2,612.528 500.00000 0 2,655.676
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mn p =
μiZi

2pi

n

j = 2

p
μZ j−1

+
p
μZ

j

pj−pj−1

(8.158)

The normalized pseudopressure calculation for Exer-
cise 8.5 is shown in Table 8.25.

Well Test Diagnosis and Defining the Interpreta-
tion Model
Create a log-log diagnostic plot using the steps dis-

cussed in Exercise 8.1. However, in this calculation
mn(p) will be used instead of pressure. As discussed in
Section 8.4.3, the independent variable for the derivative
for flow-after-flow or variable rate should be ln radial
superposition function (fln_radial) expressed in equation
(8.15) and defined as:

f ln _ radial t =
n

i = 1

qi−qi−1

qn−1−qn
ln t− ti−1

The choice of fln_radial(t) as the independent variable for
the derivative ensures radial flow stabilization, Δp ’ rad
equals 0.4342 mRF, which is the same for a derivative
for first drawdown taken with respect to ln(Δt) and the
derivative of the first buildup following the first draw-

down taken with respect to ln
tp +Δt
Δt

.

From the diagnosis, as shown in Fig. 8.130, the reser-
voir–well system can be described as: an infinitely acting
radial homogeneous gas reservoir with wellbore storage
and skin.

Table 8.24 Gas Fluid Properties for Exercise 8.5.

Pressure
(psia) Gas viscosity (cp) Z

Pressure
(psia) Gas viscosity (cp) Z

14.700 0.01268 0.99854 1,537.812 0.01545 0.88091
75.624 0.01269 0.99253 1,598.737 0.01560 0.87829

136.549 0.01274 0.98658 1,659.661 0.01575 0.87587
197.473 0.01280 0.98070 1,720.586 0.01590 0.87367
258.398 0.01287 0.97489 1,781.510 0.01604 0.87168
319.322 0.01294 0.96917 1,842.435 0.01619 0.86991
380.247 0.01305 0.96352 1,903.359 0.01634 0.86835
441.171 0.01312 0.95798 1,964.284 0.01649 0.86700
502.096 0.01321 0.95252 2,025.208 0.01665 0.86587
563.020 0.01333 0.94717 2,086.133 0.01685 0.86496
623.945 0.01345 0.94193 2,147.057 0.01704 0.86425
684.869 0.01353 0.93681 2,207.982 0.01724 0.86376
745.794 0.01368 0.93181 2,268.906 0.01743 0.86347
806.718 0.01383 0.92693 2,329.831 0.01763 0.86338
867.643 0.01395 0.92220 2,390.755 0.01782 0.86350
928.567 0.01408 0.91760 2,451.679 0.01802 0.86381
989.492 0.01420 0.91316 2,512.604 0.01821 0.86432

1,050.416 0.01431 0.90887 2,573.529 0.01841 0.86501
1,111.341 0.01444 0.90474 2,634.453 0.01860 0.86588
1,172.265 0.01458 0.90078 2,695.377 0.01880 0.86694
1,233.190 0.01472 0.89700 2,756.302 0.01901 0.86816
1,294.114 0.01486 0.89340 2,817.227 0.01922 0.86956
1,355.039 0.01501 0.88998 2,878.151 0.01943 0.87111
1,415.963 0.01516 0.88676 2,939.075 0.01964 0.87283
1,476.888 0.01530 0.88373 3,000.000 0.01985 0.87469

Figure 8.129 Pressure–rate history with defined flow periods.
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Calculating Initial Well Test Parameters
Calculae pi from a superposition plot and derivative.
Note that the derivative in the diagnostic plot

(Fig. 8.130 and Fig. 8.131a) was taken with respect to
fln_radial while the superposition function Fig. 8.131b
was plotted against flog_radial.

Pick a start and end of the radial flow (any two points
on radial flow stabilization on derivative) defined as RF1

and RF2 as shown in Fig. 8.131a.
Use the corresponding radial flow points (RF1 and

RF2) from the derivative to fit a straight-line on the
superposition function plot (Fig. 8.131b) and extrapolate
to flog_radial = 0 to get mn(p)∗ on the vertical axis
(Fig. 8.131a).
Since the reservoir is infinite acting in behavior:

mn p ∗=mn p i = 835 1psi

Using the pseudopressure table to convert mn(pi) to pi:

pi = 2656psia

From Fig. 8.132, mWBS = 378.40 psi/hr.

From equation (8.156), C= 7 42
ZiTipscqg
piTscmWBS

Hence

C=7 42
0 89× 694 67× 14 7× 400
2656× 520 67× 378 4

= 0 051bbl/psi

Table 8.25 Normalized Pseudopressure Calculation for Exercise 8.5.

p (psia) μ (cp) Z μZ

p
μZ

(psia/cp)

p
μZ j−1

+
p
μZ

j

pj−pj−1
(psia2/cp)

m p =
n

j =2

p
μZ j−1

+
p
μZ

j

pj−pj−1

(psia2/cp)

mn p =m p
μiZi

2pi
)

(psia)

14.700 0.01268 0.99854 0.012662 1.161E+03 0.00E+00 0.00E+00 0.00
139.087 0.01274 0.98633 0.012567 1.107E+04 1.52E+06 1.52E+06 2.55
263.475 0.01288 0.97441 0.012548 2.100E+04 3.99E+06 5.51E+06 9.23
387.862 0.01306 0.96283 0.012574 3.085E+04 6.45E+06 1.20E+07 20.04
512.250 0.01322 0.95162 0.012581 4.071E+04 8.90E+06 2.09E+07 34.95
636.638 0.01346 0.94086 0.012664 5.027E+04 1.13E+07 3.22E+07 53.91
761.025 0.01372 0.93058 0.012767 5.961E+04 1.37E+07 4.58E+07 76.81
885.412 0.01399 0.92084 0.012883 6.873E+04 1.60E+07 6.18E+07 103.56

1,009.800 0.01423 0.91171 0.012977 7.781E+04 1.82E+07 8.00E+07 134.10
1,134.188 0.01449 0.90324 0.013090 8.665E+04 2.05E+07 1.00E+08 168.37
1,258.575 0.01478 0.89548 0.013232 9.511E+04 2.26E+07 1.23E+08 206.25
1,382.963 0.01508 0.88848 0.013394 1.033E+05 2.47E+07 1.48E+08 247.59
1,507.350 0.01538 0.88229 0.013567 1.111E+05 2.67E+07 1.74E+08 292.27
1,631.737 0.01568 0.87695 0.013750 1.187E+05 2.86E+07 2.03E+08 340.15
1,756.125 0.01598 0.87248 0.013943 1.259E+05 3.04E+07 2.33E+08 391.13
1,880.512 0.01628 0.86891 0.014148 1.329E+05 3.22E+07 2.66E+08 445.08
2,004.900 0.01659 0.86622 0.014369 1.395E+05 3.39E+07 3.00E+08 501.86
2,129.287 0.01699 0.86443 0.014682 1.450E+05 3.54E+07 3.35E+08 561.16
2,253.675 0.01738 0.86352 0.015011 1.501E+05 3.67E+07 3.72E+08 622.68
2,378.063 0.01778 0.86346 0.015352 1.549E+05 3.79E+07 4.10E+08 686.25
2,502.450 0.01818 0.86422 0.015709 1.593E+05 3.91E+07 4.49E+08 751.73
2,626.837 0.01858 0.86576 0.016082 1.633E+05 4.01E+07 4.89E+08 818.97
2,751.225 0.01899 0.86805 0.016487 1.669E+05 4.11E+07 5.30E+08 887.79
2,875.613 0.01942 0.87104 0.016917 1.700E+05 4.19E+07 5.72E+08 957.99
3,000.000 0.01985 0.87469 0.017363 1.728E+05 4.26E+07 6.14E+08 1,029.43

Figure 8.130 Well test diagnosis showing flow regimes for BU4.
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Also from Fig. 8.132,

Δmn p rad = 0 4342mRF = 0 5672psi

mRF =
0 5672
0 4342

= 1 306psi/logcycle

Note that mRF determined from the derivative (1.306
psi/log cycle) is consistent with that from the superposi-
tion plot (1.308 psi/log cycle) as shown in Fig. 8.131b.
From equation (8.154)

mRF = 28 95906× 103
ZiTipsc
piTsc

qgμi
krh

kr = 28 95906× 103
ZiTipsc
piTsc

qgμi
mRFh

kr = 28 95906× 103
0 89× 694 67× 14 7

2656× 520 67
400× 0 01
1 31× 45

= 12 9mD

kr = 13mD

Skin calculation in a gas well is different from that of oil
as shown in equations (8.153) and (8.155). Skin calculated
from a derivative plot or superposition plot is apparent
skin defined by equation (8.155):

S = Sw +D qi + qi+ 1

Therefore, at least two skin values from different flow
periods are required to determine mechanical skin effect
(Sw). Also, the calculation gives a non-Darcy skin coeffi-
cient, D. Equation (8.23) is extended for calculating
apparent skin effect (S’) for a gas well test.
For slightly compressible fluid such as oil, from equa-

tion (8.23), the skin effect is:

S = 1 15
0 4342 Δprad

Δprad
− log

k
ϕμctr2w

+ flog _ radial Δtrad − f log _ radial Δt1hr + 3 23

For single-phase gas flow, the apparent skin effect for
each flow period is:

S = 1 15
0 4342Δmn p rad

Δmn p rad
− log

k
ϕμctr2w

+ f log _ radial Δtrad − f log _ radial Δt1hr + 3 23 (8.159)

where flog_radial(Δtrad) is the value of the superposition
function taken atΔtrad hours and flog_radial(Δt1hr) the value
of superposition function taken at Δt = 1 hr.
Using DD1, DD2, DD3
When comparing more than one log-log diagnostic

plot, rate normalized pressure change and derivative
should be used, as discussed in Section 8.4.3.2.

Figure 8.131 Calculation of p∗ using the derivative and superposition function plots for BU4.

Figure 8.132 C, S’ and kr calculation from the derivative plot.
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From Fig. 8.133,
Δmn p rad

Δmn p rad
is determined and substi-

tuted into equation (8.159) to determine apparent skin
(S ). Table 8.26 summarizes the calculation of apparent
skin from three drawdown flow periods.
To determine Sw and D, plot S’ against qi+qi-1

(Fig. 8.134).
From Fig. 8.134:

D=0 40 1/Mscf/D andSw = 2

Forward Simulation

pD =
kh

141 2qBμ
Δp

Bgi = 0 1781× 103
ZiTipsc
piTsc

bbl/Mscf

mn p D =
kh

141 2qBμ
Δmn p

mn p D =
kh

0 1781× 103 × 141 2qμ
piTsc

ZiTipsc
Δmn p

Hence, for normalized pseudopressure,

mn p D =
kh

25 14772× 103qμ
piTsc

ZiTipsc
Δmn p (8.160)

tD =
0 000264k

ϕμctr2wΔt, fortime
(8.161)

CD =
0 8936

ϕcthr2wC, forwellbore storage
(8.162)

rD =
r
rw

, for radial distance (8.163)

Forward simulation of a well test analytical model is
discussed in Exercises 8.2 and 8.4. Forward simulation
of a gas well test will be carried out in normalized pseu-
dopressure, with skin effect defined for each flow period
using the apparent skin relationship in equation (8.155).
Simulated normalized pseudopressure response will
then be converted to pressure using pressure against a
normalized pseudopressure table (Table 8.25). Forward
simulation for Exercise 8.5 is shown in Fig. 8.135:
In this exercise, since there is a good match between test

data and simulated data, there is no need to refine the
match with regression.
The final results, summarized in Tables 8.27 and 8.28,

are the interpretation model and parameters that define
this interpretation model.

Figure 8.133 Rate normalized Δmn(p) and Δm’n(p).

Table 8.26 Apparent Skin Calculation for Exercise 8.5.

Flow
period

q
Mscf/
D

qi+qi-1
Mscf/
D

Δtrad
hrs

Δmn p rad
qi−qi−1

psi/

Mscf/D

Δm'n p rad
qi −qi−1

psi/

Mscf/D
0 4342Δmn p rad

Δm'n p rad
flog_radial(Δtrad) flog_radial(Δt1hr) S’

DD1 300 300 28.219 6.13E-02 1.42E-03 18.75 1.45 −0.0074 14.16
DD2 350 650 28.219 1.04E-01 1.42E-03 31.76 12.81 10.2380 27.84
DD3 400 750 28.219 1.14E-01 1.42E-03 34.90 15.99 13.7261 31.80

Figure 8.134 Determination of mechanical skin effect (Sw) and
non-Darcy coefficient (D).
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8.8. EFFECT OF DEPLETION ON WELL TEST
ANALYSIS IN GAS RESERVOIRS

When pseudosteady state has been reached, boundaries
and the area defining the reservoir can be determined. The
distances to the boundaries depend on ct, as show in equa-
tions (7.118) and (7.119), and so does the area and in-place
volume determined from well test analysis. In oil produc-
tion, this assumption of constant ct is often reasonable for
well test analysis. However, in gas reservoirs, this may not
be the case. Well test analysis disregards the changing ct
during pseudosteady state (depletion) and low drawdown
pressure in gas production.
In order to ensure that in-place volume determined

from well test analysis in a gas reservoir during pseudos-
teady state is consistent with in-place volume determined

using material balance calculation, ct in the well test can
be adjusted/corrected to capture the dependence of ct on
depletion. Two approach that can be used to adjust ct
in a gas well test analysis to capture the effect of depletion
are: pseudotime transform and material balance (p/Z)
correction.

8.8.1. Pseudotime Transform

The pseudotime transform equation (8.164) can be used
to deal with changing compressibility (ct),, gas viscosity
(μg) and total porosity (ct) with time and pressure:

tA =

t

t0

dt
μ p ct p

(8.164)

Figure 8.135 Summary of forward simulation for Exercise 8.5.

Table 8.27 Well test interpretation model for Exercise 8.5.

Model

Gas well with C and S
Homogeneous reservoir behavior
Infinite acting

Table 8.28 Well test interpretation parameters for Exercise 8.5.

Parameter Value

pi 835.1 psia
kr 13 mD
C 0.051 bbl/psi
S 2
D 0.40 D/Mscf
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Substituting equation (8.164) into the diffusivity equa-
tion for gas (equation (7.23)):

1
r
∂

∂r
r
∂mn p

∂r
=
ϕμct
k

∂mn p
∂tA

(8.165)

Using the pseudotime approach for well test analysis
involves creating a table of pseudotime against time, in
a similar way to creating table of pseudopressure against
pressure for pseudopressure transform as shown in Exer-
cise 8.5. Generated pseudotime instead of time will then
be used for well test analysis.
Pseudotime, like pseudopressure, can be normalized so

that normalized pseudotime retains the unit of time like
normalized pseudopressure has a unit of pressure in equa-
tion 7.28. Normalized pseudotime is thus defined as:

tAn = μicti

t

t0

dt
μ p ct p

(8.166)

where
μ(p) is gas viscosity as a function of pressure (p), ct(p) is

total compressibility as a function of pressure (p), μi is gas
viscosity at pi, and cti is total reservoir compressibility at pi.

8.8.2. Material Balance Correction

This is also called the
p
Z
correction approach for dealing

with changing compressibility(ct) and viscosity (μg) during
pseudosteady state gas production. It is based on the
principle that depletion of a normally pressured dry gas

reservoir will follow a linear trend of
p
Z
against cumulative

gas produced (Gp) (Fig. 8.136). Hence, average reservoir
pressure and corresponding compressibility and viscosity
can be determined at each time step defined by cumulative
gas produced. Compressibility and viscosity for each flow
period are replaced by determined values from material
balance at calculated average formation pressure.
Average formation pressure is determine using

equation (12.62):

pZ= −
pi
Zi

Gp p=p
G

+
pi
Zi

which can be rearranged as:

pZ=
pi
Zi

G−Gp p=p
G

(8.167)

where Gp is cumulative gas produced determined from
production/test rate and time of production, G is initial
gas in place, pi is initial formation pressure, Zi is initial
z-compressibility factor, Z is average Z factor at cumula-
tive gas productionGp, and p is average reservoir pressure
at cumulative gas production Gp.
With p determined at each time step, gas compressibil-

ity (cg) can be determined using a fluid property model or

the isothermal compressibility of real gas defined in equa-
tion 3.17 and expressed as:

cg p= p =
1
p
−1Z

∂Z
∂p p

(8.168)

Gas viscosity (μg) too can be determined at p using
appropriate gas viscosity model.

8.9. MULTIPHASE WELL TEST ANALYSIS

Multiphase flow when it occurs during well testing
affects the relative mobility of the reservoir fluid of pref-
erence and, therefore, the well performance. The relative
mobility of the reservoir fluid of interest depends on phase
viscosity, saturation, and relative permeability.
Well test analysis methods for multiphase fluid flow are

either based on the Perrine–Martin assumption or pseudo-
pressure transformations, which are similar to the concept
used in gas well test analysis discussed in Section 8.7.
A major challenge with use of the pseudopressure trans-
form approach for well test analysis of oil and gas below
saturation pressure is the need for the relative permeability
against saturation relationship (relative permeability
model) and the pressure against saturation relationship
(from constant volume depletion (CVD) fluid experiment),
which may not be available. The combination of the rela-
tive permeability against saturation relationship and pres-
sure against saturation relationship is to establish a
relationship between relative permeability and pressure,
which is required in the pseudopressure transform integral.

8.9.1. Perrine–Martin Approach

The Perrine-Martin concept [Perrine, 1956; Martin,
1959] involves replacing single-phase compressibility,
mobility, and rate with the saturation weighted compress-
ibility of all phases, sum ofmobility of all phases, and total

Figure 8.136 p/Z plot for correcting the effect of depletion in gas
well testing.
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equivalent rate, respectively, in the well test equation and
models. This concept is valid for uniform distribution of
all phases and situations with small saturation gradients.
Total equivalent rate (total bottomhole flow rate),

which is the sum of the bottomhole flow rate of all phases
at bottomhole condition, should be used for the Perrine–
Martin approach and is defined as:

qB t = qoBo + qwBw +qgBg

qgBg (gas produced at bottomhole) above can be
expressed in terms of surface gas rate qsc and solution
gas-oil-ratio (Rs). Hence, (qB)t becomes:

qB t = qoBo + qwBw + qsc−Rs Bg (8.169)

Total mobility determined from well test analysis for
multiphase well test analysis using the Perrine–Martine
concept is defined as:

k
μ t

=
ko
μo

+
kw
μw

+
kg
μg

(8.170)

Saturation weighted compressibility is defined in equa-
tion 7.12.

8.9.2. Raghavan’s Pseudopressure Transformation

Raghavan’s pseudopressure transformation [Raghavan,
1976] which is based on Evinger andMuskat’s multiphase
flow equation [Evinger and Muskat, 1942] for calculating
a theoretical productivity factor for oil wells producing by
solution gas drive, can be used for well test analysis in oil
reservoirs producing below the bubble point pressure. The
pressure transformed is then analyzed to obtain the abso-
lute formation permeability. Raghavan’s pseudopressure
transformation is defined as:

m p = 2

p

p0

kro
μoBo

dp (8.171)

where kro is the relative permeability of the oil phase, μo is
the viscosity of the oil phase, Bo is the oil formation vol-
ume factor, and p0 is any low reference pressure.
This approach requires a relative permeability against

saturation relationship (relative permeability model)
and a pressure against saturation relationship (from
CVD fluid experiment).

8.9.3. Jones and Raghavan

The Jones and Raghavan pseudopressure transforma-
tion is used for well test analysis in gas condensate reser-
voirs producing below the dew point pressure. This
concept is similar to that of Raghavan’s pseudopressure
transformation for oil wells producing by solution gas
drive. Jones and Raghavan’s pseudopressure transforma-
tion is expressed as [Jones and Raghavan, 1988]:

m p = 2

p

p0

ρo
kro
μo

+ ρg
krg
μg

dp (8.172)

where kro is the relative permeability of the oil phase, krg is
the relative permeability of the gas phase, ρo is the density
of the oil phase, ρg is the density of the gas phase, p0 is any
low reference pressure, μo is the viscosity of oil phase, and
μg is the viscosity of the gas phase.
This approach, like Raghavan’s pseudopressure trans-

formation for oil below saturation pressure, requires a
relative permeability against saturation relationship (rela-
tive permeability model) and pressure against saturation
relationship (from CVD fluid experiment).

8.10. WELL TEST ANALYSIS USING
FORMATION TEST DATA

Pressure and rate measurements from formation testing
(using formation testers) can be used for well test analysis
as they satisfy requirements for well test analysis, which
are: (i) rate measurement, (ii) rate control, and (iii) pres-
sure measurement. Diagnosis of formation test data for
well test analysis will generally yield: flowline storage
effect (similar to wellbore storage effect), skin effect,
spherical flow behavior (relating to spherical mobility),
and radial flow behavior (relating to radial mobility)
where it manifests.
Use of wireline formation for pressure transient analysis

may create a drawback when a test is completely domi-
nated by a spherical flow regime, with radial flow not
manifesting. In situations where this occurs, formation
horizontal permeability (kxy) becomes indeterminate
and only spherical permeability can be determined. In
order to increase the chances of having a defined radial
flow behavior for radial permeability calculation, a pump
(using pump module) can be used for an extended pump-
out test to give a significant radius of investigation away
from the spherical dominated regime, long enough for
radial flow to manifest during buildup analysis following
pump-out.
Fig. 8.137 shows the pressure–rate history from

Exercise 6.1. A detailed workflow for analysis of well test
(pressure transient) data is discussed in Section 8.3. Anal-
ysis of final buildup and a match to the entire formation
test pressure response is shown in Fig. 8.138.

8.11. ANALYSIS OF VERTICAL INTERFERENCE
TEST (VIT) FROM FORMATION TESTER

Formation testers can be configured for vertical inter-
ference testing (VIT) in probe–probe configuration
(Fig. 8.139) or probe–packer configuration (Fig. 8.140).
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Figure 8.137 Pressure–rate history for Exercise 6.1.

Figure 8.138 Pressure transient analysis of formation probe test from Exercise 6.1.

Figure 8.139 Probe–probe configuration for VIT. Figure 8.140 Probe–packer configuration for VIT.



Asmentioned in Chapter 6 (6.2.8), the objectives of car-
rying out vertical interference testing include: assessing
vertical hydraulic communication, average vertical reser-
voir permeability, lateral continuity of shales, and reser-
voir layering behavior.
Fig. 8.141 shows a typical response of an observation

probe (sink) when diffusing pressure from an active probe
or packer (source) has not reached the observation probe
or the case when zones with active probe/packer and
observation probe are not in hydraulic communication.
Fig. 8.142 shows the response of an observation probe

when diffusing pressure from an active probe/packer has
reached it and, hence, the zones with active probe/packer
and observation probe are in hydraulic communication.
Fig. 8.143 shows a typical well test diagnostic plot of

pressure from the observation probe when the active
probe/packer and observation probe are in hydraulic
communication. The log-log derivative plot has a charac-
teristic “V” shape, which is due to a local minimum in the
observation pressure response shown in Fig. 8.142.
Although part of the pressure response plot in Fig. 8.142
before the local minimum has a negative derivative, only
positive derivative values are displayed on the log-log

derivative plot. At local minimum, the pressure derivative
will tend to zero as shown in Fig. 8.143.
The elapsed time the local minimum in Fig. 8.142

occurs or elapsed time when “V” was reached from a

derivative (Fig. 8.143) is dependent on formation
kz
kxy

for a fixed probe–probe or probe–packer spacing. When
kz
kxy

is low, pressure pulse propagation from the active

source travels in an elliptical pattern taking a very long
time to reach the observation probe. This is the case for
a lot of VIT. Even when probe–probe or probe–packer
spacing is reduced, it may take a long time for pressure
diffusion from an active source to reach the observation
probe. This is the reason why VITs are not as common

as other formation testing methods. However, when
kz
kxy

is high, pressure pulse propagation from the active source
travels in a spherical or hemispherical pattern, reaching
the observation probe much faster than the case with

low
kz
kxy

.

Note: In vertical wells, x–y permeability (kxy) can be
replaced with radial permeability (kr).

8.11.1. Analysis of Vertical Interference Test

Analysis of vertical interference test data involves
matching model prediction to measured active and obser-
vation pressure response.
For a probe–probe configuration (Fig. 8.139), which is

made up of active and observation probes, the active
probe response model has been described in Chapter 6
(6.2.1) and Section 8.10, while the observation probe
response is described in Sections 8.11.1.1 and 8.11.1.2.
For a probe–packer configuration (Fig. 8.140), which is

made up of an active packer (source) and an observation
probe, the solution for the active packer is the limited

Figure 8.141 Observation probe response for nonarrival of
pulse or noncommunicating zones.

Figure 8.142 Observation probe response for comm-
unicating zones.

Figure 8.143 Well test diagnostic plot for observation response
in communicating zones.
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entry (partial penetration) interpretation model described
in Section 8.5.1.7, while the observation probe response is
described in Section 8.11.1.3.

8.11.1.1. Observation Probe Without Confinement.
The pressure response of a vertical observation probe for
a probe–probe configuration (Fig. 8.139) when the confin-
ing vertical barriers that define the top and bottom for the
formation have not been reach by diffusing pressure can be
described as infinite acting confining boundaries or simply
as a formation without confinement. Dimensionless pres-
sure for a vertical observation probe without confinement
can be expressed as [Goode and Thambynayagam, 1992]:

pDOS =
1

2 π

tD

0

e

−
z2vp

4βr2w
kz
kr

β1 5 Go β dβ (8.173)

where

pDOS =
pi−pvp t 4πkrw

qμ in consistent units

pvp is the pressure response of the vertical observa-
tion probe

Go β =
8
π2

∞

n= −∞

∞

0

βe−α2β

α Jn α 2 +Yn α 2
dα

tD =
krΔt
ϕμctr2w

in consistent units

k
_
= krkz

For computational efficiency, tabulated values of
Go(β), as shown in Table 8.29, can be used [Stewart, 2012].

8.11.1.2. Observation Probe With Confinement. By
using a method of images on probe–probe configuration
without confinement, an expression for the vertical

observation probe for a probe–probe configuration with
confinement (Fig. 8.139) can be derived [Goode and
Thambynayagam, 1992]. The use of images for including
the effect of boundaries on pressure transient behavior is
discussed in Section 8.5.1.12. Equation (8.174) shows the
pressure response for the vertical observation probe with
top and bottom vertical confining flow barriers.

pDCO =
1

2 π

tD

0

∞

i = −∞

e−γ1 i,β

β1 5 +
e−γ2 i,β

β1 5 Go β dβ

(8.174)

where

pDCO =
pi−pvp t 2πkrh

qμ
in consistent units

γ1 i,β =
z− 2hi−zs

2

4βr2w
kv
kr

andγ2 i,β =
z− 2hi + zs

2

4βr2w
kv
kr

The relationship between the dimensionless pressure
response of a vertical observation probe without confine-
ment (pDOS) and dimensionless pressure response of a ver-
tical observation probe with confinement (pDCO) is
expressed as:

pDCO =
pi−pvp t 2πkrh

qμ
=

h

2rw
kv
kr

pDOS

pDCO =
h

2rw
kv
kr

pDOS (8.175)

8.11.1.3. Observation Probe With Active Packer.
Fig. 8.140 shows the probe–packer configuration for
VIT. The pressure response for the observation probe
with packers as source can be expressed by equation
(8.176) [Abbaszadeh and Hegeman, 1990]:

pDO =
1
4

tD

0

e−
1

4τD

τD
2+

8hD
πLWD

∞

m=1

e−
A
4

m
cos D sin E cos F dτD,

(8.176)

where dimensionless parameters in consistent units are:

pDO =
2πkr pi−ppf

qBμ

ppf is the pressure response of the observation probe

tD =
krΔt

ϕμctr
,2
w

Table 8.29 Values of GO(β) [Stewart, 2012].

Log10(β) Go(β)

−3 1.972
−2 1.913
−1.5 1.858
−1 1.7645
−0.5 1.6272
0 1.4458
0.5 1.2371
1 1.0684
1.5 1.0036
2 0.9939
2.5 0.9963
3 0.9962

322 PETROLEUM ENGINEERING



D=
mπzD
hD

E=
mπLWD

2hD

F=
mπzWD

hD

A=
m2π2τD

h2D

zD =
zw +

LW

2
+ zp

rw

zwD =
zw
rw

kr
kz
;hD =

h
rw

kr
kz
andLwD =

Lw

rw

kr
kz

A combination of diagnosis, forward simulation, and
regression can be applied to analysis of VIT. The key flow
regime that appears during analysis can be used to give
initial model parameters. These parameters can then be
refined using regression, which has been discussed in
Section 8.5.1.5.
Fig. 8.144 shows an example of a VIT analysis showing

active and observation response match with a simulated
response as a continuous line and actual test data as a
dotted line.

8.12. WELL TEST DESIGN

The objective of a well test design is to forecast possible
well test response within practical limits in order to
increase the probability that a proposed/planned well test
job will achieve desired objectives. Well test design maybe
carried out to determine the time when a specific flow
regime that characterizes certain well and reservoir fea-
tures would manifest, determine the best rate sequence
for a proposed well test or understand operational consid-
erations for a proposed well test. Well test design involves
forward simulation and analysis of synthetic well test data
using a range of well and reservoir parameters that are
considered reasonable.

Exercise 8.6 Well Test Design
A 12 API oil reservoir was hydraulically fractured and

propped to improve well deliverability. Well fracture may
be considered as finite conductivity. Fig. 8.145 show faults
around the reservoir determined from structural analysis
using seismic data.
Average reservoir properties are: ϕ = 0.18, k = 800 mD,

ct = 3.5 E-5 psi−1, and μ = 34 cp.
1. What duration of buildup during testing will be

required to characterizes Fault 1.
2. Assuming there is sufficient time for all well test fea-

tures to manifest, sketch expected drawdown and buildup

Figure 8.144 Example of VIT analysis.
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log-log pressure derivative response for the well test long
enough to test the entire boundaries of the reservoir. All
faults and reservoir boundaries are no-flow in nature.
3.What operational or logistic considerations should be

made during well test operation in the field.

Solution.
1. Using the Lee et al. formula in equation (8.43):

ri = 0 032
kΔttest
ϕμct

dfault = 0 032
kΔtfault
ϕμct

Δtfault =ϕμct
d2fault

0 001024k

dfault = 200ft

Δtfault = 0 18× 34× 3 5× 10−5 2002

0 001024 × 800
= 10 45hrs

Time to detect Fault 1 is about 10.45 hours based on
the data supplied.

2. Expected drawdown and buildup log-log derivative
response of the well test is shown in Fig. 8.146.
3. A contingency plan for gas lift during testing should

be made due to lowAPI (heavy oil). Coil tubing operation
can be used for N2 gas lifting during well testing where
required.
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9

Reservoir Inflow Performance

Well performance generally relates to production
capacity of well at a given well and reservoir condition.
Fig. 9.1 shows a well schematic with key features that
affect well performance. One common approach for
describing the performance/deliverability of a well is the
use of a combined plot of inflow performance relationship
(IPR) and tubing performance relationship (TRP).
The inflow performance relationship (IPR), also called

well inflow performance relationship, is defined as the
functional relationship between the reservoir fluid pro-
duction rate into the wellbore (qin), reservoir pressure
(pr), and the bottomhole flowing pressure (pwf). Pressure
drop between the reservoir and wellbore (Δpformation),
which is a function of inflow rate (qin), can be defined as:

Δpformation qin = pr−pwf

Therefore:

pwf = pr−Δpformation qin (9.1)

The tubing performance relationship (TPR) is defined as
the functional relationship between the reservoir fluid
production rate produced out of well (qout), tubing head
pressure (pthp), and the bottomhole flowing pressure
(pwf). The pressure drop between the wellbore and well
tubing head pressure, Δptubing, which is a function of out-
flow rate (qout), can be defined as:

Δptubing qout = pwf −pthp

Therefore:

pwf =Δptubing qout + pthp (9.2)

Combined graphical presentation of IPR and TPR is
called the system plot. The solution of the IPR and TPR
at any given node is the solution point. Fig. 9.2 shows a
system plot with solution point. In well performance
analysis, solution may be determined at any point of
interest in the production system. Any point of interest
where a solution point is determined is called a node.
IPR relationships for wells producing under approxi-

mately steady state (SS) and pseudosteady state (PSS)
reservoir conditions are important during the life of a fully
developed field. SS and PSS conditions have been
discussed in detail in Chapter 8.

9.1. STEADY-STATE PRESSURE RESPONSE FOR
HOMOGENEOUS RESERVOIR

Fig. 9.3 shows a well producing an incompressible fluid
with rate q at steady state, with an injection front of rate q
and external boundary pressure pe. Since the rate of fluid
injected into the reservoir is equal to the rate of fluid
produced, there will be no net accumulation or depletion.
Some of the practical instances where a well will flow at
SS condition would include: a well producing from a
reservoir with a large water aquifer support, creating an
influx boundary or a well producing from a reservoir with
support from an expanding gas cap.
Fig. 9.4 shows a typical bottomhole pressure in a reser-

voir at SS conditions.
FromDarcy’s law, for a fully completed well with radial

flow, superficial velocity is defined as:

u = −
q
A

= −
k
μ
dp
dr

(9.3)

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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Figure 9.1 Well schematic showing pr, pwf, pthp and psoln.

Figure 9.2 System showing solution point.

Figure 9.3 Well producing at steady state.

Figure 9.4 Pressure–rate history showing steady state
behavior.

328 PETROLEUM ENGINEERING



where q is the flow rate, k is the permeability, A is the
radial flow area, μ is the viscosity, p is the pressure, and
r is the radial distance.

−
q

2πrh
= −

k
μ
dp
dr

dp=
qμ

2πkhr
dr

p

pwf

dp=
qμ

2πkh

r

rw

dr
r

p−pwf =
qμ

2πkh
ln

r
rw

(9.4)

Equation (9.4) describes pressure profile at any given
radial distance away from the wellbore producing under
steady state condition in consistent units. Equation (9.4)
in EOF units can be expressed as:

p−pwf =
141 2qBμ

kh
ln

r
rw

(9.5)

where q = production flow rate (bbl/d), B = formation
volume factor (stb/rb), k = permeability (mD), μ = viscos-
ity (cp), p = pressure (psia), h = formation thickness (ft),
r = radial distance away from the well (ft), and rw =
wellbore radius (ft).

9.1.1. Pressure Profile forWell Producing at Steady State

From equation (9.5), the pressure profile (p against r)
will depend on q, B, μ, k, and h, hence leading to an unlim-
ited number of profiles depending on how q, B, μ, k, and h
are combined. Another way of plotting pressure profile is
in dimensionless variables, which are independent of the
magnitude of the variables. Dimensionless variables as
discussed in Chapter 8 (Well Test Analysis) make well test
equation manipulation easier, as variables in pressure
equations become independent of the magnitude of the
physical parameters such as fluid and rock properties.
Defining dimensionless radial distance using equa-

tion (8.47):

rD =
r
rw

Defining dimensionless pressure using equation (8.3):

pD =
kh

141 2qBμ
Δp

From equation (9.5):

Δp=p−pwf =
141 2qBμ

kh
ln

r
rw

Substituting Δp above into the pD function from
equation (8.3):

pD =
kh

141 2qBμ
141 2qBμ

kh
ln

r
rw

Substituting into rD =
r
rw

above equation

pD = lnrD (9.6)

As shown in equation (9.6), pressure defined in terms of
the pD function is independent of the magnitude of reser-
voir or fluid parameters (q, k, h, k, and μ).

Exercise 9.1 Pressure Profile in Real and Dimensionless
Variables
Given three wells (Table 9.1) producing under steady

state conditions, plot pressure profile for each well as
far as 100 ft away from the well in the following forms.
1. Pressure in psia against radial distance from well

in feet.
2. Dimensionless pressure and dimensionless radial dis-

tance away from well.

rw = 0 35 ft; pwf = 2,100 psia; Bo = 1 5 rb/stb

Solution Steps.

Step 1: create pressure profile plot in real variables.
(i) create table of values of r from rw to 100 ft

(Table 9.2);
(ii) determine p using equation (9.5) for every value of r

from above for wells 1 to 4 (Table 9.2);

Table 9.1 Parameters for Wells in Exercise 9.1.

Parameter Well 1 Well 2 Well 3 Well 4

q (stb/D) 405 337.5 270 486
k (mD) 150 180 225 125
h (ft) 30 36 45 25
μ (cp) 1 0.833 0.667 1.22

Table 9.2 Summary of p Against r for Exercise 9.1.

r
Pressure (psia)

(ft) Well 1 Well 2 Well 3 Well 4

0.35 2,100.0 2,100.0 2,100.0 2,100.0
0.62 2,110.8 2,105.2 2,102.1 2,122.7
1.08 2,121.6 2,110.4 2,104.3 2,145.5
1.91 2,132.3 2,115.6 2,106.4 2,168.2
3.36 2,143.1 2,120.8 2,108.5 2,190.9
5.92 2,153.9 2,126.0 2,110.6 2,213.6

10.41 2,164.7 2,131.2 2,112.8 2,236.4
18.33 2,175.5 2,136.4 2,114.9 2,259.1
32.27 2,186.2 2,141.6 2,117.0 2,281.8
56.81 2,197.0 2,146.8 2,119.2 2,304.5

100 2,207.8 2,152.0 2,121.3 2,327.3
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(iii) plot p against r for wells 1 to 4 (Fig. 9.5).
Step 2: create pressure profile plots in dimensionless
variables.

(i) determine rD using equation (8.47) where rD =
r
rw

(Table 9.3);
(ii) calculate pD using equation (9.6) for wells 1 to 4

(Table 9.3);
(iii) plot pD against rD for wells 1 to 4 (Fig. 9.6).

Solution.
For this exercise, r can be spaced between rw and 100 ft

geometrically, arithmetically, or even randomly.

The inflow performance relationship can be derived
from the diffusivity equation, which is the basis of well test
analysis. Derivation of the diffusivity equation from
Darcy’s law, the continuity equation, and equations of
state (EOS) were discussed in Chapter 7 (7.1).
From equation (7.11):

1
r
∂

∂r
r
∂p
∂r

=
ϕμct
k

∂p
∂t

At steady state:

∂p
∂t

= 0

1
r
d
dr

r
dp
dr

= 0

d
dr

r
dp
dr

= 0

r
dp
dr

=C (9.7)

At wellbore:

r
dp
dr rw

=C (9.8)

From Darcy’s law:

urad = −
q

2πrh
= −

k
μ
dp
dr

At wellbore:

q
2πrwh

=
k
μ
dp
dr rw

rw
qμ

2πrwkh
= rw

dp
dr rw

qμ
2πkh

= r
dp
dr rw

r
dp
dr rw

=
qμ

2πkh
(9.9)

Solving equations (9.8) and (9.9):

C=
qμ

2πkh

Figure 9.5 Pressure profile in real variables (p against r).

Table 9.3 Summary of pD Against rD for Exercise 9.1.

pD

rD Well 1 Well 2 Well 3 Well 4

1 0.00 0.00 0.00 0.00
1.76 0.57 0.57 0.57 0.57
3.10 1.13 1.13 1.13 1.13
5.45 1.70 1.70 1.70 1.70
9.60 2.26 2.26 2.26 2.26

16.90 2.83 2.83 2.83 2.83
29.75 3.39 3.39 3.39 3.39
52.38 3.96 3.96 3.96 3.96
92.20 4.52 4.52 4.52 4.52

162.31 5.09 5.09 5.09 5.09
285.71 5.65 5.65 5.65 5.65

Figure 9.6 Pressure profile in dimensionless variables (pD
against rD).
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Substituting C into equation (9.7):

r
dp
dr

=

r
dp
dr

=
qμ

2πkh

dp
dr

=
1
r

qμ
2πkh

dp=
1
r

qμ
2πkh

dr

p

pwf

dp=
qμ

2πkh

r

rw

dr
r

p−pwf =
qμ

2πkh
ln

r
rw

At a defined external reservoir, radial distance, re, with
pressure, pe, this solution becomes:

pe−pwf =
qμ

2πkh
ln

re
rw

boundary conditions p=pe and r = re

In EOF it becomes:

pe−pwf =
141 2Bqμ

kh
ln

re
rw

(9.10)

As shown in equation (9.10), steady-state IPR is
Darcy’s law. Hence, steady-state IPR is also called
Darcy’s IPR.
Including pressure drop due to skin effect defined by

Van Everdingen and Hurst [1949]:

pe = pwf +
141 2Bqμ

kh
ln

re
rw

+ S (9.11)

Equation (9.11) defines the simplest inflow performance
relationship.
A more common and useful way of defining an IPR is

with respect to average reservoir pressure (pavg) rather than
to external reservoir boundary pressure (pe). This is because,
in well test analysis, for closed systems average reservoir
pressure is easily determined. Also, for material balance
purposes, where a reservoir is considered as single or mul-
tiple tanks, the average reservoir pressure of reservoir/com-
partments is what is required. Thus, for comparison and
easy integration of IPR with material balance, well test
analysis, and production optimization, defining IPR with
respect to average reservoir pressure is most appropriate.
Average reservoir pressure for a reservoir described by

volume elements as shown in Fig. 9.7 can be expressed as:

pAvg =

n

j= 1

pjΔVj

n

j = 1

ΔVj

(9.12)

For reservoir with cylindrical geometry and a well with
radial flow, as shown in Fig. 9.3, equation (9.12) becomes:

pAvg =

re

rw

p2πrhdr

re

rw

2πrhdr

pAvg =

re

rw

p2πrhdr

π r2e− r2w h
(9.13)

Considering reservoir size is far greater than wellbore
radius, re >> rw, then r2e− r2w≈ r2e and, hence, equation
(9.13) becomes:

pAvg =
2
r2e

re

rw

prdr (9.14)

From equation (9.4), p = pwf +
qμ

2πkh
ln

r
rw

Substituting p from equation (9.4) into equation (9.14),
equation (9.14) becomes:

pAvg =
2
r2e

re

rw

pwf r + r
qμ

2πkh
ln

r
rw

dr

pAvg =
2
r2e

re

rw

pwf rdr +

re

rw

r
qμ

2πkh
ln

r
rw

dr

pAvg =
2
r2e

pwf
r2e− r2w

2
+

re

rw

r
qμ

2πkh
ln

r
rw

dr (9.15)

Figure 9.7 Volume elements, ΔVj, with corresponding
pressure, pj, for a reservoir.
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Integration by parts can be used to solve equation (9.15).

The expression in the form UdV can be integrated as

follows: UdV=UV− VdU.

Evaluating:

re

rw

r ln
r
rw

dr, which is part of equation

(9.15), using integration by parts:

re

rw

r ln
r
rw

dr=
r2e− r2w

2
ln

re
rw

−

re

rw

r2

2
1
r
dr

=
r2e− r2w

2
ln

re
rw

−

re

rw

r
2
dr

=
r2e− r2w

2
ln

re
rw

−
r2

4

re

rw

=
r2e− r2w

2
ln

re
rw

−
r2e− r2w

4

re

rw

r ln
r
rw

dr=
r2e− r2w

2
ln

re
rw

−
r2e− r2w

4

Substituting the expression for

re

rw

r ln
r
rw

dr above into

equation (9.15):

pAvg =
2
r2e

pwf
r2e− r2w

2
+

qμ
2πkh

r2e− r2w
2

ln
re
rw

−
r2e− r2w

4

pAvg =
2
r2e

pwf
r2e
2

+
qμ

2πkh
r2e
2
ln
re
rw

−
r2e
4

pAvg = pwf +
qμ

2πkh
ln

re
rw

−
1
2

Including pressure drop due to skin effect defined by
Van Everdingen and Hurst [1949]:

pAvg = pwf +
qμ

2πkh
ln

re
rw

−
1
2
+ S

pAvg = pwf +
141 2Bqμ

kh
ln

re
rw

−
1
2
+S (9.16)

Difference Between pe and pAvg for SS Conditions
Equation (9.11) minus equation (9.16):

pe−pAvg = pwf +
141 2Bqμ

kh
ln

re
rw

+ S

− pwf +
141 2Bqμ

kh
ln

re
rw

−
1
2
+S

pe−pAvg =
141 2
2

Bqμ
kh

pe−pAvg = 70 6
Bqμ
kh

inEOFunits

Exercise 9.2 Comparison of pe and pAvg for Oil Well
Producing at Steady State
Consider that well 1 in Exercise 9.1 is producing under

steady-state conditions and has a skin effect of 2, and that
the reservoir can be described as having an external
reservoir radial distance (re) of approximately 1000 ft.
Compare the external reservoir boundary pressure (pe)
with the average reservoir pressure (pAvg).

Solution Steps.
Step 1: using equation (9.11) at re = 1,000 ft, deter-
mine pe.

Step 2: using equation (9.16), determine pAvg.

Solution.
From equation (9.11), given re = 1,000 ft:

pe = pwf +
141 2Bqμ

kh
ln

re
rw

+ S

pe = 2,100 +
141 2× 1 5× 405× 1

150× 30
ln
1,000
0 35

+ 2

pe = 2,289.81psia

From equation (9.16):

pAvg = pwf +
141 2Bqμ

kh
ln

re
rw

−
1
2
+S

pAvg = 2,100 +
141 2× 1 5× 405× 1

150× 30
ln
1,000
0 35

−
1
2
+ 2

pAvg = 2,280.28psia

Extend the pressure profile in Exercise 9.1 to 1000 ft and
show values of pe and pAvg on the pressure profile away
from the well to the reservoir extent (Fig. 9.8).

An important plot for reservoir and production engi-
neers is the plot of pwf against q (qsurface). This relationship
is the IPR, which is important for well diagnosis,
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performance prediction, and optimization. For a reservoir
producing under steady-state conditions, IPRwith respect
to average reservoir pressures is defined from equation
(9.16) as:

pwf = pAvg−
141 2Bqμ

kh
ln

re
rw

−
1
2
+S

The IPR relationship shows the effect of back pressure on
the well (which changes sandface pressure pwf) and rate of
productionmeasured at the surface condition (q). This rela-
tionship depends on well conditions, reservoir properties,
boundary characteristics (size and type), and the flow
regime that dominates flow in the reservoir. The reference
depth for sandface pressure measurement is often mid-
reservoir or mid-perforation. Since pressure gauges are
always placed at the top of a perforation or even shallower
for verydeepwells, pwfmeasuredbygaugesmaybe less than
the sandfacepressure.Theapproach forhandling thisdiffer-
ence is discussed under nodal solutions inChapter 11 (11.1).
A plot of pwf at the sandface against q for a steady state

homogeneous single incompressible fluid condition will
yield a straight line with a slope and intercepts that are
key characteristic of the reservoir (Fig. 9.9). The inverse
of the slope is defined as the productivity index (PI); the
intercept on the pwf (vertical) axis is the average reservoir
pressure (pAvg); and the value of production rate on the hor-
izontal axis at minimum pressure of 1 atm (14.7 psia) is the
absolute openhole flow potential (AOFP or qmax) (Fig. 9.9).
The PI, which is the fluid flow rate delivered by reser-

voir to the wellbore per unit pressure drop between the
reservoir and bottomhole pressure, is a very important
reservoir-wellbore characteristic that gives an indication
of the reservoir’s capability to deliver fluid to the wellbore.
PI can be expressed as:

PI =
q

pAvg−pwf
(9.17)

In petroleum engineering, the concept of PI is applica-
ble only to single-phase oil wells. For a single-phase,
slightly compressible or incompressible fluid, producing
under steady-state conditions, PI can be derived from
equation (9.16) as:

PISS =
q

pAvg−pwf
=

kh

141 2μB ln
re
rw

−0 5+S
inEOF

(9.18)

AOFPdefines themaximumtheoreticalpossible rate thata
well can produce at the lowest possible bottomhole pressure.

Exercise 9.3 IPR for an Oil Well Producing Under
Steady-State Conditions

1. Draw an IPR plot for the reservoir system in Exercise
9.2 showing pAvg, qmax (AOFP).
2. Determine the PI of the reservoir-wellbore system.

Solution Steps.
Step 1: determine pAvg (see Exercise 9.2). pAvg corre-
sponds to pwf at rate zero (q = 0).

Step 2: determine q at pwf = 14.7 psia using equation
(9.16). q at pwf = 14.7 psia gives AOFP.

Step 3: a straight line with coordinates (0 stb/d, pAvg

psia) and (AOFP stb/d, 14.7 psia) defines the SS
IPR (Fig. 9.10).

Step 4: the PI can be calculated using equation (9.18).

Solution.
pAvg = 2280.28 psia (calculated in Exercise 9.2).
AOFP Calculation
From equation (9.16):

pAvg = pwf +
141 2Bqμ

kh
ln

re
rw

−
1
2
+S

Figure 9.8 Comparison of pe and pAvg shown on the pressure
profile.

Figure 9.9 IPR plot for a reservoir–wellbore system producing
under steady-state conditions.
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Making q the subject of the formula:

q=
pAvg−pwf

141 2Bμ
kh

ln
re
rw

−
1
2
+S

q at pwf = 14.7 psia defines AOFP (qmax).
Substituting the parameters into the above equation:

qmax =
2,280.28−14 7

141 2× 1 5× 1
150× 30

ln
1,000
0 35

−
1
2
+ 2

= 5,089.63stb/D

AOFP=qmax = 5,090stb/D

Productivity Index (PI) Calculation
From equation (9.18):

PISS =
q

pAvg−pwf
=

kh

141 2μB ln
re
rw

−0 5+S

PISS =
kh

141 2μB ln
re
rw

−0 5+ S

PISS =
150× 30

141 2× 1× 1 5 ln
1,000
0 35

−0 5+ 2

= 2 246stb/D/psi

PISS = 2 24stb/D/psi

9.2. PSEUDO-STEADY (SEMISTEADY) STATE
PRESSURE RESPONSE FOR A HOMOGENEOUS

RESERVOIR

During depletion of a closed reservoir with no-flow
boundaries (Fig. 9.11), reservoir fluid is produced by vol-
umetric expansion rather than injection, aquifer, or gas
cap support. The pressure response of a well producing
under depletion in described as pseudosteady state
(PSS) and this condition is very important for reservoir
and production management. When a PSS flow regime
is reached, the rate of depletion with time becomes
constant. The transient period prior to reaching the
pseudosteady state condition was discussed in Chapter 8
(Well Test Analysis).
Fig. 9.12 shows the typical bottomhole pressure

response for a well producing under PSS conditions.

Figure 9.10 Straight-line relationship between pwf against q for
steady-state conditions.

Figure 9.11 Well producing at pseudosteady state.

Figure 9.12 Pressure–rate history showing pseudosteady state
behavior.
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Depletion by volumetric expansion for a closed bound-
ary system can be expressed as:

ΔV= −ctVΔp
where ct is total compressibility, V is reservoir pore vol-
ume,Δp is the pressure change from pi to pAvg (pi − pAvg),
and ΔV is cumulative production, which is the product of
constant rate production (q) and total flowing time (t).
Dividing both sides of the equation above by Δt gives:

ΔV
Δt

= −ctV
Δp
Δt

PSS is defined by r re, hence:

q = −ctVr re
dp
dt

(9.19)

Substituting Vr re = π r2e−r2w hϕ into equation (9.19):

q = −ctπ r2e−r2w hϕ
dp
dt

(9.20)

Equation (9.20) is an important boundary condition
defining PSS and can be rewritten as:

dp
dt

= −
q

ctπ r2e− r2w hϕ

Considering that r2e >> r2w, r
2
e−r2w≈r2e , the above equa-

tion can be expressed as:

dp
dt

= −
q

ct πr2ehϕ
(9.21)

Substituting the expression for
dp
dt

in equation (9.21)

into the diffusivity equation (equation (7.11)):

1
r
∂

∂r
r
∂p
∂r

=
ϕμct
k

∂p
∂t

1
r
∂

∂r
r
∂p
∂r

= −
ϕμct
k

qr
ct πr2ehϕ

1
r
∂

∂r
r
∂p
∂r

= −
qrμ
πr2ekh

∂

∂r
r
∂p
∂r

= −
qμ

πr2ekh
r

r
∂p
∂r

= −
qμ

2 πr2ekh
r2 +C

∂p
∂r

= −
qμ

2 πr2ekh
r+

C
r

(9.22)

When r = re, since there is no flux across boundary, the
pressure gradient at the boundary is zero:

dp
dr r= re

= 0

Therefore, at the boundary, equation (9.22) becomes:

0 = −
qμ

2 πr2ekh
re +

C
re

Solving for C:

C=
qμ

2πkh

Substituting the value of C into equation (9.22):

∂p
∂r

= −
qμ

2 πr2ekh
r +

qμ
2πkhr

Integrating between the limits of p and pwf; r and rw:

p

pwf

dp=

r

rw

−
qμ

2 πr2ekh
r +

qμ
2πkhr

dr

p−pwf =
qμ

2πkh

r

rw

1
r
−

r
r2e

dr

p−pwf =
qμ

2πkh
ln

r
rw

−
r2− r2w
2 r2e

Considering that r2 >> r2w r2−r2w≈r2, the above
expression becomes:

p−pwf =
qμ

2πkh
ln

r
rw

−
r2

2 r2e
(9.23)

At the reservoir boundary, r = re and p = pe, hence:

pe−pwf =
qμ

2πkh
ln

re
rw

−
r2e
2 r2e

Adding the skin effect defined by Van Everdingen and
Hurst [1949], and making pe the subject of the formula:

pe = pwf +
qμ

2πkh
ln

re
rw

−
1
2
+ S (9.24)

Expressing PSS in terms of pAvg by substituting p in
equation (9.23) into equation (9.14), which is pAvg =

2
r2e

re

rw

prdr:

pAvg =
2
r2e

re

rw

pwf +
qμ

2πkh
ln

r
rw

−
r2

2 r2e
rdr

pAvg =
2
r2e

pwf r
2

2

re

rw

+

re

rw

qμ
2πkh

r ln
r
rw

−
r3

2 r2e
dr
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Carrying out integration by parts in similar way to
equation (9.15):

pAvg =
2
r2e

pwf r
2

2

re

rw

+

re

rw

qμ
2πkh

r ln
r
rw

−
r3

2 r2e
dr

pAvg =
2
r2e

pwf r2e− r2w
2

+
qμ

2πkh
r2

2
ln

r
rw

−
r2

4

re

rw

−
r4

8 r2e

re

rw

pAvg =
2
r2e

pwf r2e− r2w
2

+
qμ

2πkh
r2e
2
ln

re
rw

−
r2e− r2w

4

−
r4e− r4w
8 r2e

pAvg =
2
r2e

pwf r
2
e

2
+

qμ
2πkh

r2e
2
ln

re
rw

−
r2e
4
−

r4e
8 r2e

pAvg =
2
r2e

pwf +
qμ

2πkh
ln

re
rw

−
1
2
−
1
4

pAvg = pwf +
qμ

2πkh
ln

re
rw

−
3
4

Adding the skin effect defined by Van Everdingen and
Hurst [1949]:

pAvg = pwf +
qμ

2πkh
ln

re
rw

−
3
4
+S

pAvg = pwf +
141 2Bqμ

kh
ln

re
rw

−
3
4
+S in EOF units

(9.25)

In a similar way to the steady-state condition in
Section 9.1, the PI under PSS conditions can be defined as:

PIPSS =
q

pAvg−pwf
=

kh

141 2μB ln
re
rw

−0 75+S

(9.26)

In a similar way to the steady-state condition in
Section 9.1, the difference between pe and pAvg for PSS
conditions can be derived by equation (9.24) minus equa-
tion (9.25) in consistent units:

pe−pAvg = pwf +
qμ

2πkh
ln

re
rw

−
1
2
+S

− pwf +
qμ

2πkh
ln

re
rw

−
3
4
+S

pe−pAvg =
1
4

qμ
2πkh

=
qμ

8πkh

In EOF units, this becomes:

pe−pAvg =
141 2
4

Bqμ
kh

pe−pAvg = 35 3
Bqμ
kh

in EOF units (9.27)

The IPR plot for a single-phase slightly compressible or
incompressible fluid at PSS conditions takes a shape sim-
ilar to that at steady-state conditions. The plot has the
same features but with different values when compared
with the SS equivalent (Fig. 9.13).

Exercise 9.4 Defining the IPR Using PI
A black oil producing with zero water cut above the

bubble point pressure from a high permeability reservoir
with a closed no-flow boundary system has reached a PSS
condition. Stabilized pwf and corresponding q measured
during back pressure testing are shown in Table 9.4.
During the test, reservoir depletion was considered
insignificant.
1. Determine the PI of the well–reservoir system;

AOFP, pAvg.
2. If the pwf is reduced using an artificial lift system to

1,270.85 psia, determine the well flow rate.

Solution Steps.
Step 1: plot pwf against qo (Fig. 9.14).
Step 2: the negative inverse of slope is the PI.

Figure 9.13 IPR plot for a reservoir–wellbore system producing
under PSS conditions.

Table 9.4 Back Pressure Testing for Exercise 9.4.

pwf (psia) qo (stb/D)

2,951.61 30
2,932.38 35
2,901.61 43
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Step 3: qo at pwf of 14.7 psia is AOFP, the intercept of
IPR on pwf axis (y-axis) is the pAvg.

Step 4: since the PI has been determined in Q.1, the rela-
tionship between pwf against qo is established. Then,
with pwf = 1,270.85 psia given, qo is determined.

Solution.
Calculating the PI

PIPSS = −
1

Slope

But the slope =−3.846.

Hence, PIPSS =
1

3 846
= 0.2615 stb/D/psi.

Determining the IPR Equation
From equation (9.26), the IPR is:

PIPSS =
q

pAvg−pwf

Substituting pAvg and PIPSS into this equation:

0 2615=
q

3,067−pwf

Making pwf the subject of the formula:

3,067−
q

0 2615
=pwf

pwf = 3,067−3 846q (9.28)

When qo = 0, pwf = pAvg.
Substituting qo = 0 into equation (9.28):

pwf = 3,067−3 846q

pAvg = 3,067−3 846× 0

pAvg = 3,067psia

Calculating AOFP
q = qmax = AOFP when pwf = 14.7 psia.
Substituting pwf = 14.7 into equation (9.28):
14.7 = 3067 – 3.846q
Making q the subject of the formula:
q =AOFP = 793.6 stb/D
AOFP = 794 stb/D
Calculating Well Flow Rate When pwf 1270.85 psia;
Substituting pwf = 1270.85 psia into equation (9.28):
1,270.85 = 3,067 – 3.846q
q = 467 stb/D
q at pwf = 1,270.85 psia is 467 stb/D

Where there are limited reservoir and well data for use
of analytical IPR models, PI from similar a well–reservoir
system maybe the only alternative for back pressure pre-
diction. Where PI has been defined based on analogue,
sensitivity analysis should be considered to give a range
of possible outcomes.

9.2.1. Generalized Pseudosteady State Inflow Equation

PSS IPR described by equation (9.25) was derived for a
reservoir with circular geometry; but reservoir boundaries
come in various geometries. Noncircular reservoir geome-
tries can be related to circular geometry using shape
correction factors.
From equation (9.25):

pAvg = pwf +
qμ

2πkh
ln

re
rw

−
3
4
+S

pAvg = pwf +
qμ

2πkh
ln

re
rw

− ln e
3
4 + S

pAvg = pwf +
qμ

2πkh
ln

r2e
r2w

1
2

− ln e
3
2

1
2
+ S

pAvg = pwf +
qμ

2πkh
ln

r2e
r2we

3
2

1
2

+ S

pAvg = pwf +
qμ

2πkh
1
2
ln

r2e
r2we

3
2

+ S

pAvg = pwf +
qμ

2πkh
1
2
ln

πr2e
πr2we

3
2

+ S

pAvg = pwf +
qμ

2πkh
1
2
ln

4 πr2e
4 πr2we

3
2

+ S

pAvg = pwf +
qμ

2πkh
1
2
ln

4A

4 πr2we
3
2

+ S

Figure 9.14 IPR for Exercise 9.4.
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pAvg = pwf +
qμ

2πkh
1
2
ln

4A
56 318566 r2w

+ S

pAvg = pwf +
qμ

2πkh
1
2
ln

4A
γ31 6206 r2w

+ S

where γ (1.78107) is the exponential of Euler’s constant
and 31.6206 is the Dietz shape factor for circular geome-
try. A generalized PSS IPR can, therefore, be written as:

pAvg = pwf +
qμ

2πkh
1
2
ln

4A
γCA r2w

+S in consistent units

pAvg = pwf +
141 2Bqμ

kh
1
2
ln

4A
γCA r2w

+ S in EOF units

(9.29)

where A is the drainage area and CA is the Dietz shape
factor. Fig. 9.15 shows the Dietz shape factor for diff-
erent well–reservoir configurations. Shape factor, CA, is
dependent on the drainage shape and well location rela-
tive to the reservoir boundaries. Fig. 9.15 also indicates
the time for a flowing well in a given reservoir geometry
to reach PSS. Since equation (9.29) is for PSS condition,
it is very important that PSS is reach before equation
(9.29) is used.

(tAD)PSS is the dimensionless time for a well producing
at constant rate to reach pseudosteady statecondition and
defined as:

tDA PSS =
k

ϕμctA
tPSS in consistent units and

tDA PSS =
0 000264k
ϕμctA

tPSS in EOF units (9.30)

Analytical methods for calculating shape factors
provide a convenient way of defining Dietz shape factors
in software development. The Dietz shape factor for an
isotropic rectangular reservoir with a vertical well in an
arbitrary position can be expressed as:

CA =
16π2f1sin2 πf3

γ exp f4
=
88 6657f1sin

2 πf3
exp f4

LuTiab, 2010

(9.31)

where

γ=1 78107, f1 =
xe
ye
, f2 =

xw
xe

, f3 =
yw
ye

and

f4 = 8πf1
1
6
−
f2
2
+

f22
2

Parameters xe, ye, xw, yw are defined in Fig. 9.16.

Figure 9.15 Dietz shape factors (CA) and dimensionless time to reach PSS (tDA)PSS for different reservoir–well
geometries [Adapted from Dietz, 1965].
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9.2.2. Drainage Area

Drainage area in IPR models can be determined from
geological and geophysical analysis, well test analysis or
well spacing information. Drainage area can be defined
by physical no-flow boundaries, constant pressure bound-
aries, or a combination of no-flow and constant pressure
boundaries. As discussed in Chapter 8 (8.5.1.12), the
presence of nearby producing well(s) around a well of
interest can create a no-flow boundary effect and the pres-
ence of nearby injecting well(s) around a well of interest
can create a constant pressure boundary effect.
When enclosing reservoir boundaries have not been

reached by diffusing pressure, bottomhole pressure
response is characterized by transient behavior. Well test
analysis methods described in Chapter 8 must be used for
well and reservoir characterization during transient flow.

Exercise 9.5 IPR Calculations for Oil Well Producing
Under Pseudosteady State
Table 9.5 shows the sandface bottomhole flowing pres-

sure (pwf) and the oil production rate from an oil well with
0.35 ft wellbore radius and skin effect of 2, producing
from a 30-ft pay reservoir with permeability of 150 mD,
temperature of 135 F, porosity of 0.25, and ct of 5 E-5
psi−1. Oil at reservoir conditions has a Bo of 1.5 bbl/stb
and μo of 1 cp. The well-reservoir geometry and aspect
ratio is best described by Fig. 9.17.

Figure 9.16 Rectangular closed boundary with parameter
definition for calculating CA.

Table 9.5 Pressure–Rate History for Exercise 9.5.

Time (hr) pwf (psia) Oil Rate (stb/D) Time (hr) pwf (psia) Oil Rate (stb/D) Time (hr) pwf (psia) Oil Rate (stb/D)

0.001 2,289.81 0 139.627 2,267.12 0 1,000.000 2,251.72 0
0.008 2,289.81 0 192.164 2,274.72 0 1,000.001 2,251.23 405
0.063 2,289.81 0 404.000 2,275.57 0 1,000.004 2,249.77 405
0.503 2,289.81 0 404.001 2,275.06 405 1,000.016 2,244.33 405
4.000 2,289.81 0 404.004 2,273.63 405 1,000.061 2,226.42 405
4.001 2,289.31 405 404.015 2,268.32 405 1,000.240 2,184.02 405
4.004 2,287.99 405 404.059 2,250.86 405 1,000.944 2,131.62 405
4.013 2,283.37 405 404.231 2,209.32 405 1,003.716 2,100.60 405
4.049 2,268.72 405 404.900 2,156.94 405 1,014.624 2,084.25 405
4.180 2,232.87 405 407.511 2,125.28 405 1,057.552 2,070.77 405
4.658 2,181.68 405 417.686 2,108.73 405 1,226.500 2,050.00 405
6.410 2,145.72 405 457.354 2,095.15 405 1,226.501 2,050.49 0

12.824 2,127.62 405 612.000 2,075.02 405 1,226.504 2,052.00 0
36.309 2,114.32 405 612.001 2,075.51 0 1,226.516 2,057.76 0

122.300 2,100.02 405 612.004 2,077.08 0 1,226.566 2,077.11 0
122.301 2,100.52 0 612.017 2,083.27 0 1,226.769 2,122.08 0
122.304 2,102.02 0 612.073 2,104.26 0 1,227.590 2,174.25 0
122.316 2,107.74 0 612.305 2,151.94 0 1,230.916 2,203.06 0
122.366 2,126.85 0 613.273 2,203.54 0 1,244.389 2,217.54 0
122.564 2,171.40 0 617.320 2,230.40 0 1,298.960 2,225.36 0
123.366 2,223.60 0 634.226 2,244.14 0 1,520.000 2,227.80 0
126.597 2,252.66 0 704.865 2,250.48 0

Figure 9.17 Well with boundaries for Exercise 9.5.
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1. Establish if at the end of the first drawdown, PSS
condition has been reached.
2. Calculate CA using equation (9.31) and compare with

published Dietz shape factor (Fig. 9.15).
3. Calculate pAvg from the 1st, 2nd and 3rd DD (1DD,

3DD and 5DD) using the PSS equation and compare with
the stabilized value of 1st, 2nd, and 3rd final value of
pressure at the end of each BU.
4. Make IPR for the different flow periods.

Solution.
Fig. 9.18 shows the pressure–rate history from

Table 9.5. Pressure at the end of each flow period is shown
on pressure history.
1. From Fig. 9.15 (tAD)PSS = 0.1.
Also, from equation (9.30):

tDA PSS =
0 000264 k

ϕμctA
tPSS in EOF units

Make tPSS the subject of the formula and substitute
given parameters to determine tPSS:

tPSS = tDA PSS
ϕμctA

0 000264 k
(9.32)

A=L2

where L is one of the length of a square boundary.
From Fig. 9.17, L = 2 × 882 = 1764 ft.
Therefore, A= 17642 = 31,11,696 ft2.
Substituting known parameters into equation (9.30):

tPSS = 0 1
0 25× 1× 5× 10−5 × 31,11,696

0 000264× 150
= 98 22hrs

Test duration for the 1DD (tDD1) from data given is:

tDD1 = 118 3−4= 118 3hr

Since tDD1 > tPSS, PSS was reached at the end of
the 1DD.
2. From equation (9.31):

CA =
16π2f1sin2 πf3

γ exp f4
=
88 6657f1sin

2 πf4
exp f4

where γ=1 78107 and the aspect ratios are defined as:

f1 =
xe
ye
, f2 =

xw
xe

, f3 =
yw
ye

and f4 = 8πf1
1
6
−
f2
2
+

f22
2

Calculating the aspect ratio parameters for the bound-
ary in Fig. 9.17 with parameters from Fig. 9.16:

f1 =
xe
ye

=
2×882
2× 882

= 1

f2 =
xw
xe

=
882

2× 882
=
1
2

f3 =
yw
ye

=
882

2× 882
=
1
2

f4 = 8× π×1×
1
6
−

1
2

2
+

1
2

2

2
= 1 047197551

Figure 9.18 Pressure–rate history for Exercise 9.5.
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CA =
88 6657 1 sin2 π 1

2

exp 1 047197551
= 31 1

Comparing CA calculated with that from Fig. 9.15,
which is 30.9, gives error of about 0.6%.
3. From equation (9.29):

pAvg = pwf +
141 2Bqμ

kh
1
2
ln

4A
γCA r2w

+ S

End of the 1DD, pwf = 2,100.02 psia.

pAvg1 = pwf1 +
141 2Bqμ

kh
1
2
ln

4A
γCA r2w

+ S

pAvg1 = 2,100.02+
141 2× 1 5× 405× 1

150× 30
1
2
ln

4× 31,11,696

1 78107× 31 1× 0 352
+ 2 = 2275 60psia

End of the 3DD, pwf = 2,075.02 psia.

pAvg3 = pwf3 +
141 2Bqμ

kh
1
2
ln

4A
γCA r2w

+ S

pAvg3 = 2,075.02+
141 2× 1 5× 405× 1

150× 30
1
2
ln

4× 31,11,696

1 78107× 31 1× 0 352
+ 2 = 2,250.60psia

End of the 5DD, pwf = 2,050.00 psia.

pAvg5 = pwf5 +
141 2Bqμ

kh
1
2
ln

4A
γCA r2w

+ S

pAvg5 = 2,050.00+
141 2× 1 5× 405× 1

150× 30
1
2
ln

4× 31,11,696

1 78107× 31 1× 0 352
+ 2 = 2,225.58psia

pfinal for the 2BU, 4BU, and 6Bu are shown in Fig. 9.18.
Table 9.6 shows the comparison of pAvg from the 1DD,

3DD and 5DD compared with pfinal from the 2BU, 4BU,
and 6BU respectively.

Table 9.6 shows that for a well producing at PSS, when
the well is shut-in long enough to attain constant and
stable pressure, pwf at the sandface will tend to average
reservoir pressure.

Exercise 9.6 Effect of Depletion on IPR
The pressure profile for an oil well producing from a

homogeneous reservoir at PSS is shown in Fig. 9.19.
Given the drainage Area = 31,11,696 ft2, CA = 30.9,

k = 300 mD, S = 0, h = 65 ft, rw = 0.35 ft, ϕ = 0.1, Bo =
1.7 bbl/stb, μo = 0.5 cp, ct = 5.5E-5 psi−1.
1. Determine pAvg at the end of each drawdown
2. (i) create an IPR plot considering each drawdown as
a separate depletion level;
(ii) create an IPR plot considering all drawdown

together as one depletion level;
(iii) compare all IPR plots in (i) and (ii).

3. Compare AOFP and PI for each IPR.

Solution Steps.
Step 1: using equation (9.29) to determine pAvg for
DD1, DD2, and DD3, make three IPR plots
(IPR1; IPR2 and IPR3).

Step 2:
(i) for IPR1 with coordinate of [q = 0, pAvg1; q1, pwf1],

extrapolate to AOFP1 (q o max1); for IPR2 with coordinate
of [q = 0, pAvg2; q2, pwf2], extrapolate to AOFP2 (q o max2);
for IPR3 with coordinate of [q = 0, pAvg3; q3, pwf3], extrap-
olate to AOFP3 (q o max3).
(ii) Using coordinates: q1, pwf1; q2, pwf2 and q3, pwf3,

create IPR123 then extrapolate to pAvg123 and AOFP123

(q o max123).

Solution.
1. As in Exercise 9.5:

• End of 1DD, pwf = 4,323.85 psia

Table 9.6 Comparison of pAvg and Final Stabilized Buildup
Pressure (pfinal) for Exercise 9.5.

pAvg (psia) pfinal (psia) difference (psi)

2,275.60 2,275.57 −0.03
2,250.60 2,251.72 1.12
2,225.58 2,227.80 2.22 Figure 9.19 Pressure–rate history for Exercise 9.6.
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pAvg1 = pwf1 +
141 2Bq1μ

kh
1
2
ln

4A
γCA r2w

+ S

pAvg1 = 4,323.85+
141 2× 1 7× 405× 0 5

300× 65
1
2
ln

4× 31,11,696

1 78107× 30 9× 0 352
+ 0 = 4,341.83psia

• End of 2DD, pwf = 4,305.98 psia

pAvg2 = pwf2 +
141 2Bq2μ

kh
1
2
ln

4A
γCA r2w

+ S

pAvg2 = 4,305.98+
141 2× 1 7× 608× 0 5

300× 65
1
2
ln

4× 31,11,696

1 78107× 30 9× 0 352
+ 0 = 4,332.98psia

• End of 3DD, pwf = 4,271.85 psia

pAvg3 = pwf3 +
141 2Bq3μ

kh
1
2
ln

4A
γCA r2w

+ S

pAvg3 = 4,271.85+
141 2× 1 7× 1,005× 0 5

300× 65
1
2
ln

4× 31,11,696

1 78107× 30 9× 0 352
+ 0 = 4,316.48psia

2. Calculated IPR data for Exercise 9.6 are shown in
Table 9.7
A comparison of IPR plots from the data in Table 9.7 is

shown Fig. 9.20.
Calculating AOFP (qo max) and PI for each IPR Model
At pwf = 14.7 psia, q = qo max

Also, from Fig. 9.13 PIPSS = −
1

Slope
IPR equations are shown in Fig. 9.20.

• AOFP (qo max) and PI for IPR1:

pwf1 = −0 0444q+ 4,341.83

at pwf1 = 14.7, q = AOFP

14 7= −0 0444 qomax + 4,341.83

qomax =
4,341.83−14 7

0 0444
= 97,052 9stb/D

PIPSS =
1

0 0444
= 22 5stb/D/psi

• AOFP (qo max) and PI for IPR2:

pwf2 = −0 0444q+ 4,332.98

at pwf2 = 14.7, q = AOFP

14 7= −0 0444 qomax + 4,332.98

qomax =
4,332.98−14 7

0 0444
= 96,650 45stb/D

PIPSS =
1

0 0444
= 22 5stb/D/psi

• AOFP (qo max) and PI for IPR3:

pwf3 = −0 0444q+ 4,316.48

at pwf3 = 14.7, q = AOFP

pwf3 = −0 0444 qomax + 4,316.48

qomax =
4,316.48−14 7

0 0444
= 95,881 76stb/D

PIPSS =
1

0 0444
= 22 5stb/D/psi

• AOFP (qo max) and PI for IPR123:

pwf123 = −0 0866q+ 4,358.79

Table 9.7 IPR data for Exercise 9.6.

IPR1 IPR2 IPR3 IPR123

q (stb/D) pwf (psia) q (stb/D) pwf (psia) q (stb/D) pwf (psia) q (stb/D) pwf (psia)

0.0 4,341.83 0.0 4,332.98 0.0 4,316.48 405.0 4,323.85
405.0 4,323.85 608.0 4,305.98 1,005.0 4,271.85 608.0 4,305.98

1,005.0 4,271.85

Figure 9.20 Comparison of IPRs showing effect of depletion.
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at pwf123 = 14.7, q = AOFP

14 7= −0 0866qomax + 4,358.79

qomax =
4,358.79−14 7

0 0866
= 50,162 70stb/D

PIPSS =
1

0 0866
= 11 5stb/D/psi

A comparison of AOFP and PI for IPR1, IPR2, IPR3, and
IPR123 showing the effect of depletion is shown in
Fig. 9.21.

Exercise 9.6 shows that there is always some level of
depletion that should not be ignored during a multirate
test when PSS has been reached. Hence, test data obtained
during PSS (depleting) reservoir may not extrapolate to
the correct pAvg due to the effect of depletion when
combined as a single IPR test.

9.2.3. Single-Phase Gas IPR

Linearizing the diffusivity equation for different phase
conditions has been discussed under gas pseudopressure
and two-phase pseudopressure Chapter 7 (7.1.1) and
Chapter 8 (8.7).
Replacing pressure with normalized pseudopressure in

the generalized IPR equation would yield the equivalent
IPR equation for gas.
Starting from equation (9.29):

pAvg = pwf +
141 2Bqμ

kh
1
2
ln

4A
γCA r2w

+ S

Replacing pressure with mn(p); defining Bgi from equa-
tion (3.20):

Bgi =
ZiTipsc
piTsc

cf /scf

Bgi = 0 1781
ZiTipsc
piTsc

bbl/scf

Bgi = 0 1781× 103
ZiTipsc
piTsc

bbl/Mscf

Hence:

mn pAvg =mn pwf + 141 2× 0 1781

× 103 ×
ZiTipsc
piTsc

qgμi
kgh

1
2
ln

4A
γCA r2w

+ S

mn pAvg =mn pwf + 25 14772

× 103
ZiTipsc
piTsc

qgμi
kgh

1
2
ln

4A
γCA r2w

+S

mn pAvg =mn pwf + 25 14772

× 103
ZiTi ×14 7
pi × 520 67

qgμi
kgh

1
2
ln

4A
γCA r2w

+ S

mn pAvg =mn pwf + 711
qgμiZiTi

pikgh

1
2
ln

4A
γCA r2w

+ S in terms of A
(9.33)

or

mn pAvg =mn pwf + 711
qgμiZiTi

pikgh

ln
re
rw

−
3
4
+S in terms of re

(9.34)

Figure 9.21 Comparison of AOFP and PI showing the effect of depletion.
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Note that equation (9.33) when written as pseudopres-
sure (m(p)) instead of normalized pseudo-pressure (mn(p))
becomes:

m pAvg
μiZi

2pi
=m pwf

μiZi

2pi
+ 711

qgμiZiTi

pikgh

1
2
ln

4A
γCA r2w

+ S

m pAvg =m pwf + 1422
qgTi

kgh

1
2
ln

4A
γCA r2w

+ S interms ofA
(9.35)

Thus, equation (9.34) in terms of m(p) becomes:

m pAvg =m pwf + 1422
qgTi

kgh

ln
re
rw

−
3
4
+S interms of re

(9.36)

For a pressure less than 2000 psia, the pseudopressure
integral can be defined by equation 7.25, which is:

m p = 2

p

p0

p
μ p Z p

dp=
2
μZ

p

p0

pdp=
p2− p20
μiZi

And, hence, normalized pseudopressure from the above
becomes:

mn p =
μiZi

2pi

p2− p20
μiZi

=
p2− p20
2pi

Substituting mn(p) above into equation (9.29):

p2Avg− p20
2pi

=
p2wf − p20
2pi

+ 25 14772

× 103
ZiTipsc
piTsc

qgμi
kgh

1
2
ln

4A
γCA r2w

+ S

p2Avg = p2wf + 50 29544× 103
ZiTipsc
Tsc

qgμi
kgh

1
2
ln

4A
γCA r2w

+ S

p2Avg = p2wf + 50 29544× 103
ZiTi × 14 7
520 67

qgμi
kgh

1
2
ln

4A
γCA r2w

+ S

p2Avg = p2wf +
1422qgμiZiTi

kgh
1
2
ln

4A
γCA r2w

+S in terms of A

(9.37)

or

p2Avg = p2wf +
1422qgμiZiTi

kgh
ln

re
rw

−
3
4
+S in terms of re

(9.38)

9.2.4. Two-Phase Flow IPR

IPR for multiphase flow can be defined by the use of the
pseudopressure integrals discussed in Section 8.9. Evinger
and Muskat [1942] described the steady-state flow equa-
tion for oil phase production by solution gas drive as:

qo =
7 08kh

ln re
rw

pe

pwf

kro
Boμo

dp (9.39)

From equation (9.39), the pseudopressure integral for
oil wells producing below the bubble point pressure can
then be deduced as:

m p = 2

p

p0

kro
μoBo

dpRaghavan 1976 (9.40)

where kro is the relative permeability of oil phase, μo is the
viscosity of oil phase, Bo is oil formation volume factor,
and p0 is any low reference pressure.
Jones and Raghavan [1988] also proposed a pseudopres-

sure integral interpretation of flowing well response in gas
condensate wells as:

m p = 2

p

p0

ρo
kro
μo

+ ρg
krg
μg

dp (9.41)

where kro is the relative permeability of the oil phase, krg is
the relative permeability of the gas phase, ρo is the density
of the oil phase, ρg is the density of the gas phase, p0 is any
low reference pressure, μo is the viscosity of the oil phase,
and μg is the viscosity of the gas phase.
A major challenge with the use of the pseudopressure

transform approach for IPR for oil and gas below satura-
tion pressure is the need for the relative permeability
against saturation relationship (relative permeability
model) and pressure against saturation relationship (from
constant volume depletion (CVD) fluid experiment),
which may not be available.

9.2.5. Rate Dependent Skin Effect

A rate dependent skin effecr, also called skin due to tur-
bulence, often occurs in high velocity gas wells and may
also occur in oil/liquid wells. Reducing rate dependent
skin effect involves increasing the area of fluid flow into
the wellbore, consequently creating a decrease in fluid
velocity into the wellbore. Reduction of rate dependent
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skin effect can be achieved by: increasing perforation den-
sity; increasing completion interval; well stimulation; and
using horizontal wells instead of vertical wells.

9.2.5.1. Rate Dependent Skin Effect in Gas Wells.
Equations (9.34), (9.36), and (9.38) can be rewritten by
defining S (total skin) as the sum of the mechanical skin
(skin due to damage) and rate dependent skin effect (skin
due to turbulence) as:

mn pAvg =mn pwf + 711
qgμiZiTi

pikgh
ln

re
rw

−
3
4
+ Sw +Dqg

(9.42)

m pAvg =m pwf + 1,422
qgTi

kgh
ln

re
rw

−
3
4
+Sw +Dqg

(9.43)

p2Avg = p2wf +
1,422qgμiZiTi

kgh
ln

re
rw

−
3
4
+Sw +Dqg

(9.44)

Dqg (skin due to turbulence) or D (turbulence factor)
can be significant.
Aronofsky and Jenkins [1954], from the Forchheimer

flow equation, derived the solution of stabilized gas flow
in porous media. Hence, equation (9.42) maybe called the
Forchheimer IPR, equation (9.43) called Forchheimer IPR
in terms of normalized pseudo pressure, and equation
(9.44) is the Forchheimer IPR in terms of p-squared.
Equation (9.42) can be rearranged as:

mn pAvg −mn pwf

qg
= 711

μiZiTi

pikgh
ln

re
rw

−
3
4
+Sw +Dqg

mn pAvg −mn pwf

qg
= 711

μiZiTi

pikgh
ln

re
rw

−
3
4
+Sw

+ 711
μiZiTi

pikgh
Dqg

mn pAvg −mn pwf

qg
= ag + bgqg (9.45)

where ag = 711
μiZiTi

pikgh
ln

re
rw

−
3
4
+Sw and bg = 711

μiZiTi

pikgh
D

Equation (9.43) can be rearranged as:

m pAvg −m pwf

qg
= 1,422

Ti

kgh
ln

re
rw

−
3
4
+Sw

+ 1,422
Ti

kgh
Dqg

m pAvg −m pwf

qg
= ag + bgqg (9.46)

where ag = 1422
Ti

kgh
ln

re
rw

−
3
4
+ Sw and bg = 1422

Ti

kgh
D

Equation (9.44) can also be rearranged as:

p2Avg−
p2wf
qg

=
1,422μiZiTi

kgh
ln

re
rw

−
3
4
+Sw +Dqg

p2Avg−
p2wf
qg

=
1,422μiZiTi

kgh
ln

re
rw

−
3
4
+ Sw +

1,422μiZiTi

kgh
Dqg

p2Avg−
p2wf
qg

= ag + bgqg (9.47)

where ag =
1,422μiZiTi

kgh
ln
re
rw

−
3
4
+Sw and bg =

1,422μiZiTi

kgh
D

Hence, plotting the right-hand side of equation (9.45) or
(9.46) against qg for any range of pwf values or plotting the
right-hand side of equation (9.47) against qg for pwf <
2000 psia, will yield a straight-line with a slope equal to
the value of bg, which is different for equations (9.45),
(9.46), and (9.47), from which D is determined.

9.2.5.2. Rate Dependent Skin Effect in Oil Wells. Dqo
(skin due to turbulence) or D (turbulence factor) for oil
can also be estimated in a similar way to that of gas wells.
Considering equation (9.25), which is valid for the flow of
oil/liquid:

pAvg = pwf +
141 2Boqoμo

koh
ln

re
rw

−
3
4
+S

Defining S (total skin) as the sum of the mechanical skin
(skin due to damage) and rate dependent skin effect (skin
due to turbulence):

pAvg−pwf =
141 2Boqoμo

koh
ln

re
rw

−
3
4
+Sw +Dqo

pAvg−pwf
qo

=
141 2Boμo

koh
ln

re
rw

−
3
4
+Sw +Dqo
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pAvg−pwf
qo

=
141 2Boμo

koh
ln

re
rw

−
3
4
+Sw +

141 2Boμo
koh

Dqo

pAvg−pwf
qo

= ao + boqo (9.48)

where ao =
141 2Boμo

koh
ln

re
rw

−
3
4
+Sw and bo =

141 2Boμo
koh

D

Thus, plotting
pAvg−pwf

qo
against qo will yield a straight

line with a slope equal to the value of bo, from which
D can be estimated.
Equations (9.45), (9.46), and (9.47)are referred toasJones

IPR for gas in terms of normalized pseudopressure, pseudo-
pressure, and p-squared, respectively. Equation (9.48) is
referred to as Jones IPR for oil.

Exercise 9.7 Exercise on Rate Dependent Skin Effect
for Gas
A gas well with a 0.354-ft wellbore radius and produ-

cing from a 1.251 mD reservoir at temperature of
150 F with 45 ft pay, 0.3 porosity, and ct of 0.0003256
psi−1 was tested at PSS condition. The reservoir can be
described as having a circular geometry with re of 118
ft. During testing the reservoir had an average reservoir
pressure of 2799 psia.
Determine the turbulence factor (D) and mechanical

skin (skin due to damage) using:
(i) IPR defined in terms of p2;
(ii) IPR defined in terms of mn(p).

Table 9.8 shows the fluid properties of the gas while
Table 9.9 is the pressure–rate history of the test.

Solution.
From pressure–rate history data, PSS qg and the corre-

sponding pwf are determined as shown in Fig. 9.22.
1. In terms of p2:

Using pwf and qg from Fig. 9.22, a table of
p2Avg− p2wf

qg
against qg is created as shown in Table 9.10.

From a plot of
p2Avg− p2wf

qg
against qg (Fig. 9.23), the

slope and intercept with the y-axis are determined.

slope = bg =
1,422μiZiTi

kgh
D

138 31=
1,422μiZiTi

kgh
D

Making D the subject of the formula:

1,422μiZiTi

kgh
D=138 31

D=138 31
kgh

1,422μiZiT

D=138 31
1 251× 45

1,422× 0 0207× 0 811× 610

D=0 53D/Mscf

Vertical y-axis intercept = ag =
1,422μiZiTi

kgh
ln

re
rw

−
3
4
+Sw

1,422μiZiTi

kgh
ln

re
rw

−
3
4
+Sw = 2,303.57

Table 9.8 Fluid Properties for Exercise 9.7.

Pressure
Gas viscosity (cp) Z

Pressure
Gas viscosity (cp) Z(psia) (psia)

14.7 0.0120 0.998 1,610 0.0154 0.830
115 0.0120 0.985 1,725 0.0158 0.823
230 0.0121 0.970 1,840 0.0163 0.817
345 0.0123 0.956 1,955 0.0168 0.813
460 0.0125 0.942 2,070 0.0173 0.809
575 0.0126 0.928 2,185 0.0178 0.807
690 0.0128 0.914 2,300 0.0183 0.805
805 0.0131 0.901 2,415 0.0189 0.805
920 0.0133 0.889 2,530 0.0194 0.805

1,035 0.0136 0.877 2,645 0.0200 0.807
1,150 0.0139 0.866 2,760 0.0205 0.810
1,265 0.0143 0.856 pi = 2,798 0.0207 0.811
1,380 0.0146 0.846 2,875 0.0211 0.813
1,495 0.0150 0.838 2,900 0.0212 0.814
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Table 9.9 Pressure–Rate History During Test.

Time Gas rate Pressure Time Gas rate Pressure Time Gas rate Pressure Time Gas rate Pressure
(hr) (Mscf/D) (psia) (hr) (Mscf/D) (psia) (hr) (Mscf/D) (psia) (hr) (Mscf/D) (psia)

0.0000 0 2,799 3.0730 27.5 2,774.259 15.0003 37.5 2,759.118 21.1624 42.5 2,737.775
0.0001 0 2,799 3.1624 27.5 2,771.751 15.0006 37.5 2,759.06 21.3615 42.5 2,737.112
0.0003 0 2,799 3.3615 27.5 2,770.783 15.0013 37.5 2,758.93 21.8044 42.5 2,736.894
0.0006 0 2,799 3.8044 27.5 2,770.194 15.0030 37.5 2,758.637 22.7903 42.5 2,736.713
0.0013 0 2,799 4.7903 27.5 2,769.671 15.0066 37.5 2,757.969 24.9844 42.5 2,736.454
0.0030 0 2,799 6.9844 27.5 2,769.161 15.0147 37.5 2,756.508 27.0000 42.5 2,736.261
0.0066 0 2,799 9.0000 27.5 2,768.898 15.0328 37.5 2,753.957 27.0003 0 2,736.663
0.0147 0 2,799 9.0001 32.5 2,768.876 15.0730 37.5 2,751.202 27.0006 0 2,737.158
0.0328 0 2,799 9.0003 32.5 2,768.851 15.1624 37.5 2,749.629 27.0013 0 2,738.265
0.0730 0 2,799 9.0006 32.5 2,768.792 15.3615 37.5 2,749.111 27.0030 0 2,740.728
0.1624 0 2,799 9.0013 32.5 2,768.663 15.8044 37.5 2,748.92 27.0066 0 2,746.034
0.3615 0 2,799 9.0030 32.5 2,768.369 16.7903 37.5 2,748.745 27.0147 0 2,756.222
0.8044 0 2,799 9.0066 32.5 2,767.702 18.9844 37.5 2,748.494 27.0328 0 2,771.113
1.7903 0 2,799 9.0147 32.5 2,766.281 21.0000 37.5 2,748.311 27.0730 0 2,784.847
3.0000 0 2,799 9.0328 32.5 2,763.936 21.0001 42.5 2,748.289 27.1624 0 2,792.056
3.0001 27.5 2,798.884 9.0730 32.5 2,761.612 21.0003 42.5 2,748.263 27.3615 0 2,794.528
3.0003 27.5 2,798.741 9.1624 32.5 2,760.387 21.0006 42.5 2,748.205 27.8044 0 2,795.549
3.0006 27.5 2,798.422 9.3615 32.5 2,759.984 21.0013 42.5 2,748.076 28.7903 0 2,796.285
3.0013 27.5 2,797.709 9.8044 32.5 2,759.803 21.0030 42.5 2,747.783 30.9844 0 2,796.893
3.0030 27.5 2,796.135 10.7903 32.5 2,759.615 21.0066 42.5 2,747.114 35.8674 0 2,797.331
3.0066 27.5 2,792.849 12.9844 32.5 2,759.35 21.0147 42.5 2,745.627 41.6199 0 2,797.509
3.0147 27.5 2,787.047 15.0000 32.5 2,759.165 21.0328 42.5 2,742.903 46.7348 0 2,797.593
3.0328 27.5 2,779.777 15.0001 37.5 2,759.144 21.0730 42.5 2,739.731 51.0000 0 2,797.643

Figure 9.22 Pressure–rate history showing pwf and qg at PSS for Exercise 9.7.

Table 9.10
p2Avg− p2wf

qg
against qg

q (Mscf/D) pwf (psia)

p2Avg− p2wf

qg
(psi2D/Mscf )

27.50 2,768.90 6,094.78
32.50 2,759.17 6,812.55
37.50 2,748.31 7,498.40
42.50 2,736.26 8,171.25
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Sw = 2,303.57
kgh

1,422μiZiTi
− ln

re
rw

+
3
4

Sw = 2,303.57
1 251× 45

1,422 × 0 0207× 0 811× 610
− ln

118
0 354

+
3
4

Sw = 3 9

Hence, mechanical skin = 3.9
2. Using trapezoidal rule to calculate pseudopressure

(equation (8.157)):

m p = 2
n

j= 2

1
2

p
μZ j−1

+
p
μZ

j

pj−pj−1

m p =
n

j= 2

p
μZ j−1

+
p
μZ

j

pj−pj−1

Then, normalizing pseudopressure using equa-
tion (8.158):

mn p =
μiZi

2pi

n

j = 2

p
μZ j−1

+
p
μZ

j

pj−pj−1

The pseudopressure calculation is summarized in
Table 9.11.
Values of mn(pAvg) and the four mn(pwf) at PSS are

determined using the relationship between pressure
and normalized pseudopressure in Table 9.11 by
interpolation.

Using mn(pwf) calculated above and qg provided, a

table of
mn pAvg −mn pwf

qg
against qg is created, as

shown in Table 9.12:
mn(pAvg) = 1,717.336 psia from the pseudopressure

table given pAvg = 2,799 psia.

From a plot of
mn pAvg −mn pwf

qg
against qg

(Fig. 9.24), the slope and intercept with the y-axis are
determined.

where ag = 711
μiZiTi

pikgh
ln

re
rw

−
3
4
+Sw and bg = 711

μiZiTi

pikgh
D

slope = bg = 711
μiZiTi

pikgh
D

0 0251= 711
μiZiTi

pikgh
D

Making D the subject of the formula:

711
μiZiTi

pikgh
D=0 0251

D=0 0251
pikgh

711μiZiTi

D= 0 0251
2,799× 1 251× 45

711× 0 0207× 0 811× 610

D=0 54D/Mscf

Verticaly−axis intercept = 0 4056= ag

= 711
μiZiTi

pikgh
ln

re
rw

−
3
4
+Sw

0 4056= 711
μiZiTi

pikgh
ln

re
rw

−
3
4
+Sw

Sw = 0 4056
pikgh

711μiZiTi
− ln

re
rw

+
3
4

Sw = 0 4056
2,799× 1 251× 45

711× 0 0207× 0 811× 610
− ln

re
rw

+
3
4

Sw = 0 4056
2,799 × 1 251× 45

711× 0 0207× 0 811× 610
− ln

118
0 354

+
3
4

Sw = 3 8

The turbulence factor (D) = 0.54 D/Mscf and mechanical
skin (Sw) = 3.8.

Figure 9.23 Plot of
p2Avg− p2wf

qg
against qg for rate dependent skin

effect calculations.
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Table 9.11 Pseudopressure Table.

col.1 col.2 col.3 col.4 col.5 col.6 col.7

p (psia) μ (cp) Z

p
μZ

(psia/cp)

p
μZ j−1

+
p
μZ

j

pj−pj−1
(psia2/cp)

m p =
n

j= 2

p
μZ j−1

+
p
μZ

j

pj−pj−1
(psia2/cp)

mn p =m p
μiZi

2pi
(psia)

14.7 0.012 0.998 1.2E + 03 0.0E + 00 0.00E + 00 0.00
115 0.012 0.985 9.7E + 03 1.1E + 06 1.10E + 06 3.29
230 0.012 0.970 2.0E + 04 3.4E + 06 4.46E + 06 13.37
345 0.012 0.956 2.9E + 04 5.6E + 06 1.01E + 07 30.24
460 0.012 0.942 3.9E + 04 7.9E + 06 1.80E + 07 53.91
575 0.013 0.928 4.9E + 04 1.0E + 07 2.81E + 07 84.37
690 0.013 0.914 5.9E + 04 1.2E + 07 4.05E + 07 121.55
805 0.013 0.901 6.8E + 04 1.5E + 07 5.51E + 07 165.37
920 0.013 0.889 7.8E + 04 1.7E + 07 7.19E + 07 215.69

1,035 0.014 0.877 8.7E + 04 1.9E + 07 9.08E + 07 272.34
1,150 0.014 0.866 9.5E + 04 2.1E + 07 1.12E + 08 335.11
1,265 0.014 0.856 1.0E + 05 2.3E + 07 1.35E + 08 403.77
1,380 0.015 0.846 1.1E + 05 2.5E + 07 1.59E + 08 478.02
1,495 0.015 0.838 1.2E + 05 2.7E + 07 1.86E + 08 557.57
1,610 0.015 0.830 1.3E + 05 2.8E + 07 2.14E + 08 642.07
1,725 0.016 0.823 1.3E + 05 3.0E + 07 2.44E + 08 731.18
1,840 0.016 0.817 1.4E + 05 3.1E + 07 2.75E + 08 824.50
1,955 0.017 0.813 1.4E + 05 3.2E + 07 3.07E + 08 921.66
2,070 0.017 0.809 1.5E + 05 3.4E + 07 3.41E + 08 1,022.28
2,185 0.018 0.807 1.5E + 05 3.5E + 07 3.75E + 08 1,125.97
2,300 0.018 0.805 1.6E + 05 3.5E + 07 4.11E + 08 1,232.37
2,415 0.019 0.805 1.6E + 05 3.6E + 07 4.47E + 08 1,341.13
2,530 0.019 0.805 1.6E + 05 3.7E + 07 4.84E + 08 1,451.92
2,645 0.020 0.807 1.6E + 05 3.8E + 07 5.21E + 08 1,564.44
2,760 0.021 0.810 1.7E + 05 3.8E + 07 5.59E + 08 1,678.40
2,798 0.021 0.811 1.7E + 05 1.3E + 07 5.72E + 08 1,716.33
2,875 0.021 0.813 1.7E + 05 2.6E + 07 5.98E + 08 1,793.57
2,900 0.021 0.814 1.7E + 05 8.4E + 06 6.06E + 08 1,818.74

Table 9.12
mn pAvg −mn pwf

qg
against qg.

q (Mscf/D) pwf (psia) mn(pwf) (psi)

mn pAvg −mn pwf

qg
(psi-D/Mscf )

27.50 2,768.90 1,687.279 1.09298
32.50 2,759.17 1,677.569 1.22361
37.50 2,748.31 1,666.812 1.34730
42.50 2,736.26 1,654.871 1.46976

Figure 9.24 Plot of
m pAvg −m pwf

qg
against qg for rate dependent skin effect calculations.



Exercise 9.8 IPR Calculations for Gas Well Producing
Under PSS
1. Create an IPR plot for the well–reservoir system in

Exercise 9.7 using IPR in terms of mn(p) and p2 with pAvg

of 2799 psia, mechanical skin of 20, and turbulence factor
(D) of 0.54 D/Scf.
2. Determine the maximum gas the reservoir can pro-

duce using mn(p) and p2 IPR models.
3. For a stabilized gas production rate (qg) of 100 Mscf/

D, determined PSS pwf using the mn(p) and p
2 IPRmodels

and compare results.

Solution.
Table 9.13 summarizes the solution to Exercise 9.8.
The range of values of qg is selected in any desired spa-

cing. Values can be linear, geometric or with no particular
sequence.
pwf is then calculated for given values of qg.
qg values here are defined in no particular sequence but

rather values that cover pAvg to 14.7 psia.
Iteration or simple goal seek in a spreadsheet was used

to find qg max(qg at pwf = 14.7 psia).
Q1: the plots of IPR based on p2 and mn(p) are shown

together in Fig. 9.25.
Q2: the maximum rate (qg max) is AOFP.
From Table 9.13 and Fig. 9.25:
AOFP = 214.74 Mscf/D using the p2 IPR equation.
AOFP = 229.78 Mscf/D using the mn(p) IPR
equation.

Q3: pwf at 100 Mscf/D.
At 100 Mscf/D, gas rates during PSS production, from

Table 9.13 and Fig. 9.25 is:
pwf = 2,406.07 psia using the p2 IPR equation.
pwf = 2,393.87 psia using the mn(p) IPR equation.

9.2.6. c and n Back Pressure IPR for Gas

From gas IPR, equation (9.44):

p2Avg = p2wf +
1,422qgμiZiTi

kgh
ln

re
rw

−
3
4
+Sw +Dqg

Considering the case of where skin due to turbulence is
absent, the above reduces to:

p2Avg = p2wf +
1,422qgμiZiTi

kgh
ln

re
rw

−0 75+Sw

Making qg the subject of the formula:

qg =
1

1,422μiZiTi

kgh
ln

re
rw

−0 75+Sw

p2wf −p2Avg (9.49)

Equation (9.49) can be expressed as:

qg =C p2wf −p2Avg (9.50)

Table 9.13 Summary of the solution to Exercise 9.8.

p2 IPR Calculations mn(p) IPR Calculations

qg (Mscf/D)
pwf (psia)

Calculated using equation (9.44) qg (Mscf/D)
mn(pwf) (psia)

Calculated using equation (9.42)
pwf(psia)

Using mn(p) vs p table

0.00 2,799.00 0.00 1,717.34 2,799.00
20.00 2,765.66 20.00 1,681.40 2,763.01
40.00 2,711.38 40.00 1,623.81 2,704.91
70.00 2,587.68 70.00 1,496.84 2,575.91

100.00 2,406.07 100.00 1,321.15 2,393.87
140.00 2,046.65 140.00 1,011.14 2,057.27
180.00 1,463.34 180.00 614.54 1,572.53
200.00 974.69 210.00 260.26 1,010.47
210.00 558.97 220.00 131.34 715.68
213.00 340.18 226.00 51.39 447.77
214.74 14.70 229.78 0.00 14.70

Figure 9.25 IPR using p2 and mn(p) equations for Exercise 9.8.
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where

C=
1

1,422μiZiTi

kgh
ln

re
rw

−0 75+Sw

C is defined as the well performance constant. In
equation (9.50), C has been assumed constant because
the relationship does not include skin due to turbulence.
If effect of skin due to turbulence is included, then
C will be a function of qg. Also, as discussed in
Chapter 7 (7.1.1) and Section 9.2.3, gas flow equation
in terms of p2 is only valid for p < 2,000 psia. To account
for the effect of turbulence and deviation of ideal flow
(where p2 is not applicable), equation (9.50) can be by
rewritten as:

qsc =C p2wf −p2Avg

n
(9.51)

n is close to one for laminar flowing gas (as p is less than
2,000 psia under such condition).
Equation (9.51) is called the conventional back pressure

equation for gas; or C and n equation. When equation
(9.51) is applied to oil wells below saturation pressure,
it is called the Fetkovich equation (equation (9.55)).

9.2.7. Empirical and Semi-Empirical IPR Models

Empirical and semi-empirical IPR models often pro-
vide reliable ways of creating IPRs when there ate limited
reservoir, well or other well test properties. They are also
useful in multiphase flow, where formulation of IPR from
the fundamental equations can be difficult due to the effect
of saturation on the mobility of the different phases. With
limitedmodel parameters, empirical IPRmodels have been
shown to provide a good match with field result.

9.2.7.1. Vogel IPR.The IPR defined in equations (9.17),
(9.25), and (9.29) are all for a single-phase incompressible
fluid; this is only applicable to oil wells and not valid when
oil and gas flow in the reservoir. Vogel [1968], following
observation of IPR for several solution-gas drive
reservoirs, proposed a general IPR for oil wells below
the bubble point pressure as:

qo
qomax

= 1−0 2
pwf
pAvg

−0 8
pwf
pAvg

2

for pAvg < pbub

(9.52)

Equation (9.52) is presented as dimensionless form with
normalized rate (qo/qmax) as the dependent variable and
normalized stabilized bottomhole pressure (pwf/pAvg) as
an independent variable).
Plotting the IPR relationship in normalized/dimension-

less form as shown in equation (9.52) ensures that the

dependent and independent variables have a maximum
of 1 on both the x- and y-axis. This form of presenting
IPR is useful for easy comparison of data from different
fields and for comparison of different IPR models.

The
pwf
pAvg

2

term in equation (9.52) can be seen to rep-

resent a two-phase effect that will, therefore, reduce to

pwf
pAvg

for a single-phase fluid. Hence, for a single-phase

oil (above bubble point pressure), equation (9.52)
becomes:

qo
qomax

= 1−0 2
pwf
pAvg

−0 8
pwf
pAvg

qo
qomax

= 1−
pwf
pAvg

which when arranged becomes:

qo =
qomax

pAvg
pAvg−pwf

qo =PI pAvg−pwf

PI =
qo

pAvg−pwf
(9.53)

Equation (9.53) is the same as equation (9.17), which is
the IPR for a single-phase oil.
For a test that covers pwf above and below the bubble

point, a combination of Darcy’s flow (defined by PI) for
a test above the bubble point pressure and Vogel (for
two-phase oil and gas) should be used. This approach or
model is called composite Vogel IPR and is expressed as:

qo
qomax

= 1−
pwf
pAvg

when pwf > pb

qo
qomax

= 1−0 2
pwf
pAvg

−0 8
pwf
pAvg

2

when pwf < pb

(9.54)

9.2.7.2. Fetkovich Method. Though equation (9.51)
was derived for gas, Fetkovich [1973] showed it is applica-
ble to two-phase oil and gas. The IPR for highly undersat-
urated to saturated initial reservoir pressure and partially
depleted oil under pseudosteady state conditions can be
thus be described as:

qo =C p2Avg−p2
wf

n
(9.55)

where 0.5 < n < 1.0.
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This empirical relationship was deduced from isochro-
nal and flow-after-flow tests (multipoint back pressure
testing) for oil wells producing from reservoirs having a
wide range of permeabilities.
In summary, equations (9.51) and (9.55) can be applied

to gas and two-phase oil and gas wells. One easy way to
solve for C and n in equation (9.55) is to transform
equation to the form:

log qo = log C +n log p2Avg−p2
wf

and make a plot of log(qo) against log p2Avg−p2
wf

, from

which the slope and intercept on the vertical (y-axis) give n
and log C, respectively. Another approach is to use total
least square regression to fit more than one test point to
equation (9.55) with C and n as regression variables.
For tests which include the conditions where pwf > pb
and pwf < pb, Fetkovich presented a generalized equation
that should be used:

qo =C p2Avg−p2
wf

+ PI pAvg−pb (9.56)

The Fetkovich IPR also gives a reasonable prediction
for gas condensate systems. The Fetkovich equation, like
Vogel, was developed for oil wells and when used for oil
wells with water, total liquid rate is what is predicted, and
oil rate is then determined from the water cut (WCT).
Hence, the Fetkovich IPR does not account for the
reduced deliverability of liquid rate (oil and water) due
to the contrast in mobility between water and oil. Addi-
tional reduction in deliverability of liquid rate due to
the contrast in mobility between oil and water can be con-
sidered insignificant at pseudosteady state condition.

Exercise 9.9 Vogel IPR for Solution-Gas Oil Well
A multirate test was carried out on a well producing

under solution gas drive from a reservoir with an average
reservoir pressure of 2,078 psia; the test data are shown in
Table 9.14.
1. Determine AOFP using Vogel IPR with test point 1.
2. Determine qo for pwf of 650 psia.
3. Make a Vogel IPR plot.

Solution.
1. From test point 1, qo = 17 stb/D and pwf = 1,890 psia.

Calculating
pwf
pAvg

:

pwf
pAvg

=
1,890
2,078

= 0 90953

Substitute these into equation (9.52) to deter-

mine
qo

qomax
:

qo
qomax

= 1−0 2 0 90953 −0 8 0 90953 2 = 0 156300804

and calculate qomax:

qomax =
qo

0 156300804

Substituting qo =17 stb/D into the above:

qomax =
17

0 156300804
= 108 76stb/D

2. Substituting pAvg and qo max into equation (9.52), the
Vogel IPR for this reservoir is thus derived:

qo = qomax 1−0 2
pwf
pAvg

−0 8
pwf
pAvg

2

qo = 108 76 1−0 2
pwf
2,078

−0 8
pwf
2,078

2

(9.57)

For pwf = 650 psia, substituting this into equa-
tion (9.57):

qo = 108 76 1−0 2
650
2,078

−0 8
650
2,078

2

= 93 44stb/D

qo (pwf = 650 psia) =93.44 stb/D.
3. Using equation (9.52), a table of qo against pwf for

value of pAvg < pwf < 14.7 psia is generated (Table 9.15).
Alot of pwf against qo is shown in Fig. 9.26:

Table 9.14 Multirate Test for Exercise 9.9.

Test number q (stb/D)Q pwf (psia)

0 0 2,078
1 17 1,890
2 33 1,700
3 47 1,522
4 59 1,345

Table 9.15 pwf Against qo Using the Vogel Equation for
Exercise 9.9.

pwf (psia) qo (stb/D)

2,078 0
1,890 17.00
1,700 32.73
1,522 46.15
1,345 58.23
1,010 77.63
650 93.44
350 102.63
14.7 108.60
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Exercise 9.10 Fetkovich IPR for Solution-Gas Oil Well
Using the data in Exercise 9.9:
1. Determine C and n that will fit the entire test points.
2. Determine AOFP (qo max).
3. Determine qo for pwf of 650 psia.
4. Make the Fetkovich IPR plot.

Solutions.
1. Determining C and n
One easy way to solve for C and n in equation (9.55) is

to transform the equation to the form:

log qo = log C +n log p2Avg−p2
wf

and make a plot of log(qo) against, log p2Avg−p2
wf

from

which the slope and intercept on the vertical (y-axis) give n

and log C, respectively. A table of log p2Avg−p2
wf

and

log(qo) for C and n determination is shown in Table 9.16.

The plot of log(qo) against log p2Avg−p2
wf

is shown in

Fig. 9.27.
From the plot and equation, the intercept on the verti-

cal axis (y-axis) is −4.8043.
Hence, log C = −4 8043

C=10−4 8043 thus C =1.56941E-05
The slope of the graph = 1.027
Therefore, C = 1.57E-05 and n = 1.03
Substituting pAvg, C, and n into equation (9.55), the

Fetkovich IPR for this reservoir is thus derived as:

qo = 1 56941× 10−5 43,18,084−p2
wf

1 027
(9.58)

2. Determining qo max

Substituting pwf = 14.7 psia into the IPR equation for
the reservoir, equation (9.58)@

qomax = 1 56941× 10−5 43,18,084−14 72
1 027

= 103 19stb/D

qo max = 103.2 stb/D

3. Determining qo at pwf of 650 psia
Substituting pwf = 650 psia into equation (9.58):

qo = 1 56941× 10−5 43,18,084−6502
1 027

= 92 83stb/D
qo = 93stb/D

4. Using equation (9.58), generate a table of qo against
pwf for values of pAvg < pwf < 14.7 psia (Table 9.17).

The plot of pwf against qo is shown in Fig. 9.28.

Figure 9.26 Vogel IPR for Exercise 9.9.

Table 9.16 log p2Avg−p
2
wf

and log(qo) for C and n

Determination.

qo (stb/D) pwf (psia)
p2Avg−p

2
wf

(psia2) log p2Avg−p
2
wf log(qo)

0 2,078 0
17 1,890 745,984 5.8727 1.230
33 1,700 1,428,084 6.1548 1.5185
47 1,522 2,001,600 6.3014 1.6721
59 1,345 2,509,059 6.3995 1.7709

Figure 9.27 Plot of log(qo) against log p2Avg−p
2
wf

for C and n

determination.

Table 9.17 pwf against qo using the Fetkovich equation for
Exercise 9.10.

pwf (psia) qo (stb/D)

2,078 0
1,890 16.99
1,700 33.10
1,522 46.83
1,345 59.07
1,010 78.23
680 91.86
350 100.19
14.7 103.19
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Exercise 9.11 Comparison of the Vogel and Fetko-
vich IPRs
Compare the Vogel and Fetkovich IPRs from Exercise

9.9 and Exercise 9.10 in real and dimensionless variables.

Solution.
Table 9.15 and Table 9.17 have pwf and q for the Vogel

and Fetkovich IPRs, respectively.
pwf
pAvg

and
qo

qomax
calculated for the Vogel and Fetkovich

IPRs are shown in Table 9.18.
Plots of pwf against qo for the Vogel and Fetkovich IPR

models are shown in Fig. 9.29.

Plots of
pwf
pAvg

against
qo

qomax
for the Vogel and Fetkovich

IPR models are shown in Fig. 9.30.

9.2.8. Effect of Changing Skin on IPR Model

The generalized PSS IPR model shown in equation
(9.25) has skin explicitly defined. However, an empirical

IPR model like Vogel and Fetkovich does not have skin
explicitly defined. One approach for adding skin effect
to an empirical model is using the concept of flow effi-
ciency, which is also called completion factor or condition
ratio and defined as:

FE=
PI S 0
PI S= 0

(9.59)

From equation (9.29), the PI under PSS condition is
defined as:

PIPSS =
q

pAvg−pwf
=

1
141 2Bμ

kh
1
2
ln

4A
γCA r2w

+ S

Hence:

PIPSS S 0 =
q

pAvg−pwf
=

1
141 2Bμ

kh
1
2
ln

4A
γCA r2w

+ S

(9.60)

Figure 9.28 Fetkovich IPR for Exercise 9.10.

Table 9.18 Vogel and Fetkovich IPR Model Comparison.

Vogel IPR Fetkovich

pwf (psia) qo (stb/D)

pwf

pAvg

qo
qomax pwf (psia) qo (stb/D)

pwf

pAvg

qo
qomax

From Table 9.15 from Table 9.17

2,078 0.00 1.00 0.00 2,078 0.00 1.00 0.00
1,890 17.00 0.91 0.16 1,890 16.99 0.91 0.16
1,700 32.73 0.82 0.30 1,700 33.10 0.82 0.32
1,522 46.15 0.73 0.42 1,522 46.83 0.73 0.45
1,345 58.23 0.65 0.54 1,345 59.07 0.65 0.57
1,010 77.63 0.49 0.71 1,010 78.23 0.49 0.76
650 93.44 0.31 0.86 650 92.83 0.31 0.90
350 102.63 0.17 0.94 350 100.19 0.17 0.97
14.7 108.60 0.01 1.00 14.7 103.19 0.01 1.00

pAvg = 2,078 qo max = 108.6 stb/D pAvg = 2,078 qo max = 103.2 stb/D

Figure 9.29 Comparison of the Vogel and Fetkovich IPRs in real
variables.
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and

PIPSS S= 0 =
q

pAvg−pwf
=

1
141 2Bμ

kh
1
2
ln

4A
γCA r2w

(9.61)

Substituting equations (9.60) and (9.61) into equation
(9.59), FEPSS becomes:

FEPSS =
PI S 0
PI S= 0

=

1
2
ln

4A
γCA r2w

1
2
ln

4A
γCA r2w

+S
=
pAvg−pwf S = 0

pAvg−pwf S 0

(9.62)

In terms of re (instead of A), FEPSS is expressed as:

FEPSS =
PI S 0
PI S= 0

=
ln

re
rw

−
3
4

ln
re
rw

−
3
4
+S

=
pAvg−pwf S= 0

pAvg−pwf S 0

(9.63)

The skin effect can be determined fromwell test analysis
described in Chapter 8.
From equation (9.63):

pwf S = 0 =pAvg−FEPSS pAvg−pwf S= 0 (9.64)

pwf S 0 = pAvg−
pAvg−pwf S= 0

FEPSS
(9.65)

Exercise 9.12 Effect of Skin on IPR
The skin effect for the well in Exercise 9.9 obtained

from the well test analysis is 4. Carry out a sensitivity anal-
ysis of skin effect on IPR using S = −3, 0, and 4, given that
re = 1,121 ft and rw = 0.35 ft.

Solution Steps.
Step 1: calculate FEPSS for the original condition by
substituting re, rw, and S into equation (9.63).

Step 2: using equation (9.64), determine pwf (S = 0) for
the the same rates as original well conditions. Extend
q to qo (pwf = 14.7)

Step 3: using equation (9.65), determine pwf (S = −3);
pwf (S = 4) and pwf (S = 20). Note that pwf (S = 0)
has been calculated in Step 2 and pwf (S = 4) is in
the original data. Extend q to qo max for all the IPRs.

Solution.
1. From equation (9.63), FEPSS for the original data is

given as:

FEPSS =
ln

re
rw

−
3
4

ln
re
rw

−
3
4
+S

Substituting re, rw, and S:

FEPSS S= 4 =
ln
1,121
0 35

−
3
4

ln
1,121
0 35

−
3
4
+ 4

= 0 6467

2. Using equation (9.64) to determine pwf S= 0 :

pwf S = 0 =pAvg−FEPSS pAvg−pwf S 0

pwf S= 0 =pAvg−FEPSS S= 4 pAvg−pwf S= 4

Note that for original data S = 4.
Substituting pAvg and calculated FEPSS (S = 4):

pwf S = 0 = 2,078−0 6467 2,078−pwf S= 4 (9.66)

The results of determining pwf (S = 0) from pwf (S = 4)
for every test number using equation (9.66) are shown
in Table 9.19.

Figure 9.30 Comparison of the Vogel and Fetkovich IPRs in
normalized variables.

Table 9.19 pwf (S = 0) Calculation for Different q.

Test
number q (stb/D)

pwf (S = 4),
(psia)

pwf (S = 0) (psia) using
equation (9.66)

0 0 2,078 2,078.00
1 17 1,890 1,956.42
2 33 1,700 1,833.55
3 47 1,522 1,718.44
4 59 1,345 1,603.97
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Determine qo max (S = 0) using the Vogel equation,
equation (9.52), and extend Table 9.19 to 14.7 psia.
Any of the test points can be used or all (in regression

mode) but for consistency with Exercise 9.9, test point 1
will be used.

qo S= 0
qomax S= 0

= 1−0 2
pwf S= 0

pAvg
−0 8

pwf S= 0
pAvg

2

(9.67)

qomax S= 0 =
qo S= 0

1−0 2
pwf S= 0

pAvg
−0 8

pwf S= 0
pAvg

2

Substituting qo (S = 0) and pwf (S = 0) corresponding to
test point 1 from equation (9.20):

qomax S= 0 =
17

1−0 2
1,956.42
2,078

−0 8
1,956.42
2,078

2

= 165 73stb/D

Calculate qo between pwf of 14.7 and 1,603.97 psia using
equation (9.67). Points should be spaced to ensure a
smooth curve. Spacing of data points can be linear,
geometric, or not follow any sequence.
From equation (9.67):

qo S =0
qomax S =0

=1−0 2
pwf S= 0

pAvg
−0 8

pwf S= 0
pAvg

2

Substituting qo max (S = 0) and pAvg into the above:

qo S= 0
165 73

= 1−0 2
pwf S= 0
2,078

−0 8
pwf S= 0
2,078

2

(9.68)

Equation (9.68) shows the relationship between qo (S =
0) and pwf (S = 0), and calculation of pwf (S = 0) extended
to 14.7 psia is summarized in (Table 9.20).
3. Determine pwf (S = −3); pwf (S = 4):

pwf S 0 = pAvg−
pAvg−pwf S= 0

FEPSS

pwf S = −3 = 2,078−
2,078−pwf S= 0
FEPSS S= −3

where FEPSS S= −3 =
ln
1,121
0 35

−
3
4

ln
1,121
0 35

−
3
4
−3

= 1 6942

Hence:

pwf S = −3 = 2,078−
2,078−pwf S= 0

1 6942
(9.69)

The calculation of pwf (S = −3) from equation (9.69) is
summarized in Table 9.21.
Determining qo max (S =−3):

qomax S= −3 =
qo S= −3

1−0 2
pwf S= −3

pAvg
−0 8

pwf S= −3
pAvg

2

qomax S= −3 =
17

1−0 2
2,006.24
2,078

−0 8
2,006.24
2,078

2

= 277 74stb/D

Using qo max calculated and the Vogel IPR, equation
(9.52), extend the data to 14.7 psia with more data points
between 14.7 to 1,798.20 psia. Exercise 9.9 explains the
use of the Vogel equation for matching and predict-
ing IPR.
From equation (9.52):

qo S= −3
qomax S= −3

= 1−0 2
pwf S= −3

pAvg
−0 8

pwf S= −3
pAvg

2

(9.70)

Table 9.20 q Against pwf (S = 0)

Test number q (stb/D) pwf (S = 0) (psia)

0 (from Table 9.19) 0.00 2,078.00
1 (from Table 9.19) 17.00 1,956.42
2 (from Table 9.19)2 33.00 1,833.55
3 (from Table 9.19) 47.00 1,718.44
4 (from Table 9.19) 59.00 1,603.97
Calculated using equation (9.68) 83.22 1,400.00
Calculated using equation (9.68) 118.30 1,010.00
Calculated using equation (9.68) 142.39 650.00
Calculated using equation (9.68) 156.39 350.00
Calculated using equation (9.68) 165.49 14.70

Table 9.21 Calculation of pwf (S = −3) from equation (9.69).

Test number q (stb/D)
pwf (S = 0)
(psia)

pwf (S = −3)
(psia) using
equation (9.69)

0 0.00 2,078.00 2,078.00
1 17.00 1,956.42 2,006.24
2 33.00 1,833.55 1,933.71
3 47.00 1,718.44 1,865.76
4 59.00 1,603.97 1,798.20
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Substituting qo max(S =−3) and pAvg in equation (9.70):

qo S= 0
165 73

= 1−0 2
pwf S= 0
2,078

−0 8
pwf S= 0
2,078

2

qo S= −3
277 74

= 1−0 2
pwf S= −3

2,078
−0 8

pwf S= −3
2,078

2

(9.71)

Equation (9.71) shows the relationship between qo
(S = −3) and pwf (S = −3)
Calculation of pwf (S = −3) extended to 14.7 psia is sum-

marized in Table 9.22.
Plot IPR (S = −3), IPR (S = 0), and IPR (S = 4) together

for comparison and to show graphically the effect of skin
on IPR (Fig. 9.31).

9.2.9. Effect of Changing the Water Cut on the
IPR Model

The IPR prediction for multiphase oil–water can be
handled by defining IPR using the total liquid rate.

Water cut (WCT) can be expressed as:

WCT=
qw
qL

(9.72)

where qw is the volumetric test or production rate of water
and qL is the volumetric test or production rate of liquid.
Making qL the subject of the formula:

1−WCT=1−
qw
qL

1−WCT =1−
qw
qL

=
qL−qw
qL

=
qo
qL

qL =
qo

1−WCT
(9.73)

From equation 9.73, the oil rate as a function of WCT
(qo(WCT)) can be expressed as:

qo WCT =qL 1−WCT (9.74)

Substituting qL from equation (9.73) into any of the IPR
equations for a liquid will give an IPR equation with qo
and WCT as variables. This approach assumes that deli-
verability of total liquid is independent of contrast in
mobility of oil and water.
For a given pwf and qL with a change in WCT from

WCT1 to WCT2 and a corresponding change in qo from
qo1 to qo2, equation (9.73) can then be expressed as:

qL =
qo1

1−WCT1
=

qo2
1−WCT2

(9.75)

Hence, from equation (9.75), making qo2 the subject of
the formula:

qo2 = qo1
1−WCT2

1−WCT1

qo WCT2 =qo WCT1
1−WCT2

1−WCT1
(9.76)

Exercise 9.13 Effect of WCT on IPR
The WCT for the well in Exercise 9.9 is 0.2. Carry out a

sensitivity analysis on WCT on IPR using WCT= 0, 0.2,
0.4, and 0.6 given that the deliverability of total liquid
is independent of the contrast in mobility of oil and water.
re = 1,121 ft and rw = 0.35 ft.

Solution Steps.
Step 1: the oil rate in Table 9.15 is the assigned oil rate
for a WCT of 0.2 (qo (WCT= 0.2)).

Step 2: using equation (9.74), calculate qo for differ-
ent WCT.

Table 9.22 Calculation of pwf(S = −3) extended to 14.7 psia.

Test number q pwf (S = −3)

0 (from Table 9.21) 0.00 2,078.00
1(from Table 9.21) 17.00 2,006.24
2 (from Table 9.21) 33.00 1,933.71
3 (from Table 9.21) 47.00 1,865.76
4 (from Table 9.21) 59.00 1,798.20
Calculated using equation (9.71) 139.46 1,400.00
Calculated using equation (9.71) 198.25 1,010.00
Calculated using equation (9.71) 238.62 650.00
Calculated using equation (9.71) 262.08 350.00
Calculated using equation (9.71) 277.33 14.70

Figure 9.31 Effect of skin on IPR.
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Solution.
Calculation of total liquid flow rate from the base case,

at WCT = 0.2, for every data point from Table 9.15 is
shown in Table 9.23.
The calculations of qo (WCT) forWCT= 0, 0.4, and 0.6

using qL from Table 9.23 are summarized in Table 9.24.
Note that original data has WCT =0.2 and there is no

need to repeat the calculation for WCT= 0.2.
From Table 9.24, the plot of pwf against qo for different

WCT shows graphically the effect of WCT on IPR
(Fig. 9.32).
The limitation of this method is in not accounting for

additional reduction in oil deliverability due to contrast in
mobilityof separatephases.This is, however,notaproblem,
as reduction inoil deliverabilitydue to the contrast inmobil-
ity of water and oil is insignificant [Brown and Beggs, 1977].

9.2.10. Effect of Changing Condensate Gas Ratio (CGR)
on Gas IPR Mode

One approach for handling the effect of condensate on
gas IPR is converting condensate produced from gas to
equivalent gas in reservoir condition and adding it to
the measured gas rate to get a recombined gas rate.
Recombined gas and condensate rate can be expressed as:

qt = qg 1+
VeqCGR

106
(9.77)

where qt is recombined gas with vaporized condensate, qg
is measured gas rate, and Veq is the vapor equivalent of the
stock tank liquid (scf/stb).
Veq can be calculated using Veq for a two-stage separa-

tion defined by Gold et al. [1989] as:

Veq = 635 53+ 0 36182psep
1 0544γ5 0831

g

API1 5812T−0 79130
sep scf /stb

(9.78)

Where CGR is stock tank condensate gas ratio (stb/
MMscf ), γg is specific gravity of separator gas, psep is sep-
arator pressure (psia), Tsep is separator temperature ( F),
and API is oil API gravity.
This concept of recombined gas and condensate rate is

also applied to calculating the specific gravity of recom-
bined gas and condensate to get a reservoir equivalent
[Gold et al., 1989]:

γt =

106γg
CGR

+4,602γo + qpa

106

CGR
+Veq

(9.79)

Table 9.23 Total Liquid Flow Rate from qo (WCT = 0.2).

pwf (psia)
From (Table 9.23)

qo (WCT = 0.2)
(stb/D)

From (Table 9.23)

qL =
qo

1−WCT
(stb/D)

Using equation (9.73)

2,078 0 0.00
1,890 17.00 21.25
1,700 32.73 40.92
1,522 46.15 57.69
1,345 58.23 72.79
1,010 77.63 97.04
650 93.44 116.80
350 102.63 128.28
14.7 108.60 135.75

Table 9.24 Oil Rate Calculation at WCT = 0, 0.4, and 0.6 for a Given pwf.

pwf (psia)

qo (WCT = 0.2)
(stb/D)

from Table 9.23
qL (stb/D)

from Table 9.23
qo (WCT = 0.0), (stb/D)
using equation (9.74)

qo (WCT = 0.4), (stb/D)
using equation (9.74)

qo (WCT = 0.6), (stb/D)
using equation (9.74)

2,078 0 0.00 0.00 0.00 0.00
1,890 17.00 21.25 21.25 12.75 8.50
1,700 32.73 40.92 40.92 24.55 16.37
1,522 46.15 57.69 57.69 34.61 23.08
1,345 58.23 72.79 72.79 43.67 29.11
1,010 77.63 97.04 97.04 58.22 38.82
650 93.44 116.80 116.80 70.08 46.72
350 102.63 128.28 128.28 76.97 51.31
14.7 108.60 135.75 135.75 81.45 54.30

Figure 9.32 Effect of WCT on oil IPR.
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qpa is the additional gas production (vapor evolved at
stock tank) in scf/stb for a two-stage separation. It was
defined by Gold et al. [1989] as:

qpa = 1 4599 psep−14 65
1 3394

γ7 0943
g API1 1436T−0 93446

(9.80)

γo is the specific gravity of oil and T is the temperature
( F).All parameters are in EOF units.

Exercise 9.14 Effect of CGR on IPR
Create an IPR plot for the reservoir in Exercise 9.7

given that CGR= 0 at pAvg = 2,799; CGR= 50 at
pAvg = 2,510, and CGR= 125 at pAvg = 2,007.
Note that the case of CGR= 0 at pAvg = 2,799 has been

calculated in Exercise 9.8 (shown under mn(p) IPR calcu-
lations in Table 9.13).

Solution Steps.
Step 1: using a range of qt from 0 to qt_max (qt at pwf =
14.7 psia), calculate pwf for the case of pAvg = 2,799
psia, pAvg = 2,510 psia, and pAvg = 2,007 psia, respec-
tively, using equation (9.42). In this approach,
mn(pwf) is what is determined from equation (9.42)
and pwf is then determined from the normalized
pseudopressure table (mn(pwf) against pwf).

Step 2: for the range of qt in Q1, determine qg for
CGR= 0 (calculated in Exercise 9.8), CGR= 50
and 125 Stb/MMScf using equation (9.77).

Step 3: create a table of pwf in Q1 and corresponding qg
in Q2 for CGR= 0, CGR= 50, and 125 stb/MMscf.

Step 4: plot pwf against qg for CGR= 0, CGR= 50, and
125 stb/MMscf

Solution.
From equation (9.78):

Veq = 635 53+ 0 36182psep
1 0544γ5 0831

g API1 5812T−0 79130
sep

Veq = 635 53+ 0 36182× 90 21 0544 × 0 65 0831471 581270−0 79130

682.9845672 scf/stb
Substituting into equation (9.77):

qg = qt 1 +
VeqCGR

106

The relationship between qg and CGR for this exercise
can hence be expressed as:

qg = qt 1 +
682 98×CGR

106
(9.81)

The pwf calculations at CGR= 0, 50, and 125 Mscf/D
for Exercise 9.14 are summarized in Table 9.25.
A plot of pwf against qg for CGR= 0, CGR= 50, and

125 stb/MMscf with different pAvg is shown in Fig. 9.33.

A similar concept can be applied to three-phase flow,
where a total equivalent rate can be used for deliverability

Table 9.25 pwf Calculation at CGR = 0, 50, and 125 Mscf/D for Exercise 9.14.

CGR = 0 stb/MMScf and
pAvg = 2,799 psia

CGR = 50 stb/MMScf and
pAvg = 2,510 psia

CGR = 125 stb/MMscf and
pAvg = 2,007 psia

qg (CGR = 0) =
qt (Mscf/D)

pwf(psia)
using

approach in
Exercise 9.8

qg (CGR = 0) =
qt (Mscf/D)

pwf(psia)
using

approach in
Exercise 9.8

qg
(CGR= 50)
(Mscf/D)
using

equation
(9.81)

qg
(CGR = 0) =
qt(Mscf/D)

pwf(psia)
using approach
in Exercise 9.8

qg
(CGR= 125)
(Mscf/D)
using

equation
(9.81)

0 2799 0 2,510 0 0 2,007 0
20 2,763.01 20 2,468.40 19.34 20 1,949.53 18.43
40 2,704.91 40 2,401.49 38.68 40 1,854.47 36.85
70 2,575.91 70 2,250.71 67.69 70 1,632.68 64.49

100 2,393.87 100 2,034.09 96.70 100 1,281.83 92.13
140 2,057.27 140 1,613.97 135.38 110 1,118.41 101.35
180 1,572.53 150 1,474.86 145.05 115 1,023.47 105.95
210 1,010.47 160 1,315.05 154.72 120 915.13 110.56
220 715.68 170 1,126.90 164.39 125 787.15 115.17
226 447.77 180 890.73 174.06 130 628.59 119.77
229.78
(qt (pwf = 14.7))

14.70 195.92
(qt (pwf = 14.7))

14.70 189.45 138.56
(qt (pwf = 14.7))

14.70 127.66

Note: the last rate point in Table 9.25 can be determined using a spreadsheet goal seek to determine qt for pwf = 14.7 in
equation setup
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calculations and IPR plotted for the dominant
fluid phase.
Total equivalent rate in rb/d is defined by equation

(8.169) in Chapter 8.as:

qB t =qoBo + qwBw + qsc−Rs Bg

9.2.11. Horizontal Wells-IPR

Horizontal wells can be used to improve reservoir deli-
verability. Well test analysis features and benefits of hor-
izontal wells have been discussed in Chapter 8 (8.4.3.7).
By combining appropriate boundary conditions using
techniques of image wells as discussed in Chapter 8
(8.5.1.12), IPR for SS and PSS conditions can be derived.
Other reliable simple approaches for SS and PSS IPR
models are discussed here.

9.2.11.1. Steady State IPR Horizontal Well Model.
Drainage area around a horizontal well producing at SS
conditions can generally be defined as Spherocylindrical or
ellipsoidal (Fig. 9.34).One of themost common SS horizon-
tal well IPR model is Joshi IPR model (Joshi, 1988) which
accounts for vertical-to-horizontal permeability anisotropy,
a key parameter that controls horizontal well deliverability.
Joshi’s model assumes an elliptical constant pressure
drainage whose dimension depends on the well length.
Joshi [1988] presented a well deliverability equation for

a horizontal well producing under steady state conditions
(constant pressure drainage) as:

PISS =
q

pAvg−pwf

=
7 08× 10−3kxyh

μoBo ln
a+ a2− Lw

2
2

Lw
2

+ β2h
LW

ln
h
2rw

(9.82)

where a is one-half the major axis of a drainage ellipse in a
horizontal plane and is defined as:

a =
Lw

2
0 5+ 0 25+

2reh
Lw

4
0 5

β=
kxy
kz

reh is the drainage radius (ft) defined as:

reh =
A
π

where kxy is the horizontal permeability in the x–y direc-
tion, also denoted as kh. and kz is the vertical permeability,
also denoted as kv.
For an isotropic reservoir, kz = kxy (kv = kh) and, hence,

β = 1. Equation (9.82) for an isotropic reservoir thus
reduces to:

PISS =
q

pAvg−pwf

=
7 08× 10−3kxyh

μoBo ln
a+ a2− Lw

2
2

Lw
2

+ h
Lw
ln

h
2rw

(9.83)

Figure 9.33 Effect of CGR on gas IPR.

Figure 9.34 Horizontal well drainage area.
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Exercise 9.15 Horizontal Well Producing at Steady
State Conditions
A horizontal well with an open wellbore radius of 0.35

ft, mechanical skin of 5, and effective length of 1,789 ft is
completed in a 45-ft pay anisotropic reservoir with a

drainage area of 190 acres, kh of 40 mD,
kz
kxy

of 0.012,

and pAvg of 1,909 psia, produces oil with μo = 0.75 cp
and Bo = 1.56 stb/rb.
1. Determine SS productivity of the well and IPR

equation for this well.
2. Carry out a sensitivity analysis on IPR model for

kz/kxy of 0.001, 0.012, 0.1, and 1.
3. Carry out a sensitive analysis on the IPR model

for h = 10, 20, 45, and 60 ft.
4. Carry out a sensitivity analysis on the IPM model

for Lw = 1,000, 1,500, 1,789, and 2,000 ft.

Solution.
1. A=190Acres = 43,560× 190ft2 = 82,76,400ft2

Calculating reh:

reh =
A
π
=

82,76,400
π

=1,623.10ft

Calculating a:

a=
Lw

2
0 5+ 0 25+

2reh
Lw

4
0 5

=
1,789
2

0 5+ 0 25+
2×1,623.10

1,789

4
0 5

= 1,750.64ft

Calculating β:

β=
kxy
kz

=
1
kz
kxy

=
1

0 012
= 9 129

Calculating PISS using equation (9.83):

PISS =
q

1,909−pwf

=
7 08× 10−3 × 40× 45

0 75× 1 56 ln
1,750.64 + 1,750 642− 1,789

2
2

1,789
2

+
9 9212 × 45

1,789
ln

45
2× 0 35

=0 725

The IPR equation for the horizontal well producing at
steady state conditions is hence:

q
1,909−pwf

= 0 725

The above equation is linear, hence two points are suf-
ficient to make an IPR plot.
An IPR table from the above equation is shown in

Table 9.26 and a plot is shown in Fig. 9.35.

2. Repeat the IPR calculation for
kz
kxy

= 0.001, 0.012,

0.1, and 1 (Table 9.27).

The IPR sensitivity to
kz
kxy

is shown in Fig. 9.36.

3. Repeat the IPR calculation for h = 10, 20, 45, and
60 ft (Table 9.28).
The IPR sensitivity plot to h is shown Fig. 9.37.
4. Repeat the IPR calculation for Lw = 1,000, 1,500,

1,789, and 2,000 ft (Table 9.29).
The IPR sensitivity plot to Lw is shown Fig. 9.38.

9.2.11.2. Pseudosteady State IPR Horizontal Well
Model. PSS has been discussed as an important condition
for production engineers. One of the most robust PSS IPR
models for horizontal wells is the Economides horizontal
well IPR [Economides et al., 1996]. The model captures the
effect of anisotropy, early and late time behavior of horizon-
tal wells, and well–reservoir orientation and configuration.
The Economides PSS IPRmodel for a horizontal well is

expressed as:

PIPSS =
q

pAvg−pwf
=

kxe

887 22Bμ pD +
xe

2πLw
S

(9.84)

Table 9.26 IPR Data for Exercise 9.15.

pwf (psia) qo (stb/D)

1,909 0
14.7 1,373.83

Figure 9.35 IPR plot for Exercise 9.15.
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Table 9.27 IPR Sensitivity to
kz
kxy

.

kz
kxy

= 0.001
kz
kxy

= 0.012
kz
kxy

= 0.1
kz
kxy

= 1

pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D)

1,909 0 1,909 0 1,909 0 1,909 0
14.7 185.86 14.7 1,373.83 14.7 2,811.43 14.7 3,225.69

Figure 9.36 IPR sensitivity to
kz
kxy

.

Table 9.28 IPR Sensitivity to h

h (ft) = 10 h (ft) = 20 h (ft) = 45 h (ft) = 60

pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D)

1,909 0 1,909 0 1,909 0 1,909 0
14.7 608.88 14.7 974.02 14.7 1,373.83 14.7 1,468.68

Figure 9.37 IPR sensitivity to h.

Table 9.29 IPR Sensitivity to Lw

Lw (ft) = 1,000 Lw (ft) = 1,500 Lw (ft) = 1,789 Lw (ft) = 2,000

pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D)

1,909 0 1,909 0 1,909 0 1,909 0
14.7 917.71 14.7 1,222.72 14.7 1,373.83 14.7 1,475.05
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A horizontal well with coordinates and IPR parameters
is defined in Fig. 9.39.
where

pD =
xeCH

4πh
+

xe
2πLw

Sc (9.85)

CH is defined in Fig. 9.40 for different aspect ratios.
where the skin effect Sc is:

Sc = ln
h

2π rw
−

h
6 Lw + Se

(9.86)

and Se defined as:

Se =
h
Lw

2zw
h

−
1
2

2zw
h

2

−
1
2

− ln sin
πzw
h

(9.87)

zw is the distance of the well from the middle of the
reservoir.
Lw and rw are well length and wellbore radius transfor-

mations to account for the effect of anisotropy and none-
ccentricity of the well in the reservoir and are defined as:

Lw =Lwα−1
3β

and

rw = rw
α

2
3

2
1
β
+1

where

α=
kxky

1
2

kz
and

β=
ky
kx
cos2ϕ+

kx
ky
sin2ϕ

1
2

where kx, ky, and kz are permeability in the x, y, and z
directions respectively.
Also, for an anisotropic reservoir, the transforms of res-

ervoir dimension defined below should be used:

x = x
kykz
k

(9.88)

y = y
kxkz
k

(9.89)

z = z
kxky
k

(9.90)

and kis defined as:

k = kxkykz3

for an isotropic reservoir k= kx = ky = kz= k; hence, α and
β become 1 reducing equation (9.84) to:

PIPSS =
q

pAvg−pwf
=

kxe

887 22Bμ pD +
xe

2πLw
s

(9.91)

Exercise 9.16 Horizontal Well Producing at Pseudos-
teady State Condition
Repeat Exercise 9.15 with a no-flow drainage boundary

rather than a constant pressure boundary. Assume that
the ratio of no-flow boundaries reservoir length to width
ratio (x/y) is the same as the elliptical major to minor axis
ratio in Exercise 9.16 (i.e., x/y = a/b)
Calculate the pseudosteady state productivity index for

this well–reservoir system.

Solution.
Calculating k

kz =
kz
kxy

kxy

kz = 0 012× 40mD=0 48mD

Also, kxy = kx = ky (no permeability anisotropy in the
x-y direction). Hence:

k= kxkykz3 = 40× 40× 0 483 = 9 158mD

Figure 9.38 IPR sensitivity to Lw.

Figure 9.39 Horizontal well with coordinates and IPR
parameters [Adapted from Economides, Brad and Frick, 1996].
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Calculating the reservoir dimension for the case of
x/y = a/b
Area of an ellipse:

A = πab
where

a=
L
2
+b hence b= a− L

2

Hence:

A = πab= πa a−
L
2

Rearranging the above equation:

a2−a
L
2
−
A
π

=0

Solving this for a (using the generalized solution for
quadratic equations):

a =

L
2 + L

2
2
+
4A
π

2

= 1,789
2 + 1,789

2
2
+
4× 82,76,400

π
2

Solving for b:

b= a−
L
2
=2,130.89 −

1,789
2

= 1,236.35ft

a
b
=
2,130.89
1,236.35

= 1 7235

The reservoir considered in this exercise has
a
b
=

xe
ye
. Hence:

a
b
=
xe
ye

= 1 7235

ye =
xe

1 7235
= 1 7235

Area of rectangular reservoir:
A = 82,76,400 ft2 (same as elliptical drainage area)

A=xeye

Substituting ye into the above and solving for xe:

82,76,400= xe
xe

1 7235

xe = 3,776.82ft

Figure 9.40 Horizontal well shape factor [Adapted from Economides, Brad and Frick, 1996].
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Solving for ye:

ye =
xe

1 7235

ye =
3,776.82
1 7235

ye = 2,191.36ft

Transforming xe and ye for the effect of anisotropy:

xe = xe
kykz
k

= 3,776.82
40× 0 48
9 158

= 1,807.13ft

ye = ye
kxkz
k

= 2,191.36
40× 0 48
9 158

= 1,048.52ft

Calculating α and β

α=
kxky

1
2

kz
=

40× 40
1
2

0 48
= 9 1287

and

β=
ky
kx
cos2ϕ+

kx
ky
sin2ϕ

1
2

= 1

Calculating Lw and rw

Lw =Lwα−1
3β=1,789× 9 1287−1

3 × 1= 856 00ft

rw = rw
α

2
3

2
1
β
+1 =0 35

9 1287
2

3

2
1
1
+ 1 = 1 5288ft

Calculating Sc

From equation (9.87):

Se =
h
Lw

2zw
h

−
1
2

2zw
h

2

−
1
2

− ln sin
πzw
h

Se =
45
856

2× 22 5
45

−
1
2

2× 22 5
45

2

−
1
2

− ln sin
π×22 5

45
= 0

From equation (9.86):

Sc = ln
h

2π rw
−

h
6 Lw

+Se

= ln
45

2π1 5288
−

45
6× 856

+ 0= 1 5356

Determining CH

xe
ye

=
1,807.13
1,048 52e

=1 72≈2

Hence, xe≈2ye
Also:

Lw

xe
=

856 00
1,807.13

= 0 47368≈0 5

From Fig. 9.40, using xe = 2ye and
Lw

xe
= 0.5 (a more

refine value could be determined by interpolating for
values in Fig. 9.40):
CH = 1.8
Calculating pD
From equation (9.85):

pD =
xeCH

4πh
+

xe
2πLw

Sc

Substituting into the above equation to determine pD:

pD =
1,807.13 × 1 8

4π×45
+

1,807.13
2π×856 00

1 5356= 6 26823

Calculating PIPSS
From equation (9.84):

PIPSS =
q

pAvg−pwf
=

kxe

887 22Bμ pD +
xe

2πLw
s

Making a substitution and solving for PIPSS:

PIPSS =
9 158× 1,807.13

887 22× 1 56× 0 75 6 26823+
1,807.13

2π×856 00
5

= 1 65stb/D/psi

9.2.12. Multilayered Reservoir

Multilayered reservoirs have been discussed in
Chapter 8 (8.5.1.11) and can generally be categorized as
multilayered reservoirs with cross-flow across layers (layers
in hydraulic communication) or multilayered reservoirs
without cross-flow, where the contribution of all layers is
through commingle tubing production (layers without
hydraulic communication).
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9.2.12.1. Multilayered Reservoir with Cross-flow.
During PSS production in multilayered reservoirs with
cross-flow, overall deliverability of the reservoir is con-
trolled by the arithmetic average of the all layers and,
therefore, IPR can be described with an arithmetic aver-
age of contributing layers. When separate layers of a mul-
tilayered reservoir with cross-flow are fully completed, the
effect of communication between layers does not affect
reservoir deliverability, as the effect of partial penetration
(limited entry) relative to all layers is absent.
However, when only some of the layers are completed

and some layers contribute to production through cross-
flow, the effect of the communicating barrier will reflect
in the calculated average vertical permeability (kv).Where
cross-flow barriers are tight and/or extensive into the res-
ervoir, effective kv values will be low.

9.2.12.2. Multilayered Reservoir without Cross-flow.
Comingled production in multilayered reservoirs without
cross-flow is different, as the layers are not in hydraulic
communication. Significant pressure difference between
layers without cross-flow may exist, unlike multilayered
reservoirs with cross-flow, where layers are in hydraulic
equilibrium during PSS production. The absence of con-
tinued equilibration between each layer with different
deliverability can cause one layer creating a back-pressure
effect on another layer through production tubing com-
munication. This back pressure by one layer on another
can have a significant effect on the overall deliverability
of all layers producing together through the same produc-
tion conduit. Inmultilayered reservoir without cross-flow,
one layer may dominate the reservoir deliverability due to
difference in one or more of k, h, S, and pAvg, thereby
causing depletion of one layer in preference to others (dif-
ferential reservoir depletion).
The overall deliverability of a multilayer reservoir with

commingled production can be represented as the sum of
the productivity of each layer:

PIPSS,t =
N

i= 1

PIPSS, j =
qsurface,t

pAvg−pwf
(9.92)

where the productivity index of each layer (j) for single-
phase, slightly compressible or incompressible fluid is
defined by equation (9.29):

PIPSS, j =
qsurface, j

pAvg,j−pwf
=

kjhj

141 2μjBj
1
2
ln

4Aj

γCA,j r2w,j
+ Sj

(9.93)

From equation (9.92):

PIPSS,t =
qsurface, t

pAvg−pwf

making pwf subject of formula:

pwf = pAvg−
qsurface, t
PIPSS,t

(9.94)

where

qsurface, t =
N

i= 1

qsurface, j (9.95)

qsurface is the surface well production rate and PIPSS is the
productivity index for pseudosteady state production.
The subscripts “t” and “j” represent total and layer

properties, respectively.
pAvg is the average pressure for commingled production

and is defined as the PI weighted average of all producing
layers:

pAvg =

N

i= 1

PIPSS, jpAvg,j

N

i = 1

PIPSS, j

(9.96)

Substituting equations (9.96) and (9.95) into equa-
tion (9.94):

pwf = pAvg−

N

i= 1

qsurface, j

PIPSS,t

pwf =

N

i= 1

PIPSS, jpAvg, j

N

i = 1

PIPSS, j

−

N

i= 1

qsurface, j

N

i = 1

PIPSS,j

(9.97)

where PIPSS,j is already defined in equation (9.93).

Exercise 9.17 IPR for CommingledMultilayered Reser-
voir without Cross-flow
A reservoir consisting of three layers without hydraulic

communication in the reservoir has the layer properties
shown in Table 9.30.
1. Create the IPR plot for each layer.
2. Create the IPR for commingled production of all

layers.

Solution.
1. For individual layers
Using equation (9.93), two points are sufficient to cre-

ate the IPR plot, as the fluid is single-phase oil. The first
point is pAvg, corresponding to pwf at qo =0 stb/D, and the
second point for the IPR plot is determined by calculating
AOFP for pwf = 14.7 psia (Table 9.31).
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2. IPR relationship for commingled production of the
three layers

Table 9.32 shows the calculation for
N

i= 1

PIPSS, j and

N

i= 1

PIPSS,jpAvg, j.

The values of
N

i= 1

PIPSS, j and
N

i= 1

PIPSS, jpAvg, j are substi-

tuted into equation (9.96) to determine pAvg.

pAvg =

N

i= 1

PIPSS, jpAvg, j

N

i = 1

PIPSS, j

pAvg =
7,924.349
2 821

= 2,808.72psia

The IPR for all three layers produced through com-
mingled tubing production, using equation (9.97), is hence
defined as:

pwf = 2,808.72−

N

i= 1

qsurface, j

2 821

pwf = 2,808.72−
qsurface, t
2 821

The above IPR is used to create data to plot IPR. Similar
to the IPR calculation for individual layers in Q1, two
data points are sufficient to make an IPR plot for a sin-
gle-phase oil (Table 9.33).

Using data points from Tables 9.31 and 9.33, the IPR
plot is created (Fig. 9.41).

9.2.13. Horizontal Well Intersecting Multiple
Compartments

Similar to multilayered reservoirs, the IPR of a hori-
zontal well intersecting multiple compartments with dif-
ferent compartment permeabilities (k1, k2,…kN),
different effective well lengths within each compartment
(L1_eff, L2_eff,…LN_eff) and different initial reservoir
compartment pressures (pi_1, pi_2,…pi_N) can be

Table 9.30 Layer Properties for Exercise 9.17.

Parameter Layer 1 Layer 2 Layer 3

k (mD) 100 27 50
h (ft) 11 90 53
pavg 3,451 2,998 2,502
S 10 12 5
A (acres) 40 60 50
CA 27 30 22
rw (ft) 0.35 0.35 0.35
Bo (bbl/stb) 1.5 1.33 1.23
μo (cp) 0.65 0.8 0.83

Table 9.31 pwf and corresponding qo Over 14.7 and pAvg for Each Layer.

Layer 1 Layer 2 Layer 3

pwf (psia) qo (stb/D) pwf (psia) qo (stb/D) pwf (psia) qo (stb/D)

3,451 0 2,998 0 2,502 0
14.7 1,615.86 14.7 2,520.82 14.7 3,746.191

Table 9.32
N

i= 1

PIPSS,j;
N

i = 1

PIPSS,jpAvg,j Calculations.

Layer Aj (ft
2)

PIPSS,j
(stb/D/psi)

PIPSS,j × pavg,j
(stb/D)

Layer 1 1,742,400 0.470 1,622.774
Layer 2 2,613,600 0.845 2,533.243
Layer 3 2,178,000 1.506 3,768.331

N

i= 1

PIPSS,j = 2 821
N

i =1

PIPSS,jpAvg,j = 7,924 349

Table 9.33 pwf and Corresponding qo Over 14.7 and pAvg for
Combined Layer.

pwf (psia) qo = qsurface,t (stb/D)

2,808.72 0
14.7 7,881.93
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represented by the summation of the PI of all compart-
ments intersected by the well. The PI of a horizontal well
intersecting multiple compartments (PIPSS_Hz_Concept)
can be expressed by equation (9.98):

PIPSS_Hz_Comprt =
N

i= 1

PIPSS, j (9.98)

Fig. 9.42 shows the schematic of a horizontal well inter-
secting multiple compartments.
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10

Well Production System

Petroleum production engineering belongs to the part
of the reservoir management process relating to a broad
range of activities required to achieve set production
objectives. Production objectives can be maximizing pro-
duction rate, ultimate recovery by producing wells, and
revenue or profitability.

10.1. CONCEPT OF PETROLEUM
PRODUCTION ENGINEERING

The overall production capability of a production sys-
tem depends on pressure loss across the entire production
system from the reservoir to surface production facilities
(Fig. 10.1). A production engineer is generally involved
in analysis, management, and design of production sys-
tems. Components of a production system would gener-
ally include one or more of the following: reservoir,
wellbore, production conduit, wellhead, Christmas tree
and flow lines.
In some firms the entire surface production facilities fall

within the domain of production engineering but, in most
cases, it is in a separate department, such as operations,
surface facilities or process engineering.
Production engineering tasks broadly include:

• Achieving optimum production system performance.
• Diagnosis of production problems.
• Identifying how best to harness energy in the production
system.
• Identifying potential problems in the production system.
• Recommending solutions to production problems.
• Planning and managing remedial and workover opera-
tions and resources.

10.2. PRODUCTION WELL

Production wells provide a means of producing and
controlling reservoir fluids from the reservoir to the sur-
face safely. Fig. 10.2 shows an example of a well with
its key components. A well consists of the downhole equip-
ment/components and surface equipment/components.

10.2.1. Well Downhole Equipment

10.2.1.1. Casings. Though casing strings run from the
surface to downhole, they are generally considered part
of the downhole equipment, as most of the casing is down-
hole. Casing strings must be selected such that the drill
string can fit comfortably through the casing. Casing
are permanently cemented into the hole with a continuous
and unbroken cement sheet that runs to the surface.
The conductor casing is the casing string usually set first,

particularly on landwells, to protect the hole fromcaving in
unconsolidated formations. They can also serve as protec-
tionagainst shallowgas.Conductor casingshaveadiameter
of 16–48 inches for offshore wells and 16 inches for onshore
wells. They are also called the conductor pipe or drive pipe.
The surface casing is the first casing string to be run dur-

ing drilling. It runs from the surface attached to the well-
head. The primary function of the surface casing is to
protect near surface groundwater from contamination
by deeper salt water zones. Surface casings are important
for environmental and legal reasons. They are run as part
of regulatory requirements in oil and gas operations. Sur-
face casing alone may be the only required casing for shal-
low and stable wells. Surface casings have diameter of
about 85/8–20 inches.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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The intermediate casing is run and cemented to support
the hole against caving of weak or abnormally high-
pressured formations. It is run after the surface casing
and before the production casing. Intermediate casings
have a diameter of about 75/8–13

3/8 inches.
The production casing is run when there is the potential

of the well becoming a production well. It is set across the
reservoir interval, hence isolating production zones and
containing formation pressure. Cement sheet behind the
production casing ensures that different zones can be iso-
lated and operated separately. Production casing also sup-
ports installation of important downhole completions.
Installing the production casing involves driving the

casing to the bottom of the hole. Cement is then pumped
through the annulus between the casing and the hole to set
the production casing permanently. Production casings
have diameter of about 41/2–9

5/8 inches.
All casings protect the well from gumbo/sticky mud,

which can interfere with drilling operations, due to swell-
ing of shale when water is absorbed.

10.2.1.2. Production Tubing. The production tubing
serves as the primary path for oil and/or gas to flow to
the surface. Production tubing strings are smaller in diam-
eter than the production casing. They are about 4 inches or
less in diameter and are removable, unlike casings which
are permanently fixed.

10.2.1.3. Production Packer. Production packers are
expandable seals set at a depth just above the producing
interval and between the production casing and produc-
tion tubing string to form a seal between the outside of
the tubing and the inside of the production casing. Pro-
duction packers isolates the producing interval from the

casing annulus or from different producing zones along
the wellbore.

10.2.1.4. Well Perforations. Perforation are holes
made through the production casing or liner (a casing
string that does not extend to the top of the wellbore with
diameter of about 41/2–9

5/8 inches), cement, and forma-
tion behind the production casing to provide a path
for the reservoir fluid to enter the wellbore. Since the pro-
duction casing is cemented within the pay zone, perfora-
tions through the casing and cement sheath and beyond a
damaged formation zone must be made for fluid to flow
from reservoir to wellbore.
Well perforations, which can be overbalanced (higher

wellbore pressure than the formation pressure) or under-
balanced (lower wellbore pressure than the formation
pressure), are made using perforation guns with shaped-
charge explosives (Fig. 10.3). When shaped charges are
detonated (shaped charge or jet perforator perforation
type), a high velocity jet of fluidized metal travelling at
about 25,000 ft/s and a pressure of 15,000,000 psi is cre-
ated; this displaces the casing and cement along its path
and makes a tunnel into the formation with depth of
2–20 inches (5–50 cm). The perforated depth depends
on the casing material, design of shaped charge, and for-
mation properties. In deep reservoirs with high effective
formation stress, penetration depth maybe reduced com-
pared to shallow formation.
Detonating of charges in perforation guns can be

through electrical, mechanical or pressure signals.
Fig. 10.4 shows a perforating gun with shaped charges.
Perforations generally have holes of about 0.2–1 inch

(0.5–2.5 cm) in diameter. Large perforation holes, for easy
gravel packing, can be achieved using large shaped

Figure 10.1 Production system.
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Figure 10.2 A well with accessories.

Figure 10.3 A shaped charge.
Figure 10.4 A perforation gun with shaped charge.



charges. Deep perforations may also be preferred when
trying to get behind a deep damaged zone. Hence, having
a smaller and focused shaped charge becomes a desirable
choice. Hole size also plays a role in charge selection.
A large shaped charge can be run in large holes with a
6–71/4 inch diameter carrier while small charge will be
on a small carrier, such as 111/16 inch diameter carrier.
Small charges have less explosive force than larger charges
during perforation. It is important that gun clearance is as
small as possible to achieve deep penetration where
required.
Fig. 10.5 shows a schematic of a perforation.
When small guns are run through the tubing (through

tubing guns) for perforation of large diameter casing, to
minimize clearance, the gun is set as zero-degree phasing
(position alongside of casing rather than centralized) so as
to create one line of deep perforation (Fig. 10.6). Zero-
phasing of the gun can cause reduced flow area (limited
entry along wellbore surface), subsequently causing a high
skin completion skin effect in the well.
Other perforation phase angles that may be considered

include: 60 , 90 , 120 , and 180 (Fig. 10.7), which will
increase shot density but reduced hole diameter and pen-
etration depth.
Cased hole perforation can be carried out in various

ways which include using a:
• Convention casing perforating gun, which is run into

the well before the completion is run (Fig. 10.8a).
• Through-tubing perforating gun, which is run into the

well through tubing after completion has been run
(Fig. 10.8b). Tubing perforation is an important tech-
nique in underbalanced perforation where the well must

be ready with tubing, packers, and the Christmas tree
required to control flow and pressure. Underbalanced
perforation is generally considered good practice where
operationally possible, as this method minimizes perfora-
tion damage in the wellbore.

• Tubing conveyed perforating gun, which involves run-
ning the gun at the bottom of the tubing string
(Fig. 10.8c). Tubing conveyance of the perforating gun
can be used to push guns in highly deviated wells not eas-
ily accessible by wireline deployed guns.

Figure 10.5 Schematic of a perforation.

Figure 10.6 Zero gun phasing.
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Perforation characterizations based on their energy
source include: shaped charge or jet perforator, which
is the most common and has already been discussed
in this section; abrasive perforation, which involves
the use of abrasive-laden fluid flow to drill through cas-
ing cement and formation; water jet perforation, which
involves use of water at pressure as high 20,000 psi to
cut through casing and tunnel into the reservoir forma-
tion; bullet gun perforation, which is based on bullet
projectiles from a perforating gun penetrating casing,
cement, and formation.

10.2.2. Well Surface Equipment

Well surface equipment can generally be grouped as
wellhead and Christmas tree. A wellhead system consist
of spools, valves, and adapters that serve as the termina-
tion point of casing and tubing strings. The wellhead pro-
vides pressure control, access, and seal for tubing/casing
bore and annuli at the surface. The ability to control pres-
sure ensures drilling and well completion activities can be
carried out as safely as possible. The wellhead is equipped

with facilities for installing casing hangers, production
tubing hanger, and the Christmas tree.
The Christmas tree is an assembly of valves, spools,

pressure gauges, chokes, and fittings connected to the
wellhead to control and divert fluid from and into the
well. The Christmas tree sits on the tubing head, which
is part of the wellhead.

10.2.2.1. Wellhead. Some of the functions of the well-
head include: means of suspending tubing and casing;
hydraulic isolation of different casings at the surface;
injection access and pressure monitoring in casing/tubing
annuli; and attaching a blowout preventer during drilling
operations. Accessories/components that form the well-
head include:

• Casing pressure gauges that measure andmonitor cas-
ing annuli pressure. It is important to measure and mon-
itor pressure in all accessible annuli and ensure pressure is
maintained within minimum and maximum acceptable
operational limits. Where excessive casing pressure in
wells persistently rebuilds after bleed-down (sustained cas-
ing pressure), the integrity of the well can be compro-
mised. Sustained casing pressure may be caused by

Figure 10.7 Gun phasing.

Figure 10.8 Ways of carrying out cased hole perforation: (a) conventional casing perforation; (b)
through-tubing perforation; (c) tubing conveyed perforation.
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migration of gas into annuli from a high pressured forma-
tion through a leaking cement sheath, leaking tubing con-
nections and accessories, and leaking wellhead seals.
When the pressure of trapped gas in the annuli increases
due to increased temperature from flowing reservoir fluid
in the tubing rather than fluid flow from the formation,
the pressure should not increase considerably after bleed-
ing. If, after bleeding, pressure still builds up, proper diag-
nosis and intervention should be carried out to prevent
compromising well integrity.

• Casing valves are valves that provide access to the
annulus of nonproducing casing strings.

• The tubing head spool is equipment attached to the
topmost casing head or smallest casing string; it serves
the functions of suspending the tubing and sealing the
annular space between the tubing and casing.

• The casing head spool is equipment attached to a cas-
ing head with the functions of suspending and sealing a
secondary casing string.

• Cellar is a dug-out area around the wellhead pro-
viding a cavity in which the casing spool and casing
head reside. Cellars have depths that would ensure that
the master valve, routinely used, is easily accessible
from ground level. The cellar also provides a cavity
for the lower part of the blow out preventer (BOP)
stack, thus reducing the rig height necessary to clear
the BOP stack on the top.

10.2.2.2. Christmas Trees. The Christmas tree is also
equipped with facilities required for safe access for well
intervention operations using slickline, wireline, or coiled
tubing. Accessories/components of the Christmas tree
include:

• Tubing pressure gauge, which is used for measuring
and monitoring flowing tubing head pressure during
production.

• Swab valve or crown valve, which is the uppermost
valve on aChristmas tree, above the flowline outlet, which
provides access to the wellbore from the top of the
Christmas tree.

• Production wing valve, which is a wing valve used for
controlling and isolating production. The production
wing valve provides the flow path for the reservoir to
the production facilities.

• Kill wing valve, which is fitted on the opposite side of
the production wing valve and provides access for fluid
injection for treatment or well-control purposes.

• Wellhead choke, which is a device for controlling the
surface pressure and production rate from a well by chan-
ging the back pressure imposed on the well. Chokes are
selected to ensure critical flow, a condition under which
flow rate is a function of upstream pressure and does
not depend on downstream pressure. Chokes may be fixed
or adjustable in their opening. A variable flow choke valve

is typically a very large needle valve. Its opening is grad-
uated and adjustable in 64ths of an inch (1/64) increments
called beans.

• A fixed choke has fixed hole size often called a bean.
A bean is a replaceable short flow tube/insert made of
hardened steel with precise diameter hole. They are grad-
uated in 64ths of an inch with typical values of 8–20
(in 64ths) for wells with low to moderate gas rates and set-
ting greater than 20 for liquid and high gas rate wells.
A 48-choke or 48-bean choke diameter would be 48/64
in (3/4 in).

• Upper master valve, which lies in the flow path of the
fluid from the reservoir. It is often actuated hydraulically
and used routinely to control the flow of fluid from the
wellbore.

• Lower master valve, which also lies in the flow path of
fluid from the reservoir and serves as a backup for the
master valve and is normally operated manually.
Christmas trees, mounted on wellheads, in offshore

developments can be on the surface production deck
(dry tree system/completion) where they are readily acces-
sible for operations and maintenance. Although the sur-
face dry tree system/completion increases the load on
the production deck, it provides easy access to the well
for intervention. In deep water development, where plat-
form installation is expensive and production is through
floating facilities, a subsea tree can be mounted on a sub-
sea wellhead on the sea bed (wet tree system/completion).
In wet tree completion, more than one subsea tree can be
connected to a subsea manifold through jumpers.
Comingled fluid at the manifold can then be sent to a sub-
sea boosting pump station to provide energy for the pro-
duced fluid to flow through the pipeline end termination
(PLET), flow lines, and, finally, through risers to the pro-
duction deck of a floating facility.

10.3. WELL COMPLETION

After careful interpretation of well data (core, logs, well
test, etc.), a decision must be made whether to set the pro-
duction casing and complete the well or to plug and aban-
don it. The decision to abandon a well will be made when
the well is not capable of producing oil or gas in commer-
cial quantities. Sometimes, wells plugged and abandoned
in the past may be re-entered and opened if the price of oil
or gas has become more favorable.
Well completion involves a series of activities to prepare

the oil well or gas well such that the well flows in a con-
trolled manner. Important parts of well completion
include: installing casings; installing tubing; connecting
the wellbore with the pay zone; sand control using screens
and gravel packing; and equipping the well to allow con-
trol of fluid flow.
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Many factors affect selection of well completion type,
ranging from production philosophy, economics, opti-
mizing production, and regulatory constraints.

10.3.1. Lower Completion

Lower completion refers to the well completion config-
uration below the packer, along the production or injec-
tion zone.

10.3.1.1. Openhole Completion.Openhole completion
involves keeping the zone of interest, within the producing
formation interval, without casing or liners. In this type of
completion, the production casing is set above the zone of
interests (Fig. 10.9).

10.3.1.2. Liner Completions.A liner, which can be slot-
ted liner, screen liner or perforated liner, is a casing type
that does not extend to the top of the wellbore surface
(Fig. 10.10). The production casing is often set above
the producing zone, and an uncemented slotted or screen
liner assembly is installed across the pay zone. Slotted or
screen liner assembly are types of openhole sand control
methods.
Screen liners can be installed as stand-alone screens or

with openhole gravel pack where sand gravel packing is
placed in annulus between the openhole and the screen
(Fig. 10.11).
In the case of perforated liner completion, a liner assem-

bly is installed across the pay zone and cemented in place.
The liner is then perforated selectively for production
(Fig. 10.12).

Figure 10.9 Openhole completion.

Figure 10.10 Slotted liner completion.

Figure 10.11 Screen liners with openhole gravel pack.

Figure 10.12 Perforated liner completion.
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10.3.1.3. Perforated Casing Completions. In perfo-
rated casing completion, the production casing is cemen-
ted through the producing zone and the zone of interest
within the pay section is selectively perforated
(Fig. 10.13).

10.3.1.4. Tubingless or Reduced Diameter Comple-
tions. In tubingless or reduced diameter completions, pro-
duction tubing or reduced casing diameter is cemented
through the producing zone, and the zone of interest
within the pay section is perforated along the reduced cas-
ing diameter or production tubing for production
(Fig. 10.14).

10.3.1.5. Perforation Skin Effect. The effectiveness of a
well perforation or stimulation can be quantified using the
skin effect.
Chapter 8 (8.5.1) discusses how different well conditions

can be related to skin affect and typical values of skin
effect. The most reliable way to determine the effective-
ness of any well perforation is to acquire well test data
at a controlled and measured rate then analyze the
acquired data as discussed in Chapter 8. It is important
to be able to predict effectiveness of perforation prior to
a well test or when a well test is not possible. One of the
most common and robust methods for predicting effec-
tiveness of perforation, other than the use of well testing,
is a method proposed by Karakas and Tariq [1991]. This
method enables calculation of perforation skin and total
skin (effect of perforation and wellbore damage) for the
case where the perforation tunnels are within the damaged
zone and when perforation tunnels are beyond the
damaged zone. A good well perforation should have per-
foration tunnels beyond the damaged zone.
Perforation Within Damaged Zone
The combined skin effect due to well damage and per-

foration is important, as this controls the deliverability of
the well rather than perforation alone. When a perfora-
tion tunnel is within the damaged zone, the combined skin
effect due to perforation and wellbore damage is
expressed as [Karakas and Tariq, 1991]:

sdp =
k
kd

−1 ln
rd
rw

+
k
kd

sp + sχ (10.1)

where the perforation skin is expressed as:

sp = sh + swb + sv + sc (10.2)

where sχ is a correction for boundary effect and can be
ignored, sh is the skin effect due to phase effect (horizontal
flow), swb is the skin effect due to wellbore effect (domi-
nant in zero-degree phasing), and sv is the skin effect
due to vertical flow convergence like partial penetration
effect at different perforation.
The different skin effect component in equation (10.2)

are defined as:
• Phase (Horizontal) Skin Effect

sh = ln
rw

re θ
(10.3)

re (θ) is effective wellbore radius as function of phase angle
(θ) and perforation tunnel length and defined as:

re θ =
0 25lp θ= 0

α lp + rw θ 0
(10.4)

where α, which is a function of θ, is defined in Table 10.1
and lp is the perforation length (in).Figure 10.14 Tubingless or reduced diameter completions.

Figure 10.13 Perforated casing completion.
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• Wellbore Skin Effect

swb =C1 exp C2rwD (10.5)

C1 and C2, which are functions of θ, are defined in
Table 10.1 and rwD is the dimensionless well radius
defined as:

rwD =
rw

lp + rw
(10.6)

rw is the openhole wellbore radius (in).
• Vertical Convergence Skin Effect
This effect is like partial penetration at different perfo-

ration and defined as:

sv = 10ahb−1
D rbpD (10.7)

where
a= a1log10 rpD + a2

b=b1rpD + b2

a1, a2, b1, and b2 as functions of θ are defined in
Table 10.1; hD is the dimensionless perforation height
expressed as:

hD =
hp
lp

kxy
kz

(10.8)

and rpD is the dimensionless perforation radius
expressed as:

rpD =
rp
2hp

1+
kz
kxy

(10.9)

hp is perforation spacing

hp =
12
SPF

in

SPF is the perforation density in shot per foot.
• Crushed Zone Skin Effect

sc =
hp
lp

k
kc

−1 ln
rc
rp

(10.10)

θ is the phasing angle between perforation tunnel
(degrees), lp is the perforation length (in), rp is the

perforation radius assuming constant perforation hole
size (in), rc is the radius of the crushed zone around perfo-
ration, kc is the crushed zone permeability in mD, rd is the
radius of damaged zone around wellbore, and k is the for-
mation permeability mD.

kz
kxy

is the ratio of the vertical to horizontal permeability

(permeability anisotropy).
A schematic of well perforation with well perforation

parameters is shown in Fig. 10.15.

Perforation Beyond Damaged Zone
The combined skin effect due to well damage and per-

foration when perforation tunnels are beyond the
damaged zone is expressed as [Karakas and Tariq, 1991]:

sdp = sh + swb + sv + sc (10.11)

The different skin effect components in equation (10.11)
are defined as:

• Phase (Horizontal) Skin Effect

Table 10.1 Karkas and Tariq Perforation Model Parameters [Adapted from Karakas and Tariq, 1991].

Perforation phasing ( ) α(θ) C1 C2 a1 a2 b1 b2

0 (360) NA 1.6 × 10.1 2.675 −2.091 0.0453 5.313 1.8672
180 0.500 2.6 × 10.2 4.532 −2.025 0.0943 0.0373 1.8115
120 0.648 6.6 × 10.3 5.320 −2.018 0.0634 1.6163 1.7770
90 0.726 1.9 × 10.3 6.155 −1.905 0.1038 1.5674 1.6935
60 0.813 3.0 × 10.4 7.509 −1.898 0.1023 1.3654 1.6490
45 0.860 4.6 × 10.5 8.791 −1.788 0.2398 1.1915 1.6392

Figure 10.15 Schematic of well perforation with well
perforation parameters.
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sh = ln
rw
re θ

(10.12)

where

re θ =
0 25lp θ= 0

α lp + rw θ 0
(10.13)

where
lp and rw are transforms of the perforation length and

wellbore radius for the case with perforation beyond the
damaged zone and defined as:

lp = lp− 1−
kd
k

ld

rw = rw + 1−
kd
k

ld

ld is the depth of the damaged zone expressed as:

ld = rD−rw

• Wellbore Skin Effect

swb =C1 exp C2rwD (10.14)

where

rwD =
rw

lp + rw

• Vertical Convergence Skin Effect

sv = 10ah b−1
D rbpD (10.15)

where

hD =
hp
lp

kxy
kz

• Crushed Zone Skin Effect

sc =
hp
lp

k
kc

−1 ln
rc
rp

(10.16)

Exercise 10.1 Total Skin Effect in a Perforated Well
Determine the total skin effect for a 2 SPF perforated

well with borehole radius of 0.354 ft and radius of
damaged zone around wellbore due to filtrate invasion
of 6 in. Perforation tunnels have an average radius of
0.25 in, length of about 10 in, crushed zone radius of
0.75 in, and perforation phasing of 60 . The formation

can be considered as having
kz
kxy

= 0.5,
kc
k

= 0.6,

and
kd
k

= 0 55.

Solution.
Since the perforation is beyond the damaged zone,

equation (10.11) is used:
rw = 0.354 ft = 0.354 × 12 in = 4.248 in

hp =
12
SPF

in = 6 in

rp= 0.25 in
lp= 10 in
rd = 6 in
rc = 0.75 in
Calculating ld:
ld = rD−rw = ld = 6 − 4.248 = 1.752 in
Calculating lp and rw:

lp = lp− 1−
kd
k

ld = lp = 10− 1−0 55 × 1 752 = 9 2116

rw = rw + 1−
kd
k

ld = rw = 4 248+ 1−0 55 × 1 752= 5 0364

Calculating rwD:

rwD =
rw

lp + rw
= rwD =

5 0364
9 2116+ 5 0364

= 0 35348

Calculating re θ :
From equation (10.13)
α = 0.81 for 60 phase from Table 10.1

re θ = α lp + rw = re θ =0 831 9 2116+ 5 0364

= 11 583624

Calculating sh:
From equation (10.12)

sh = ln
rw
re θ

= ln
4 248

11 583624
= −1 003

Calculating swb:
C1 = 3.00E-04 and C2 = 7.509 for 60 phase from
Table 10.1

From equation (10.14):

swb =C1 exp C2rwD = 3× 10−4 exp 7 509× 0 3535

= 0 0043

Calculating sv:

hD =
hp
lp

kxy
kz

=
6

9 2116
1
0 5

= 1 3027

rpD =
rp
2hp

1+
kz
kxy

=
0 25
2× 6

1+ 0 5 = 0 03125
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a1 =−1.898; a2 = 0.1023

a= a1log10 rpD + a2 = −1 898 × log10 0 03125

+ 0 1023= 2 959074659

b1 = 1.3654 and b2 = 1.649

b=b1rpD +b2

b= 1 3654 × 0 03125+ 1 649 = 1 69166875

From equation (10.15):

sv = 10ah b−1
D rbpD

= 102 9590751 30271 69167−10 031251 69167 = 3 107

Calculating sc:

From equation (10.16)

sc =
hp
lp

k
kc

−1 ln
rc
rp

=
6

9 2116
1
0 6

−1 ln
0 75
0 25

= 0 477

Calculating sdp:
From equation (10.11)

sdp = sh + swb + sv + sc

= −1 003+ 0 0043+ 3 107+ 0 477

sdp = 2 58

Exercise 10.2 Perforation Total Skin Effect Sensitivity
Using the parameters in Exercise 10.2 as the base case:
1. Carry out total skin effect sensitivity analysis to per-

foration length, with perforation length between 6 and
20 in.
2. Carry out total skin effect sensitivity analysis to per-

foration density (SPF), using SPF between 1 and 12.

Solution.
1. Repeat the calculation in Exercise 10.2 by changing

values of lp within a range of 6 and 20 in (Table 10.2)
and plot sdp against lp (Fig. 10.16).
2. Repeat the calculation in Exercise 10.2 by changing

the values of SPF to within the range of 1 and 12 in
(Table 10.3) and plot sdp against SPF (Fig. 10.17).

10.3.2. Tubing Completion

Tubing completion defines the configuration of produc-
tion tubing to developthe production zone. Fig. 10.18 is

an example of a tubing completion showing the important
components.

10.3.2.1. Single String Sequential Completions. This is
the simplest way of completing the well. This configura-
tion involves a single producing zone using single tubing
(Fig. 10.19).

10.3.2.2. Single String Commingled Completions.This
kind of tubing completion involves producing multiple
reservoir zones through a single tubing string

Table 10.2 Total Skin Effect for Different
Perforation Lengths.

lp (in) sdp

6 4.79
8 3.44

10 2.58
12 1.97
14 1.51
16 1.13
18 0.82
20 0.56

Table 10.3 Total Skin Effect for Different SPF.

SPF hp (in) sdp

1 12 6.15
2 6 2.58
3 4 1.34
4 3 0.69
5 2.4 0.30
6 2 0.04
8 1.5 −0.29

10 1.2 −0.48
12 1 −0.61

Figure 10.16 Total skin effect sensitivity analysis to perforation
length.
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(Fig. 10.20). Multiple reservoir zones for commingled
completionmust be assessed to ensure that overall deliver-
ability of multiple zones is greater than individual zones
and that the potential effect of cross-flow from the multi-
ple zones does not affect well deliverability.

10.3.2.3. Single String Selective Zone Completion.
This kind of tubing completion allows selective produc-
tion, injection, testing, stimulation, and isolation of vari-
ous zones.

Selectivity after completion is accomplished by opening
and closing sliding sleeves between the packers.

10.3.2.4. Dual Completion. This is a variant ofmultiple
completion that involves producing two or more zones
simultaneously through two production conduits, which

Figure 10.17 Total skin effect sensitivity analysis to perforation
density (SPF).

Figure 10.18 Tubing completion.

Figure 10.19 Single string sequential completions.
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can be two tubing strings (Fig. 10.21) or one tubing and
one tubing–casing annulus. Producing multiple zones
through two production conduits ensures that flow from
multiple zones can be controlled. Dual completion can
also help in eliminating the back-pressure effect from
one formation on the other, which can lead to severe
reduction in overall deliverability in situatiosn where
there is productivity contrast between layers.
Another variant of multiple completion is triple comple-

tion, where three production conduits are used to produce
three or more producing zones.

10.3.2.5. Horizontal Well Completion. Horizontal
wells can be used to produce single or multiple

compartments. Fig. 10.22 shows an example of a horizon-
tal well completion used for producing multiple horizon-
tal compartments. The sliding sleeves can be used to
isolate producing zones for production optimization.

10.3.2.6. Multilateral Well Completion. This may be
considered as variant of horizontal well completion with
multiple lateral branches drilled from a single hole
(Fig. 10.23). These multiple branches are used to isolate
and produce reservoir fluid from different vertical and
horizontal sections through a combination of packers
and sleeves. Multilateral well completions have been used
to improve productivity from closely spaced produ-
cing zones.

10.3.3. Well Stimulation Treatment

Damage near to the wellbore region due to fluid inva-
sion and fine migration can reduce the deliverability of a
well and reservoir. Low permeability in the reservoir can
also be the source of reduced well and reservoir deliver-
ability. In situations where fluid cannot flow easily into
the well due to wellbore damage or low reservoir perme-
ability, well stimulation (improving permeability within
as specific region around the wellbore or reducing the
skin effect) may help in improving deliverability. In
low permeability or vugular formation, the objective
of well stimulation is to improve pore space interconnec-
tivity as deep into the formation from the wellbore as
possible. In damaged wells, the objective will be dissolu-
tion, to remove or bypass impediments created by dam-
age. Common well stimulation techniques include:
acidizing, propped hydraulic fracturing, and frac
packing.

10.3.3.1. Acidizing. This involves pumping acid down
the well, through the production conduit and perforation
to contact a formation that is composed of rocks that can
be dissolved by acid, thereby creating a flow path in the
rock matrix for fluid flow. Formation damage around
the wellbore caused by filtrate invasion can be a good can-
didate for acidizing. Acid can be injected at bottomhole
pressure, below formation integrity pressure. As such,
the acid only acts by dissolving rock matrix or fine block-
ing pore throats (matrix acidizing). Acid can also be injec-
tion at a bottomhole pressure greater than formation
integrity pressure, not to only dissolve matrix minerals
but to also induce fractures (acid fracturing). A high vol-
ume of acid pumped at high pressure during acid fractur-
ing will create flow channels on the surface of the fracture,
subsequently improving well deliverability considerably,
even when fractures close during flow back or formation
depletion. Acids commonly used for acidizing include:

Figure 10.20 Single string commingled completions.

Figure 10.21 Dual completion using two production tubing
strings.
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• Hydrochloric acid (HCl), which is most widely used in
a concentration of about 15% (typical range 7.5–28%).
HCl will dissolve calcium carbonate (CaCO3), dolomite
(CaMg(CO3)2), siderite (FeCO3), and iron oxide (Fe2O3).

• Mud acid, which is a mixture of HCl and HF (hydro-
fluoric acid) in concentrations of 12% and 3%, respec-
tively, can be used to dissolve clay minerals, silicates,
feldspars, and quartz. Mud acid dissolves formation
minerals and other components of drilling mud.

• Organic acids, such as acetic and formic acids, are
also used for well stimulation. Though they have lower
reaction rates than HCl and mud acid, in high tempera-
ture wells and wells with high corrosion rates they are
preferable to minimize tubing corrosion rates.

• Carboxylic acid, such as EDTA (ethylenediaminete-
traacetic acid), can be used to dissolve carbonates and sul-
fates. Carboxylic acids are also used for scale removal.

10.3.3.2. Propped Hydraulic Fracturing. The process
involves injection of fluid at high rate with enough
pressure to cause mechanical failure of the formation.
To prevent closure of the fracture, they are propped
open using proppants of sand or aluminum pellets;
these are mixed with the fracturing fluid. When
the fracturing fluid flows back into the wellbore, the
proppants are held back within the fractures due to
pressure reduction during flow-back, hence keeping
the fracture opened. Propped fractures increase the
flow area around the wellbore, hereby increasing well
deliverability.

10.3.3.3. Frac Packing. This process involves concur-
rent hydraulic fracturing and filling of the gravel pack
in a casing–screen annulus. The fracturing is achieved
using high viscous fluid pumped at a pressure greater than
the formation fracturing pressure to induce hydraulic
fracture. Frac packing combines well deliverability
improvement (through hydraulic fractures) and sand con-
trol (through the gravel pack).

Figure 10.22 Horizontal well completion for producing two compartments.

Figure 10.23 Multilateral well completion.
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10.4. TUBING PERFORMANCE
RELATIONSHIP (TPR)

Tubings generally serve as the primary conduit for oil
and gas production and play a significant role in overall
deliverability of the production system. TPRs are mathe-
matical models and correlations that define the relation-
ship between reservoir fluid produced out of a well
(qout), tubing head pressure (pthp), and the bottomhole
flowing pressure (pwf). TPRs are calculated from the flow-
ing tubing pressure gradient.

10.4.1. Flowing Tubing Pressure Gradient

The pressure loss required to deliver reservoir fluid to
the surface at a given rate can be determined from the total
flowing fluid gradient of the fluid flowing through the tub-
ing. Total flowing fluid gradient in well tubing comprises
the hydrostatic pressure gradient, frictional pressure gradi-
ent, and acceleration pressure gradient. The total gradient

of fluid flowing through tubing at steady state
dp
dL

can

be expressed as:

dp
dL

=
dp
dL Hydrostatic

+
dp
dL friction

+
dp
dL acceleration

(10.17)

Hydrostatic (Elevation) Pressure Gradient Loss
This is the pressure gradient due to the change in poten-

tial/elevation and is a function of fluid density and well
orientation. Hydrostatic pressure gradient can be
expressed as:

dp
dL Hydrostatic

=
g
gc

ρsinθ (10.18)

where θ is the angle of inclination of the tubing – which is
considered positive for vertical upward flow and negative
for downward flow; hydrostatic gradient loss is zero for
horizontal flow – ρ is the density of the fluid; g is the
acceleration due to gravity; and gc is the gravitational
constant
Frictional Pressure Gradient Loss
This a function of fluid density and flowing conditions

of the fluid. It can be expressed as:

dp
dL friction

=
fρv2

2gcd
(10.19)

where v is the velocity of the fluid flowing through tubing,
f is the friction factor, d is the internal diameter of the
tubing.
This component is characterized by pressure loss in the

direction of flow regardless of flow direction.

Acceleration Pressure (Kinetic Energy) Gradient Loss
This is pressure loss associated with a steady state pat-

tern of natural convection and always negligible for TPR
calculation. It is expressed as:

dp
dL acceleration

= ρ
vdv

gc dL
(10.20)

Substituting equations (10.18), (10.19), and (10.20) into
equation (10.17):

dp
dL

=
g
gc

ρsinθ+
fρv2

2gcd
+ ρ

vdv
gc dL

in consistent units

144
dp
dL

=
g
gc

ρsinθ+
fρv2

2gcd
+ ρ

vdv
gc dL

inEOFunits

(10.21)

Equation (10.21) can be applied easily and directly for
single-phase fluid flow. However, for petroleum engineer-
ing, the interest is multiphase flow, which is a typical char-
acteristic of reservoir fluids. For multiphase fluid flow,
some of the variables in equation (10.21) must bemodified
to handle multiphase fluid properties under a wide range
of flow conditions.

10.4.2. Multiphase Flowing Tubing Pressure Gradient

For multiphase fluid flow, equation (10.21) can be rede-
fined as:

144
dp
dL

=
g
gc

ρm sinθ+
fmρm v2m
2gcd

+ ρm
vm dvm
gc dL

inEOFunits
(10.22)

where the subscript “m” in equation (10.22) defines mix-
ture property. The primary difference between TPRmod-
els is the handling of the mixture properties. The handling
of mixture properties in different TPR models can be
based on assumption of homogeneous flow condition
(homogeneous flow TPR models) or separated flow con-
ditions (separated flow TPR models).
Homogeneous Flow TPR (HFTPR) models treat multi-

phase fluid as a homogeneous mixture and ignore the
effect of liquid holdup (slip). Though HFTPR are easy
to solve, especially in a spreadsheet, they are less accurate
than separated flow TPR models.
Separated Flow TPR (SFTPR) models, on the other

hand, are more accurate than the homogeneous flow
models, though more difficult to implement, as some of
the parameters required for calculating mixture properties
are published as charts. For software implementation
and coding, some of the graphical relationships
required for TPR calculation can be converted to numer-
ical tables, implicit or explicit mathematical relationship.
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SFTPR models are more common, as they are considered
more realistic, as the effects of liquid holdup (slip) and
flow regime are considered.

10.4.2.1. Concept of Slip and Holdup.Given qg and ql
as the volumetric flow rate of gas and liquid, respectively,
through tubing. The actual velocity of each phase will be
given as:

vg =
qg
Ag

(10.23)

and

vl =
ql
Al

(10.24)

where vg and vl are the actual velocity of gas and liquid,
respectively, Ag and Al are the area occupied by the gas
and liquid phases, respectively. The difference between
the actual velocity of gas phase and liquid phases is called
the slip velocity (S); it is expressed as:

S = vg−vl (10.25)

The phase superficial velocity, on the other hand, is the
velocity of any phase assuming the phase under consider-
ation occupies the entire area of flow. Gas and oil super-
ficial velocities for tubing flow can be expressed,
respectively, as:

vsg =
qg
A

(10.26)

and

vsl =
ql
A

(10.27)

where A is the total area of tubing.
The velocity of the mixture can be expressed as the sum

of the superficial velocities of the liquid and gas:

vm = vsl + vsg (10.28)

where vsl and vsg are the superficial velocities of the liquid
and gas, respectively.
Holdup is defined as a section of the tubing occupied by

a given phase of the fluid. Hence, liquid holdup can be
expressed as:

Hl =
Al

A
=
vsl
vl

(10.29)

and gas holdup expressed as:

Hg =
Ag

A
=
vsg
vg

(10.30)

The relationship between Hl and Hg is shown in
equation (10.31).

Hg = 1−Hl (10.31)

10.4.2.2. Mixture Properties. TPR calculation for mul-
tiphase fluid flow requires the evaluation of mixture
properties.
Liquid Mixture Properties
Liquid density (ρl) is expressed as:

ρl = ρofo + ρwfw (10.32)

where ρo and ρw are the density of oil and water, respec-
tively, and fo and fw are the volumetric fraction of oil and
water, respectively:

fo =
qoBo

qoBo + qwBw
=

1

1+WOR Bw
Bo

(10.33)

where qo and qw are the surface oil and water rates, respec-
tively, Bo and Bw are the formation volume factor of oil
and water rates, respectively, and WOR is the water:
oil ratio.
In a similar way, liquid viscosity (μl) can be calcu-

lated as:

μl = μofo + μwfw (10.34)

where μ is viscosity with subscripts “o” and “w” represent-
ing oil and water, respectively.
Liquid surface tension (σl) defined as:

σl = σofo + σwfw (10.35)

where σ is the surface tension and subscripts “o” and “w”
represent oil and water.
Two-Phase Mixture Properties
Different TPR models use different definitions of two-

phase mixture properties, some which include:
• Two-phase density
Two-phase mixture density can be defined based on

fluid holdup (H). This is called slip two-phase density mix-
ture and expressed as:

ρm = ρlHl + ρgHg

ρm = ρlHl + ρg 1−Hl (10.36)

where Hl and Hg are liquid and gas holdup
Some TPR models use two-phase mixture density

based on no slip holdup (λ). This is called no slip two-phase
density mixture and expressed as:

ρn = ρlλl + ρgλg

ρn = ρlλl + ρg 1−λl (10.37)
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Another two-phase mixture density used in some TPR
calculations, based on the combination of holdup (H)
and non slip holdup (λ) is defined as:

ρk =
ρL λ2L
Hl

+
ρg λ

2
g

Hg

which is further expressed as:

ρk =
ρl λ

2
l

Hl
+
ρg 1−λl 2

1−Hl
(10.38)

No-slip liquid holdup (λl) is defined as the ratio of liquid in
tubing segment to volume of pipe segment if gas and liq-
uid were to travel at the same velocity (no slip condition).

Two-phase mixture density may or may not require
multiphase flow regimes (Section 10.4.3) depending on
the model used.

• Two-phase viscosity
In a similar approach to two-phase density, a two-

phase viscosity mixture required for multiphase TPR cal-
culation can be defined based onHl or λl for different TPR
models.

μm = μlHl + μg 1−Hl (10.39)

μn = μlλl + ρg 1−λl (10.40)

μk = μl
Hl + μg

1−Hl (10.41)

The frictional pressure gradient loss in equation (10.19)
has an important parameter called the friction factor,
(f ), which is determined from the Moody friction factor
chart [Moody, 1944] shown in Fig. 10.24.

The Moody friction factor chart shows the relationship
between the friction factor (f ) and the Reynolds number
(NRe). It is the graphical solution of the Colebrook–White
equation [Colebrook andWhite, 1937], which is an implicit
expression for f:

1

f
= −2 log

ε
3 7 d

+
2 51

NRe f
(10.42)

where
ε
d
is the relative roughness (which is dimensionless),

f the is friction factor (which is dimensionless), ε is abso-
lute roughness and has a dimension of length, d is tubing
internal diameter with the same unit as ε. For coding
and application development, it is more convenient to
define the friction factor (f ) as an explicit expression in
terms of f.

Many accurate explicit mathematical expressions for
friction factor have been published. Serghide [1984] pro-
posed an explicit expression for f as:

f = A−
B−A 2

C−2B+A

−2

(10.43)

where

A= −2 log
ε

d

3 7
+

12
NRe

B= −2 log
ε

d

3 7
+
2 51A
NRe

C= −2 log
ε

d

3 7
+
2 51B
NRe

Figure 10.24 Moody friction factor chart [Adapted from Moody, 1944].

WELL PRODUCTION SYSTEM 385



The friction factor for multiphase flow required for mix-
ture properties is implemented in different ways for differ-
ent TPRmodels. Determination of the friction factor for a
two-phase mixture (fm) may require flow regimes/patterns
depending on the model.

10.4.3. Multiphase Flow Regimes

The geometrical distribution and patterns of different
phases during fluid flow through tubing (flow regime)
are important in multiphase TPR calculations as they
affect calculation of mixture properties. Different names
may be used to describe observed flow patterns created
by multiphase fluid flow. The most common definition
of flow regime for vertical two-phase flow include:
Bubble/dispersed flow: when multiphase flow is charac-
terized by this flow regime, the gas phase is present as
small bubbles with different sizes and velocities. This
flow regime manifests when the liquid flow rate is
high enough to break up the gas into bubbles but,
however, is not high enough to cause the bubbles
to thoroughly mix within the liquid phase. In this
flow regime, the wall is predominantly in contact
with liquid phase (Fig. 10.25).

Slug Flow: this flow regime has gas velocity greater than
liquid velocity and is characterized by coalescing of
the gas phase with bubble diameter almost the size
of tubing. The liquid still exists as a continuous phase
and both gas and liquid phases contribute signifi-
cantly to pressure drop (Fig. 10.25).

Transition flow: this flow regime is often characterized
by transition changes from continuous liquid phase
to continuous gas phase. In this flow regime, liquid
may be entrained in the continuous gas phase with
irregular characteristics. The gas phase contribution

to pressure gradient is more dominant than that of
liquid phase (Fig. 10.25).

Annular/mist flow: This flow regime is characterized by
the existence of the liquid phase as film on the tubing
wall while the gas phase exists as a continuous phase.
This flow regime also has liquid entrainment as mist
(Fig. 10.25).

10.4.4. Flowing Tubing Pressure Gradient Calculation

Calculation of the total flowing fluid gradient can be
demonstrated with the Hagedorn and Brown model
[Hagedorn and Brown, 1965].

10.4.4.1. Total Flowing Pressure Gradient using
Hagedorn and Brown Model. Liquid holdup is deter-
mined from the calculated ratio of liquid holdup to second-

ary correlation factor
Hl

ψ
and secondary correlation

factor (ψ) using:

Hl =
Hl

ψ
ψ (10.44)

Hl

ψ
is determined from the holdup correlation factor chart,

which relates
Hl

ψ
with

Nlv

N0 575
gv

p
p0

0 1 CNl

Nd
(Fig. 10.26).

where NlV is the liquid velocity number and is
defined as:

NlV = 1 938vsl
ρl
σl

4 (10.45)

Ngv is the gas velocity number and is defined as

Figure 10.25 Multiphase flow regimes in vertical tubing.
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NgV = 1 938vsg
ρl
σl

4 (10.46)

Nd is the pipe diameter number and is defined as:

Nd = 120 872d
ρl
σl

(10.47)

where vsl is in ft/s, vsg is in ft/s, ρl is in lbm/ft3, σl is in
dynes/cm, μl is in cp, d is in ft, p is the pressure in psia,
and p0 is a base pressure taken as 14.7 psia.
CNl is determined from the viscosity number coefficient

correlation chart, which is a graphical relationship
between CNl and Nl (Fig. 10.27).
where CNl is the liquid viscosity number coefficient and

Nl is the liquid viscosity number defined as:

Nl = 0 15726μl
1

ρl σ3l
4 (10.48)

The secondary correction factor (ψ) is determined from
the secondary correlation factor correlation chart
(Fig. 10.28).

With
Hl

ψ
and ψ determined, liquid holdup (Hl) can then

be determined using equation (10.44):

Hl =
Hl

ψ
ψ

Expressing Graphical Correlations as Equations. For
easy calculation and software development, the graphical
relationships in Figures 10.26–10.28 are best described as
equations. The holdup correlation factor chart
(Fig. 10.26) was fitted to a polynomial of order six by
regression (Fig. 10.29).

Figure 10.26 Holdup correlation factor chart.

Figure 10.27 Viscosity number coefficient correlation chart.

Figure 10.28 Secondary correction factor correlation chart.

Figure 10.29 Regression fit of
Hl

ψ
against log

Nlv

N0 575
gv

p
p0

0 1 CNl

Nd
to polynomial of order six.
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Hl

ψ
can thus be expressed as:

Hl

ψ
=0 013468x6 + 0 31459x5 + 2 9612x4 + 14 285x3

+ 37 009x2 + 48 845612x+ 26 741

(10.49)

where

x= log
Nlv

N0 575
gv

p
p0

0 1 CNl

Nd

log(CNl) in Fig. 10.27 was fitted to polynomial of order
six with log(Nl) as an independent variable, as shown in
Fig. 10.30.
CNl can thus be expressed as:

log CNl = 0 43139x6 + 2 5715x5 + 5 7247x4

+ 5 6987x3 + 2 3310x2 + 0 47185x−1 5310
(10.50)

where x= log Nl .
Also, the secondary correction factor chart (Fig. 10.28)

was fitted to a polynomial of order seven, as shown in
Fig. 10.31.
Hence, ψ can be expressed as:

ψ=3 63060× 109x7−1 15391× 109x6 + 1 40528

× 108x5−7 89376× 106x4

+ 1 74738× 105x36 61551× 102x2−5 04069

× 101x+ 1 33508

(10.51)

where

x=
Ngv N0 380

l

N2 14
d

The hydrostatic pressure gradient loss in EOF units is thus
calculated as:

144
dp
dL Hydrostatic

=
g
gc

ρlHl + ρg 1−Hl (10.52)

and the friction pressure gradient loss is calculated as:

144
dp
dL friction

=
fmρm v2m
2gcd

(10.53)

In terms of mass flow rate the expression is:

144
dp
dL friction

=
fmw2

2 9652× 1011ρgd
5 (10.54)

where ρg is the density based on liquid holdup lbm/ft3, w is
total mass flow rate lbm/d, and fm is the two-phase friction
factor.
The two-phase friction factor is determined from the

Moody diagram (Fig. 10.24) or the explicit expression
given in equation (10.43), using the two-phase Reynolds
number which is expressed as:

NRem =
ρnvmd
μs

(10.55)

From equation (10.28):

vm = vsl + vsg

From equation (10.41):

μs = μl
Hl + μg

Hg

The two-phase Reynolds number can thus be
expressed as:

NRem =
ρn vsl + vsg d

μlHl + μgHg

(10.56)
Figure 10.30 Regression fit of log(CN1) against log(N1) to
polynomial of order six.

Figure 10.31 Regression fit of ψ against Ngv N0 380
l

N2 14
d

to polynomial

of order seven.
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Equation (10.55) can be expressed in EOF units as:

NRem =
1488ρnvmd

μs
(10.57)

and, hence, equation (10.56) in EOF units becomes:

NRem =
1488 ρn vsl + vsg d

μlHl + μgHg

(10.58)

The acceleration pressure gradient component, though
negligible, can be determined from equation (10.20) as:

dp
dL acceleration

=
ρsΔ v2m
2gcΔL

(10.59)

where Δv2m = v2m p1,T1 −v2m p2,T2 .

Exercise 10.3 TPR Calculation using the Hagedorn and
Brown Method
A well with tubing length (from wellhead to top of per-

foration) of 7,890 ft, tubing internal diameter of 3.5
inches, and absolute roughness (ε) of 0.0006 inches is pro-
ducing at a liquid flow rate of 730 stb/D, GLR of 1,300
scf/bbl, and water cut of 10%. The well has a flowing tub-
ing wellhead pressure of 720 psia and flowing tubing well-
head temperature of 90 F. The oil produced has an API
of 30 , viscosity of 5 cp, and oil interfacial tension of
25 dynes/cm. Gas produced has a specific gravity of 0.6.
Formation water produced has a specific gravity of
1.05, viscosity of 0.79 cp, and interfacial tension of
55 dynes/cm. The fluid produced from the reservoir has
a flowing bottomhole temperature of 180 F.
1. Determine flowing pressure and gradient along the

well, from wellhead to top of perforation.
2. Create the TPR plot (pwf against ql) at the top perfo-

ration for liquid rates between 100 and 800 stb/D.

Solution Steps.
Depth along the well is divided into a convenient num-

ber of segments for which the pressure gradient will be
calculated.

The gradient of the nth segment
dp
dL n

is a function

depth (Ln) and pressure at that depth (pn); it is defined as:

dp
dL n

=
dp
dL

Ln,pn (10.60)

The pressure at any point is calculated using:

pn =
dp
dL n−1

× Ln−Ln−1 + pn−1 (10.61)

The pressure of the first segment is determined using:

p1 =
dp
dL 0

× L1−L0 +pwh (10.62)

where pwh is the tubing wellhead pressure.

Solution.
1. Table 10.4 shows calculated pressure and pressure

gradient along the well at a liquid rate of 730 stb/D while
Fig. 10.32 shows a graphical presentation of pressure pro-
file along well tubing at the same liquid rate.
2. The calculation above is repeated for liquid rates

between 100 and 800 stb/D and the corresponding bot-
tomhole pressure (pwf) at top perforation is recorded
against the liquid rate (Table 10.5). This relationship
between pwf against ql is the TPR of the system at the
top perforation node (Fig. 10.33).
Appendix 10A is a simple VBA code with the spread-

sheet setup shown in Fig. 10.34 for calculating the pres-
sure gradient and pressure profile along well tubing.
Tubing performance can change during the life of a

well. Water loading when reservoir pressure reduces,
and water cut increases, can cause a reduction in tubing
performance. Selecting tubing with the appropriate inter-
nal diameter that can handle potential well loading is
important during well engineering design. For a well with
loading problems, tubing performance may be improved
by using tubing with a smaller internal diameter. Other
methods of dealing with water loading are discussed under
artificial lift systems in Chapter 11 (11.4).

Table 10.4 Pressure and Pressure Gradient at a Liquid Rate of
730 stb/D.

Depth (ft) p (psia) dp/dl

0.00 720.00 —

415.26 859.88 0.3369
830.53 997.29 0.3309

1,245.79 1,134.53 0.3305
1,661.05 1,272.66 0.3326
2,076.32 1,412.10 0.3358
2,491.58 1,552.93 0.3391
2,906.84 1,695.01 0.3421
3,322.11 1,838.08 0.3445
3,737.37 1,981.82 0.3461
4,152.63 2,125.88 0.3469
4,567.89 2,269.90 0.3468
4,983.16 2,413.60 0.3460
5,398.42 2,556.75 0.3447
5,813.68 2,699.35 0.3434
6,228.95 2,841.65 0.3427
6,644.21 2,984.51 0.3440
7,059.47 3,129.79 0.3499
7,474.74 3,281.61 0.3656
7,890.00 3,449.83 0.4051
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Table 10.5 TPR at the Top Perforation for Exercise 10.3.

ql (stb/D) pwf (psia)

100 2,434.04
400 2,912.89
600 3,202.05
730 3,449.83
800 3,641.55

Figure 10.33 Graphical TPR at the top perforation for
Exercise 10.3.

Figure 10.34 Spreadsheet setup for Exercise 10.3.

Figure 10.32 Pressure profile along well tubing at a liquid rate
of 730 stb/D.
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Table 10.6 Important Published TPR Models.

TPR model Field/laboratory setup Fluid used
Model development and

applicability

Fancher Brown [1963] 8,000 ft experimental field setup using
2-in. ID tubing.

Gas, water Extended correlation of
Poettmann and Carpenter
[1952] to better predict
pressure losses at low flow
rates and high GLR.

No-slip correlation.
Good for diagnosis since
model gives the minimum
possible gravity pressure
loss.

Griffith and Wallis [1961] Laboratory experiment with narrow
pipes/tube.

Gas, water Gave good results in slug
flow region.

Slug flow model has been
used by other models to
improve predictions.

Adopted by Hagedorn and
Brown (modified
Hagedorn and Brown) and
others to determine
bubble–slug flow
boundary.

Duns and Ros [1963] Laboratory experiment and field
experiment (11/4–3

1/8 in. ID).
Oil, gas, water Gave good prediction for all

flow regimes.
Best for mist flow regime.
Comprehensive work
including flow regimemap
and derivation of holdup
correlations.

Hagedorn and Brown
[1965]

1,500 ft with 1, 1¼, and 1½ in. ID
tube for experimental setup using
wide range of viscosity.

Oil, gas, water Correlation was developed
to handle effect of fluid
viscosity over wide range.

Good correlations for slug
flow.

Forms basis for many tubing
correlations.

Orkiszewski [1967] Field experiment over wide range of
pipe ID.

Oil, gas, water Extended work by Griffith
and Wallis to developed
general correlation which
handles all multiphase
flow regime.

Beggs and Brill [1973] Laboratory experiment using 1–1½ in.
tubing.

Gas, water Correlation was derived for
horizontal flow and then
modified for deviated
wells.

Serves as generalized
correlation for prediction
pressure drop for all
multiphase flow regime at
different angle of
inclination.

Good for pipelines but may
over predicts for wells.
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10.4.4.2. TPR Models. Many TPR models have been
formulated using laboratory and field experimental obser-
vations. Since formulation of most of the TPR involves
developing empirical relationships from experiments, it
is important to compare various TPR model predictions
to test data, which can bemeasured pressure profile or sin-
gle pressure data in the well, for a quality check of the test
data and TPR model selection.
Important published TPR models are summarized in

Table 10.6.
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APPENDIX 10 A: VBA SOLUTION FOR
EXERCISE 10.3

''Define input parameters as public variables
Public Dia As Double
Public Liquid As Double
Public WCT As Double
Public GLR As Double
Public SG As Double
Public Ts As Double
Public Ps As Double
Public Tres As Double
Public Lw As Double
Public VisW As Double
Public VisO As Double
Public DenW As Double
Public API As Double
Public InterfW As Double
Public InterfO As Double
Public ConstE As Double

Function Assign()
'' Assigning values to parameters from cells
Dia =Worksheets(“VLP”).Cells(10, “I”).Value
Liquid =Worksheets(“VLP”).Cells(10, “C”).Value
WCT=Worksheets(“VLP”).Cells(9, “C”).Value
GLR=Worksheets(“VLP”).Cells(8, “C”).Value
SG =Worksheets(“VLP”).Cells(15, “N”).Value
Ts =Worksheets(“VLP”).Cells(4, “C”).Value
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Ps =Worksheets(“VLP”).Cells(3, “C”).Value
Tres =Worksheets(“VLP”).Cells(27, “C”).Value
Lw =Worksheets(“VLP”).Cells(9, “I”).Value
VisW=Worksheets(“VLP”).Cells(20, “N”).Value
VisO =Worksheets(“VLP”).Cells(9, “N”).Value
DenW=Worksheets(“VLP”).Cells(19, “N”).Value
API =Worksheets(“VLP”).Cells(8, “N”).Value
InterfW =Worksheets(“VLP”).Cells(21, “N”).Value
InterfO =Worksheets(“VLP”).Cells(10, “N”).Value
ConstE =Worksheets(“VLP”).Cells(13, “I”).Value
End Function

Function Area()
Assign
''Area of flow in ft2
Area = 3.14159265358979 ∗ ((Dia / 12) ^ 2 / 4)
End Function

Function SGOil()
''Specific gravity of oil
SGOil = 141.5 / (131.5 + API)
End Function
Function GasRate()
''Gas rate from GLR and liquid rate in scf/D
GasRate =GLR ∗ Liquid
End Function
Function WaterRate()
''Water rate from Liquid rate in stb/D
WaterRate = (WCT / 100) ∗ Liquid
End Function
Function SGLiquid()
''Specific gravity of liquid
SGLiquid = ((Liquid - WaterRate()) ∗ SGOil() +
WaterRate() ∗ DenW) / Liquid

End Function
Function MassFlow()
''mass flow rate in lb/Day
MassFlow = SGLiquid() ∗ 62.4 ∗ Liquid ∗ 5.615 +
0.0765 ∗ SG ∗ GasRate()

End Function

Function NoSDensity()
''No slip density in lb/f3
NoSDensity = (SGLiquid() ∗ 62.4 ∗ Liquid ∗
5.615 + 0.0765 ∗ SG ∗ GasRate()) /
(Liquid ∗ 5.615 +GasRate())

End Function
Function LiquidVisc()
'' Liquid viscosity in cp
LiquidVisc = (((Liquid - WaterRate()) ∗ VisO
+WaterRate() ∗ VisW)) / Liquid

End Function

Function TempDepth(depth)
''Temperature at different depth in oF
'' Linear relationship between wellhead temperature and
bottomhole flowing temperature was used

TempDepth = Ts + ((Tres - Ts) / Lw) ∗ depth
End Function
Function TCritical()
''Critical temperature in oR
TCritical = 168 + 325 ∗ SG - 12.5 ∗ SG ^ 2
End Function
Function PCritical()
''Critical pressure in psia
PCritical = 677 + 15 ∗ SG - 37.5 ∗ SG ^ 2
End Function
Function PReduced(P)
''Reduced pressure
PReduced = P / PCritical()
End Function
Function TReduced(depth)
'' Reduced temperature
TReduced = (TempDepth(depth) + 460) / TCritical()
End Function
Function BaseVisc(depth)
'' Base Viscosity calculation in unit cp
BaseVisc = (1.709 / 100000 - 2.062 / 1000000 ∗ SG)
∗ TempDepth(depth) + 8.188 / 1000 - 6.15 / 1000
∗ WorksheetFunction.Log(SG)

End Function

Function GasViscTP(depth, P)
'' Gas Viscosity as function of depth

(which already has Temperature) and
pressure in cp

a0 = -2.462
a1 = 2.97
a2 = -0.2862
a3 = 0.008054
a4 = 2.808
a5 = -3.498
a6 = 0.3603
a7 = -0.01044
a8 = -0.7933
a9 = 1.396
a10 = -0.1491
a11 = 0.00441
a12 = 0.08393
a13 = -0.1864
a14 = 0.02033
a15 = -0.0006095

Tr = TReduced(depth)
pr = PReduced(P)
GasVisc1 = BaseVisc(depth)

LnFunc = a0 + a1 ∗ pr + a2 ∗ pr ^ 2 + a3 ∗ pr ^ 3 + Tr ∗
(a4 + a5 ∗ pr + a6 ∗ pr ^ 2 + a7 ∗ pr ^ 3) + (Tr ^ 2)
∗ (a8 + a9 ∗ pr + a10 ∗ pr ^ 2 + a11 ∗ pr ^ 3) + (Tr ^ 3)
∗ (a12 + a13 ∗ pr + a114 ∗ pr ^ 2 + a15 ∗ pr ^ 3)

GasViscTP = ((Exp(LnFunc)) / Tr) ∗ GasVisc1

End Function
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Function ZFact(depth, P)
'' Z Factor calculation
a1 = 0.317842
a2 = 0.382216
a3 = -7.76835
a4 = 14.29053
a5 = 0.000002
a6 = -0.00469
a7 = 0.096254
a8 = 0.16672
a9 = 0.96691
a10 = 0.063069
a11 = -1.966847
a12 = 21.0581
a13 = -27.0246
a14 = 16.23
a15 = 207.783
a16 = -488.161
a17 = 176.29
a18 = 1.88453
a19 = 3.05921
Tr = TReduced(depth)
pr = PReduced(P)

T = 1 / Tr
a = a1 ∗ T ∗ (Exp(a2 ∗ (1 - T) ^ 2)) ∗ pr
b = a3 ∗ T + a4 ∗ T ^ 2 + a5 ∗ T ^ 6 ∗ pr ^ 6
C = a9 + a8 ∗ T ∗ pr + a7 ∗ T ^ 2 ∗ pr ^ 2 + a6 ∗ T ^ 3

∗ pr ^ 3
D = a10 ∗ T ∗ (Exp(a11 ∗ (1 - T) ^ 2)) ∗ pr
E = a12 ∗ T + a13 ∗ T ^ 2 + a14 ∗ T ^ 3
F = a15 ∗ T + a16 ∗ T ^ 2 + a17 ∗ T ^ 3
G= a18 + a19 ∗ T

Y=D ∗ pr / (((1 + a ^ 2) / C) - (a ^ 2 ∗ b / C ^ 3))
ZFact =D ∗ pr ∗ (1 +Y +Y ^ 2 - Y ^ 3) / ((D ∗ pr + E
∗ Y ^ 2 - F ∗ Y ^ G) ∗ (1 - Y) ^ 3)

End Function

Function LiqSlipVel()
'' Superficial Liquid Velocity at different depth in ft/s
LiqSlipVel = Liquid ∗ 5.615 / 86400 / Area()

End Function

Function GasSlipVel(depth, P)
'' Superficial Gas Veleocity at different depth in ft/s
GasSlipVel = 1 / (Area()) ∗ GasRate() ∗ ZFact

(depth, P) ∗ (460 + TempDepth(depth)) / (460 + 60)
∗ (14.7 / P) / 86400

End Function

Function MixVel(depth, P)
'' Mixture velocity in ft/s
MixVel =GasSlipVel(depth, P) + LiqSlipVel()
End Function

Function fFactor(depth, P)
'' friction factor calculation
interf = (WaterRate() ∗ InterfW + (Liquid - WaterRate
()) ∗ InterfO) / Liquid

Nvl = 1.938 ∗LiqSlipVel() ∗ (62.4 ∗ SGLiquid() / interf )
^ 0.25

NVG= 1.938 ∗ GasSlipVel(depth, P) ∗ (62.4 ∗ SGLi-
quid() / interf ) ^ 0.25

NL = 0.15726 ∗ LiquidVisc() ∗ (1 / (62.4 ∗ SGLiquid() ∗
interf ^ 3)) ^ 0.25

Nd = 120.872 ∗ (Dia / 12) ∗ (62.4 ∗ SGLiquid() / interf )
^ 0.5

CNL = 10 ^ (0.431387 ∗ WorksheetFunction.Log(NL)
^ 6 + 2.571506 ∗ WorksheetFunction.Log(NL)
^ 5 + 5.724715 ∗WorksheetFunction.Log(NL) ^ 4 +
5.698695 ∗ WorksheetFunction.Log(NL)
^ 3 + 2.330958 ∗WorksheetFunction.Log(NL) ^ 2 +
0.471851 ∗WorksheetFunction.Log(NL) - 1.531007)

Ratio2 =Nvl ∗ NL ^ 0.38 / Nd ^ 2.14
phi = 3630597237# ∗ Ratio2 ^ 7 - 1153914461 ∗ Ratio2
^ 6 + 140528442.1 ∗ Ratio2 ^ 5 - 7893763.864 ∗
Ratio2 ^ 4 + 174738.158 ∗ Ratio2 ^ 3 + 661.551 ∗
Ratio2 ^ 2 - 50.407 ∗ Ratio2 + 1.335

Ratio1 =Nvl ∗ (P ^ 0.1) ∗CNL / ((NVG ^ 0.575) ∗ (14.7
^ 0.1) ∗ (Nd))

LogRatio1 =WorksheetFunction.Log(Ratio1)

HLphiRatio = 0.013468 ∗ LogRatio1 ^ 6 + 0.31459 ∗
LogRatio1 ^ 5 + 2.9612 ∗ LogRatio1 ^ 4 + 14.285 ∗
LogRatio1 ^ 3 + 37.009 ∗ LogRatio1 ^ 2 + 48.845 ∗
LogRatio1 + 26.741

HL =HLphiRatio ∗ phi
ReNum= 1488 ∗ NoSDensity() ∗ MixVel(depth, P) ∗
(Dia / 12) / (LiquidVisc() ^ HL +GasViscTP(depth,
P) ^ (1 - HL))

a = -2 ∗WorksheetFunction.Log(ConstE / (3.7 ∗ Dia))
+ (12 / ReNum)

b = -2 ∗WorksheetFunction.Log(ConstE / (3.7 ∗Dia))
+ (2.51 ∗ a / ReNum)

C = -2 ∗WorksheetFunction.Log(ConstE / (3.7 ∗Dia))
+ (2.51 ∗ b / ReNum)

fFactor = (a - (((b - a) ^ 2) / (C - 2 ∗ b + a))) ^ (-2)
End Function
Function Gradient(depth, P)
'' Total fluid gradient calculation
interf = (WaterRate() ∗ InterfW + (Liquid - WaterRate
()) ∗ InterfO) / Liquid

Nvl = 1.938 ∗LiqSlipVel() ∗ (62.4 ∗ SGLiquid() / interf )
^ 0.25

NVG= 1.938 ∗ GasSlipVel(depth, P) ∗ (62.4 ∗ SGLi-
quid() / interf ) ^ 0.25

NL = 0.15726 ∗ LiquidVisc() ∗ (1 / (62.4 ∗ SGLiquid() ∗
interf ^ 3)) ^ 0.25
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Nd= 120.872 ∗ (Dia / 12) ∗ (62.4 ∗ SGLiquid() / interf )
^ 0.5

CNL = 10 ^ (0.431387 ∗ WorksheetFunction.Log(NL)
^ 6 + 2.571506 ∗ WorksheetFunction.Log(NL)
^ 5 + 5.724715 ∗WorksheetFunction.Log(NL) ^ 4 +
5.698695 ∗ WorksheetFunction.Log(NL)
^ 3 + 2.330958 ∗WorksheetFunction.Log(NL) ^ 2 +
0.471851 ∗WorksheetFunction.Log(NL) - 1.531007)

Ratio2 =Nvl ∗ NL ^ 0.38 / Nd ^ 2.14
phi = 3630597237# ∗ Ratio2 ^ 7 - 1153914461 ∗ Ratio2
^ 6 + 140528442.1 ∗ Ratio2 ^ 5 - 7893763.864 ∗
Ratio2 ^ 4 + 174738.158 ∗ Ratio2 ^ 3 + 661.551 ∗
Ratio2 ^ 2 - 50.407 ∗ Ratio2 + 1.335

Ratio1 =Nvl ∗ (P ^ 0.1) ∗CNL / ((NVG ^ 0.575) ∗ (14.7
^ 0.1) ∗ (Nd))

LogRatio1 =WorksheetFunction.Log(Ratio1)

HLphiRatio = 0.013468 ∗ LogRatio1 ^ 6 + 0.31459 ∗
LogRatio1 ^ 5 + 2.9612 ∗ LogRatio1 ^ 4 + 14.285 ∗
LogRatio1 ^ 3 + 37.009 ∗ LogRatio1 ^ 2 + 48.845 ∗
LogRatio1 + 26.741

HL =HLphiRatio ∗ phi

GasDen = 28.97 ∗ SG ∗ P / (ZFact(depth, P) ∗ 10.73 ∗
(460 + TempDepth(depth)))

DenAverage =HL ∗ SGLiquid() ∗ 62.4 + (1 - HL) ∗
GasDen

GradientHydro = (1 / 144) ∗ DenAverage
GradientFriction = (1 / 144) ∗ fFactor(depth, P) ∗
(DenAverage ∗ MixVel(depth, P) ^ 2 / (2 ∗ Dia / 12))

Gradient =GradientHydro +GradientFriction
End Function
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11

Production System Analysis

The production system plot (Fig. 11.1) is an important
model for production system analysis. It allows the com-
bination of inflow performance relationship (IPR) (equa-
tion (9.1)) and tubing performance relationship (TPR)
(equation (9-2)) for production prediction; diagnosis,
and optimization. The concept of system analysis allows
the production system to be broken down into various
segments (nodes) and each segment analyzed. This con-
cept satisfies continuity (existence of specific pressure
and rate associated with that segment/point). Since each
node can be described as having an inflow and outflow,
a combined solution of IPR (pwf against qin) and TRP
(pwf against qout) will give production rate and corre-
sponding flowing pressure at that node in the production
system. Important nodes in a production system includes
the wellhead, tubing completion equipment, pressure
gauge/sensor, and perforations, which can be at the sand-
face or in the wellbore.
Well deliverability is important in various instances.

During well testing the rate produced is limited by the test
string/tubing size. It is, therefore, important to be able to
predict the capacity of a well during production, when the
well is most likely to be developed using a production tub-
ing size different from that used during testing. It is also
very important to be able to predict what the well can pro-
duce at different back pressures due to changes in choke
settings or when well is tied to an existing facility.
During planning for well test operations, a system plot

analysis it very important to asses if a well can deliver sta-
ble reservoir fluids to the surface. Where the well cannot
produce to the surface or unstable flow is anticipated
from the well deliverability assessment, it is very impor-
tant to make contingency plan for provision of artificial
lift systems.

During the life of a well or field, wellbore and reservoir
conditions undergo changes that often have significant
impact on well deliverability. Ability to predict, assess,
and diagnose well deliverability during the entire life of
a well or field is very import for managing hydrocarbon
assets.
By varying either reservoir properties (from the IPR)

and or tubing properties (from the TPR) different system
solution can be achieved (Fig. 11.2). Predicting different
possible system solutions is key for well sensitivity
analysis and well production optimization. Well optimi-
zation involves determining system solutions that
satisfies a set of defined objectives. Important objectives
could be maximizing rate, profit, and recovery per well
or entire field.
Decline in production of reservoir fluids can be due

to reservoir or well problems. Some of the causes of pro-
duction decline include: increase in water cut (coning,
aquifer influx, water injection breakthrough), increase
in wellhead pressure (higher flow line back pressure, facil-
ities constraints), decrease in reservoir pressure (natural
depletion, lack of support, high offtake), and well damage
and scaling.

11.1. PRODUCTION SYSTEM ANALYSIS
AT DIFFERENT NODES

Consider a reservoir with an average reservoir pressure
(pAvg) measured at mid-reservoir, with the gauge placed at
depth ΔzGauge shallower than mid-reservoir (Fig. 11.3).
The externally mounted gauge in a mandrel, which is in
hydraulic communication with the tubing through the
tubing wall, measures the tubing pressure.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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The difference between pressure profile at mid-reservoir
and gauge at shallower depth is shown in Fig. 11.4.
As shown in Fig. 11.4, a gauge placed at a shallower

depth than the reservoir sandface would measure initial,
flowing, shut-in, and average reservoir pressure lower
than that at the reservoir sandface. If a well producing
at a pseudosteady state is shut long enough to achieve con-
stant and stable pressure, the well will attain average res-
ervoir pressure (Exercise 9.5). The difference between the
pressure measured at the mid-reservoir sandface and that
at gauge depth shallower than mid-reservoir is called the
gauge pressure correction relative to mid-reservoir and is
expressed as:

ΔpGauge =Gfluid ΔzGauge (11.1)

where Gfluid is the flowing gradient in the wellbore when
the well is flowing and the static gradient in the wellbore
when the well is shut-in, andΔzGauge is the elevation of the
gauge above mid-reservoir.
Pressure correction could be relative to datum levels

other than the mid-reservoir. Hence, the pressure differ-
ence or shift due to difference in vertical depth is broadly
defined as datum pressure correction.
Fig. 11.5 shows an example of a system solution plot at

mid-reservoir and gauge-depth nodes, where the gauge is
placed shallower than mid-reservoir.
Fig. 11.5 shows that for steady state flow of fluids

through tubing, both IPR and VLP would shift by the
pressure correction defined by equation (11.1) but still
retain the same solution. It is not uncommon to see the
mistake of IPR being defined at mid-reservoir and TRP
defined at gauge depth. In deep wells, gauges are often
placed at a depth that is significantly shallower than the

Figure 11.1 Production system plot showing a solution point.

Figure 11.2 System solutions with changing tubing ID and
wellbore skin effect.

Figure 11.3 Well with gauge placed at a shallower depth than
mid-reservoir.

Figure 11.4 Difference in mid-reservoir and gauge pressure
profile.
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top of the reservoir and, therefore, if the IPR and TPR
from different reference points are combined, the system
solution will be incorrect.

11.1.1. Design of Well Production System

The steps involved in building a well production sys-
tem plot are summarized in Fig. 11.6. Where an existing
production system to be modelled has an artificial lift
system, the effect of the artificial lift system must be cap-
tured in the tubing performance relationship. Specifica-
tion and design of artificial lift systems is discussed in
Section 11.4.

Figure 11.5 System solution at mid-reservoir and gauge depth
for steady state flow in well tubing.

Figure 11.6 Steps in designing a well production system.
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11.2. TURNER VELOCITY

In low productivity gas–liquid wells, when the energy of
flowing gas is not sufficient to lift liquid (water and or con-
densate) in the wellbore to the surface, loading of the well
that may eventually kill the well can occur. Installation
of tubing with small ID (less than 3 inches) or artificial
lift methods are ways of dealing with liquid loading, as
discussed in Section 11.4.
For liquid to flow to the well surface during production

of a multiphase gas–liquid fluid without loading, the
Turner velocity (drop terminal velocity) must be exceeded.
The Turner velocity (also called the Turner critical veloc-
ity) defines the minimum velocity that must be exceeded
to prevent liquid loading in a gas–liquid fluid flow in
a well.
Turner critical velocity (drop terminal velocity) is

defined as:

vt = 1 593
σ1

4 ρl−ρg
1
4

ρg
1
2

InEOFunit (11.2)

where σ is the surface tension (dynes/cm) and ρ is density
(lbm/ft3).
There have been other publications after Turner’s orig-

inal work with essential differences being the changes in
the coefficient in equation (11.2).
Gas density in equation (11.2) can be expressed as a

function of pressure (p) and compressibility factor (Z)
from equation (3.3):

ρg =
m
V

=
pMW
RT

It is most common to think of gas flow in terms of rate
rather than velocity, hence volumtric gas rate corespond-
ing to the critical velcoity is thus computed from critical
velocity as:

qg =
3 067pvtA

TZ
inMMscf/D (11.3)

where A is the area in ft2, p is the pressure in psia, vt is the
terminal velocity in ft/s, T is th temperature in R, and Z is
the gas compressibility Z-factor.
As shown in equation (11.3), increasing tubing diameter

increases the veleocity of the stream. Rearranging equa-
tion (11.3) and making internal tubing diameter the sub-
ject of the formula would define the maximum tubing size
required to handle the liquid loading.
Given the internal cross-sectional area of tubing as:

A=
πd2

4
(11.4)

d is inner tubing diameter.

Substituting A from equation (11.4) into equation
(11.3) and making d the subject of the formula gives:

d = dc =
59 94qgTZ

pvc
(11.5)

where dc is the critical tubing ID in inches.

11.3. EROSION VELOCITY

Erosion during production involves gradual wearing
away of tubing and piping materials through abrasion.
This leads to the thinning of tubing/piping and, eventu-
ally, mechanical failure and/or leakage of the tubing/
piping. It is very important in production engineering
to determine the maximum velocity/rate that will
minimize erosion. API-14 [API, 1991] defines erosion
velocity as:

ve =
C
ρ

(11.6)

where ve is the erosion velocity in ft/s, ρ is the density of
flowing fluid through tubing/piping in lb/ft3, C is an
empirical constant, ve is a limiting velocity for producing
a well to prevent erosion. API-14 (1991) suggests that for
solid-free fluids, values of C = 100 can be used for contin-
uous service and C = 125 for intermittent services. For
solid-free fluids where corrosion is not anticipated or is
controlled by inhibition or corrosion resistant alloys,
values of 150–200 may be used for continuous service
and values of 250 for intermittent service.
It is important to ensure that production rate or

designed rate is not higher than the rate corresponding
to the erosion velocity.

11.4. ARTIFICIAL LIFT METHODS

Artificial lift methods are techniques that are available to
assist the flow of oil to the surface. In some cases, they are
essential to the initial economic development of a hydro-
carbon reservoir, whilst in other cases they are implemen-
ted later in the life of the field to maintain production at
economic levels.
Artificial lift is necessary where the reservoir pressure is

insufficient to lift fluids to the surface or produce at an
economic rate. The principles of artificial lift involve
reducing the bottomhole pressure to enable the reservoir
to deliver the desirable amount of reservoir fluid. Design
of an artificial lift system requires selecting the most
appropriate artificial lift method and calculating the
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parameters of the selected system to achieve the desired
reservoir fluid production rate.

11.4.1. Operating Principles of Artificial Lift Methods

The basic operating principles of common artificial lift
methods are summarized in Table 11.1.

11.4.2. Selection and Design of Artificial Lift Systems
for Productivity Enhancement

Figures 11.11–11.16 show summaries of the operating
conditions of different artificial lift systems. Operating
conditions are one of the many factors to be considered
when choosing an artificial lift system.

Table 11.1 Basic Operating Principle of Artificial Lift Techniques.

Artificial lift method Principle

Rod pump (Fig. 11.7). Displacement of fluid due to vertical movement of rod, thereby reducing hydrostatic head
and reducing bottomhole pressure.

Progressing cavity pump (PCP)
(Fig. 11.8).

Displacement of fluid through rotational movement of a helical screw driven by amotor or
sucker rod.

Hydraulic piston Type of hydraulic pump systems that uses power fluid (usually light oil or water) that is
injected from the surface to operate a downhole fluid engine and drives a piston to pump
formation fluid and spent power fluid to the surface.

Electrical submersible pump (ESP)
(see Section 11.4.3)

Displacement of fluid through rotational speed created by a motor-driven downhole
centrifugal pump with power source at the surface.

Hydraulic jet Type of hydraulic pumpwithout moving parts. Power fluid, which is injected into a small-
diameter nozzle in the pump body, mixes with formation fluid and is channeled through
an expanding-diameter diffuser that increases the pressure of themixture high enough to
boost fluid flow to the surface.

Plunger lift (Fig. 11.9). This involves the use of a free piston (plunger) that travels up and down in the well’s tubing
string to clear slugs of liquid in the tubing, thereby reducing bottomhole flowing
pressure. The plunger is controlled by a surface electronic controller and motor valve.

Gas lift (Fig. 11.10). Injection of high-pressure gas from the surface into tubing through one or more subsurface
valves to reduce the density of the fluid, which reduces the flowing fluid gradient and,
finally, bottomhole flowing pressure. This reduction in bottomhole flowing pressure
leads to a boost in production.

Figure 11.7 Rod pump (sucker rod pump) system.
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Figure 11.8 Progressing cavity pump (PCP).

Figure 11.10 Gas lift system.

Figure 11.9 Plunger lift system.

Figure 11.11 Operating depth range for different artificial lift methods.
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Figure 11.12 Operating rate range for different artificial lift methods.

Figure 11.13 Operating temperature range for different artificial lift methods.

Figure 11.14 Operating fluid API range for different artificial lift methods.

Figure 11.15 Solid handling capability for different artificial lift methods.
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Fig. 11.11 defines operating depth range. Fig. 11.12
defines operating rate range. Fig. 11.13 defines operating
temperature range. Fig. 11.14 defines operating fluid
API range. Fig. 11.15 defines solid handling capability.
Fig. 11.16 defines corrosion handling capability for differ-
ent artificial lift methods.

11.4.3. Electrical Submersible Pump (ESP)

When a well is loaded with liquid, an electrical submers-
ible pump (ESP) can be used to displace the fluid column
to the surface, making the liquid hydrostatic pressure at
the bottom of the well lower than the well bottomhole
flowing pressure, and hence making fluid flow into
the well.

11.4.3.1. Design and Optimization of an ESP. As
shown in Fig. 11.17, the well is loaded with liquid to level
Dfl, exerting hydrostatic pressure on the reservoir sand-
face that is equal to the bottomhole flowing pressure.
Hence, not making the fluid flow from reservoir into
the well. To achieve a flowing gradient (Gf) sufficient to

flow from the well to the surface, an ESP can be installed
to add a pressure difference of Δppump, which is equal to
the difference between the pump discharge and pump
intake (Fig. 11.17). When Δppump is added to tubing at
the depth Dpump, fluid will be discharged to the surface
at a rate qdesign with a flowing tubing gradient Gf and a
wellhead pressure pwh_pump.
When the energy in a reservoir is not enough or the res-

ervoir pressure has declined to level where it cannot
unload a well liquid, build-up of liquid in the well will
occur and, eventually, the well may die. The inability of
the well to deliver to the surface is characterized by the
IPR not the intersecting TPR curve on the production sys-
tem plot (Fig. 11.18).
Fig. 11.18 shows a well producing from a reservoir with

an average initial reservoir pressure of pAvg_i and produ-
cing at ql_initial. When the average reservoir pressure
depletes to pAvg_d, the well cannot produce to the surface,
as shown by the depleted reservoir IPR not intersecting
with the TPR.
When an ESP is installed, energy is added to the fluid in

the system, thereby creating a reduced pressure gradient in

Figure 11.16 Corrosion handling capability for different artificial lift methods.

Figure 11.17 Electrical submersible pump in a well.
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the tubing and thus allowing fluid to flow from the reser-
voir and then to the surface, as illustrated by the inter-
section of the depleted reservoir IPR and reduced pump
flow TPR (Fig 11.9).
Evaluating the performance of an ESP and selecting the

correct ESP to produce the desired additional pressure
(Δppump) and discharge pressure at designed liquid rate
is important. It is also crucial that selected pumps run
optimally during their lifetime. Pumps are described by
their performance curve. An example of a pump perfor-
mance curve is shown in Fig. 11.20.
Th energy of centrifugal pumps (including ESP) are

often described in terms of head, with the unit of length
rather than pressure because pressure from a pump is
dependent on fluid specific gravity but head is independ-
ent of specific gravity. The relationship between pressure
and head is expressed as:

H ft =
p psig

0 43× specific gravity
(11.7)

The performance curve in Fig. 11.20 shows that a higher
head causes the pump to deliver less flow. The perfor-
mance curve also shows the power curve. The power curve
shows a fairly linear relationship between power and
pump flow capacity, and indicates that higher power is
required to deliver higher flow rate. The performance
curves also showESP efficiency over a range of pump flow
rate capacity. The efficiency of an ESP increases with
pump capacity rate initially then diminishes. The best
efficiency of the pump (BEP) corresponds to the pump
capacity rate that gives highest pump efficiency. It is
important to operate the pump as close to BEP as possible,
to minimize the cost of running the pumps and ensuring
longevity of pumps. The pump head curve can be dis-
played at different frequencies, as shown in Fig. 11.21.
The total dynamic (pump) head (HTD) required to

deliver the desired flow rate is the sum of net vertical lift
(HL), frictional head loss in tubing (Hf), and wellhead
pressure head (Hwh):

HTD =HL +Hf +Hwh (11.8)

11.4.4. Gas Lift

Gas lift generally involves aerating the production tub-
ing column by injecting gas through a surface choke or
valve, down the tubing-casing annulus, then through
gas lift valves located on mandrels. Gas lift valves control
the flow of injected gas from the tubing-casing annulus
into the production tubing. Availability of gas is an
important factor when considering a gas lift as the artifi-
cial lift for a single well or multiple wells in a field.
A gas lift can be intermittent, where high pressure gas is

injected into tubing to instantaneously displace slugs of
liquid in a cyclic approach. In this kind of approach, high

Figure 11.18 Production system solution for initial and
depleted reservoir conditions.

Figure 11.19 System solution for depleted reservoir condition
with ESP.

Figure 11.20 Pump performance curve at a particular
frequency.
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pressure is required during lifting slugs of loaded liquid in
the wellbore to the surface. In an intermittent gas lift,
handling of gas production at the surface can be challeng-
ing due to the cyclical nature of gas injection into the
tubing.
A continuous gas lift, which is more common, involves

the continuous injection of gas to augment the forma-
tion gas.
A gas lift can be designed in many ways with different

assumptions. However, the fundamental concept is the
same – gas is injected to reduce the pressure gradient of
the fluid in the production tubing. A common gas lift
design approach is that based on API 11v6 [API, 1999].
With sufficient gas volume and operating injection pres-

sure at the surface, a gas lift provides an easily adaptable
artificial lift option in terms of depth of injection and
well deliverability. A gas lift is operationally challenging
for offshore facilities due to limited availability of space
for the compressor. A gas lift is also not suitable for high
viscosity fluids.
The gas lift valve is a critical part of the gas lift system.

Its primary function is aerating wells using gas supplied.
Conventional gas lift valves have the gas lift mandrel
and reverse check valve as part of the production tubing
and, hence, require pulling out of the tubing when replace-
ment of gas lift valve is required. Wireline-retrievable gas
lift valves, which have become common, have the advan-
tage of been able to be installed without killing the well or
pulling out production tubing.
A gas lift system can have single or multiple valves

depending on available gas volume and surface operating
injection-gas pressure.Multiple gas lift valves make it pos-
sible to operate gas lift operations at a greater depth than a
single gas lift valve. Unloading valves are gas lift valves
above the operating valve and are used mainly at the start

of production to kick-off or unload a well by reducing the
density of the liquid above the operating valve, which is
often the deepest valve.

11.4.4.1. Design of a Gas Lift System. The design of a
gas lift system will generally involve:
(i) Determination of the depth of unloading and

operatinggas lift valves.
(ii) Determination of the operating condition of the

valves.
(iii) Determination of the test-rack opening pressure of

gas lift valves.
Liquid rate (ql) sensitivity to total gas–liquid ration

(GLRTotal) (Fig. 11.22) can be used to determine maxi-
mum or optimum total gas–liquid ratio and, hence, design
volumetric rate of injection gas. The relationship between
the amount of injected gas (additional gas) required to

Figure 11.21 Pump head curve for an ESP with variable frequency drive.

Figure 11.22 Liquid rate sensitivity to total gas liquid ratio.
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achieve the desired liquid (or oil rate) andGLRTotal can be
expressed as:

GLRTotal =
GLRinitial ql + qg_inj

ql
(11.9)

where qg_inj is the designed injected gas and GLRinital is
the initial gas–liquid ratio before gas injection.
Equation (11.9) shows that increasing qg_inj increases

GLRTotal.
Increasing the gas injection rate (qg_inj), causing an

increase in GLRTotal, will reduce fluid mixture density
and increase velocity. Reduction in mixture density
reduces the hydrostatic pressure gradient (equation
(10.18)), while increasing velocity increases the frictional
pressure gradient loss (equation (10.19)). Since the total
flowing fluid gradient (equation (10.17)) is primarily the
sum of hydrostatic pressure gradient and frictional pres-
sure gradient, the effect of increasing gas injection rate
(qg_inj), and hence increasing GLRTotal, would be the
reduction in hydrostatic pressure gradient and increase
in frictional pressure gradient loss. With increasing qg_inj
causing increasing liquid rate (ql), as shown in Fig. 11.22,
a threshold is reached where friction pressure gradient
increase is greater than hydrostatic pressure gradient
reduction. At this point, called the gradient reversal point,
the total pressure gradient increases and ql reduces with
further increases in qg_inj (or GLRTotal).
With the target liquid rate and total gas liquid ratio

determined, the production flowing pressure gradient
along the well tubing is calculated using methods such
as that in Chapter 10 (10.4.4). With known tubing gradi-
ent, flowing pressure at any depth in the well under gas
lift condition can be determined.
Fig. 11.23 shows a well considered for gas lift with

liquid loaded depth Dfl.
The pressure profiles with depth along tubing with

loaded liquid and casing with injection gas for the well

in Fig. 11.23 are shown in Fig. 11.24. The operating injec-
tion pressure increases with depth from surface operating
injection pressure.
Since the cross-sectional area of the tubing-casing annu-

lus is significantly larger than the cross-sectional area of
the gas lift valve, the gas velocity in the annulus is essen-
tially close to zero; hence, the operating injection-gas
pressure at any depth can be determined from the static
gas pressure (static injection-gas pressure traverse). The
operating injection-gas pressure at any depth in the casing
can, therefore, be expressed as:

poiD = pio exp
γgD

53 34TZ
(11.10)

where pio is the surface operating injection-gas pressure
(psia), γg is the specific gas gravity (relative to air = 1),
D is the true vertical depth (ft), T is the average gas tem-
perature ( R), and Z is the average gas compressibility
factor, which is dependent on pressure (p) and tempera-
ture and (T).
Using equation (11.10) to calculate poiD is iterative, as

Z if a function of pioD.
Equation (11.10) can, however, be expressed in terms of

injection-gas gradient as:

poiD = pio +GgasD (11.11)

where Ggas is the gas gradient.

Figure 11.23 Well loaded with liquid.

Figure 11.24 Pressure profiles with depth along tubing and
casing.
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The level of static fluid can be within the well or at the
well surface. The level of liquid in a loaded well can be
determined using:

Dfl =Dw−
pbhp
Gs

(11.12)

where Dfl is fluid level in the well, pbhp is bottomhole
pressure, and Gs is static fluid gradient of fluid in the well.

11.4.4.2. Deepest Valve Installation. A set pressure
difference between the operating injection-gas pressure
(pioD) and flowing production pressure (ppfD) at the
maximum valve depth can be used to locate maximum
valve depth (D =Dv_max). This difference in pressure
(pD = pioD − ppfD) is usually between 100 and 200 psi at
maximum valve depth.
From Fig. 11.24, ppfD at maximum valve depth

(ppfDv_max) can be expressed as:

ppfDv_max = poi +GgDv_max−pD (11.13)

where pD is the difference between pioD and ppfD at
maximum valve depth, and Dv_max is the maximum
valve depth.
Also from Fig. 11.24:

Gs =
pwf −ppfDv_max

Dw−Dv_max
(11.14)

Making ppfDv_max the subject of formula in equa-
tion (11.14)

ppfDv_max = pwf −Gs Dw−Dv_max

Substituting ppfDv_max from the above into equa-
tion (11.13)

pwf −Gs Dw−Dv_max = poi +GgDv_max−pD

GsDv_max−GgDv_max = poi−pD−pwf +GsDw

Dv_max =
poi−pD−pwf +GsDw

Gs−Gg

Hence the maximum valve depth can be expressed as:

Dv_max =
poi−pD−pwf +GsDw

Gs−Gg
(11.15)

11.4.4.3. Well Flowing Gradient. The tubing perfor-
mance relationship (TPR) with total gas–oil relationship
defined to account for the supplemented gas lift supply
can be used to define the flowing fluid gradient in the
well. However, since the tubing pressure from wellhead
to reservoir (top to bottom) should be the same as from
reservoir to wellhead (bottom to top) in a gas lift design,

the well flowing gradient between Dv and D0 can be
expressed as:

Gf =
ppfD−pwhu

Dv
(11.16)

Determining ppfD fromFig. 11.24 usingGs, Dv, andDfl:

ppfD =Gs Dv−Dfl (11.17)

Substituting ppfD from equation (11.17) into equa-
tion (11.16):

Gf =
Gs Dv−Dfl −pwhu

Dv
(11.18)

where pwhu is the unloading wellhead pressure.

11.4.4.4. Calculating Depth of Unloading Gas Lift
Valves.When gas injected through the first valve displaces
fluid from the top section of the tubing, pressure in the
annulus decreases. As injected gas flows through the
second valve, injection pressure reduces, leading to clo-
sure of the first valve. This sequence of opening of lower
valves continues until the deepest gas lift valve opens.
The opening and closing of a gas lift can be controlled

primarily by injection-gas pressure (injection-pressure
operated valves) or production fluid pressure (produc-
tion-pressure operated valves).
The first unloading valve is the maximum depth that

will allow U-tubing of load fluid at the depth and
expressed as:

D1 =
pko−Δpa−pwhu

Gs
(11.19)

where D1 is the depth of the top gas lift valve from the
wellhead, pko is the surface kick-off injection pressure
or available surface operating injection pressure, pwhu is
the surface wellhead unloading tubing pressure, Gs is
the static-load fluid gradient (psi/ft), and Δpa is the
assigned valve spacing pressure differential at valve depth.
The concept of gas lift design discussed in this book is

based on API 11v6 [API, 1999]. This approach is estab-
lished on the basis that all gas lift valves having the same
port size and system have a constant decreasing injection-
gas pressure for successive lower gas lift valves. The pres-
sure decrease in subsequent lower gas lift valves is based
on the specifications of the gas lift valve. The pressure
decrease is always defined to reduce the likelihood of
the upper valves remaining open during lifting from lower
valves.
The depth of the second gas lift valve is calculated on

the basis of the assigned valve spacing pressure differential
at valve depth (Δpa) (Fig. 11.25) and the minimum
decrease in surface operating injection-gas pressure
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between valves (Δpio), and is assigned based on gas lift
valve specifications:

pwhu +GfD1 +Gs D2−D1 =pioD2−Δpa−Δpio (11.20)

From Fig. 11.25, the operating gas injection pressure
at D2 is:

pioD 2 = pio +GgD2 (11.21)

Substituting pioD 2 in equation (11.21) into equa-
tion (11.20):

pwhu +GfD1 +Gs D2−D1 =pio +GgD2−Δpa−Δpio

Making D2 the subject of the formula:

pwhu +GfD1 +GsD2−GsD1 =pio +GgD2−Δpa−Δpio

GsD2−GgD2 =pio−Δpa−Δpio +GsD1−GfD1−pwhu

D2 Gs−Gg =pio−Δpa−Δpio +GsD1−GfD1−pwhu

D2 =
pio−Δpa−Δpio +D1 Gs−Gf −pwhu

Gs−Gg
(11.22)

Subsequently deeper valves are determined with
decreasing injection-gas pressure by Δpio. The depth of
the third gas lift valve is hence determined as:

D3 =
pio−Δpa−2Δpio +D2 Gs−Gf −pwhu

Gs−Gg
(11.23)

Calculation of the depth of the third valve from the top
is shown graphically in Fig. 11.26.

The depth of the fourth valve is determined in similar
way to the third using:

D4 =
pio−Δpa−3Δpio +D3 Gs−Gf −pwhu

Gs−Gg
(11.24)

The depth of the nth valve (Dn) is hence calculated as:

Dn =
pio−Δpa− n−1 Δpio +Dn−1 Gs−Gf −pwhu

Gs−Gg

(11.25)

When pioD is significantly higher than the production
flowing pressure (pwf), an additional production-pressure
effect for the top gas lift valve (Δppe) is also included in the
pressure decrease for successive valves (Fig. 11.27). Δppe
represents the decrease in operating injection-gas pressure
for each succeeding lower gas lift valve without Δpio.
The pressure difference due to the production effect for

the top valve (Δpppel) can be determined using:

Δpppe1 = ppf1max−ppf1min F (11.26)

where F is the production-pressure factor, and ppflmax and
ppflmin are defined in Fig. 11.27.

11.4.4.5. ValveUnloadingandOperatingTemperature.
Assuming a linear temperature gradient between the
wellhead (D0) – with a temperature of Twhu – and the

Figure 11.25 Calculating the depth of the second unloading gas
lift valve.

Figure 11.26 Calculating the depth of the third valve from
the top.
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bottom of the well (Dw) – with a temperature of Tw – the
temperature of the unloading and operating valves at
depth D can be expressed as:

TuvD =Twhu +D
Tw−Twhu

Dw
(11.27)

where Tw is the bottomhole temperature, Twhu is the
unloading wellhead temperature, and Dw is the depth of
the bottom of the tubing.
The temperature gradient is used to determine the

temperature of the unloading and operationg valves at
different depths.

11.4.4.6. Gas Lift Valve and Chokes. The size of the
choke or valves in a gas lift system plays a critical role
in the performance of the gas lift valve system. A high
volumetric flow of gas may not flow through a choke or
valve of limited size.
The volumetric flow of gas through valves and choke

under noncritical flow conditions can be expressed as:

qgsc =
155 5Cd A p1 2 g k

k−1 Fdu
2
k− Fdu

k+1
k

γg T1

(11.28)

where qgsc is the gas flow rate at standard conditions
(Mscf/D), Cd is the discharge coefficient, A is the area

of the opening (inches), p1 is the upstream pressure (psia),
p2 is the downstream pressure (psia), g is acceleration
due to gravity (ft/s2), k is the ratio of specific heat, T1 is
the upstream temperature ( R), and Fdu is the ratio of
downstream pressure to upstream pressure defined as:

Fdu =Fcf if Fdu <Fcf

and

Fdu =
p2
p1

≥Fcf

where Fcf is the critical flow pressure ratio defined as:

2
k+ 1

k
k−1

11.4.4.7. Gas Lift Valve Closing Pressure. The closing
force of a gas lift valve can either be by charged bellows,
which exert force over an effective bellows areas, or spring
force or both. Hence, a pressure greater than the back
pressure exerted by the charged bellows or spring must
be overcome for the valve to open. The most widely used
gas lift valve is the unbalanced single-element bellows-
charged gas lift valve, which consists of a bellows and
dome assembly. Nitrogen is the most commonly used
charge gas for gas-lift valves due to its physical properties
at various temperatures and pressures, the available sup-
ply of nitrogen all over the world, and the affordability
and noncorrosive nature of nitrogen.
Initial injection-gas opening pressure for injection-

pressure operated (IPO) gas lift valves (po) can be calcu-
lated based on the balance of forces between the opening
and closing of the gas lift valves:
Opening Forces = Closing Forces

po Ab−Av +ptAv = pbtAb + St Ab−Av

po Ab−Av =pbtAb + St Ab−Av −ptAv

po =
pbt

Ab−Av

Ab

+St−pt
Av

Ab−Av

po =
pbt

1−
Av

Ab

−pt

Av

Ab

1−
Av

Ab

(11.29)

and the closing pressure of a gas lift valve can be
expressed as:

pvc = 1−
Av

Ab

pbt

1−
Av

Ab

(11.30)

Figure 11.27 Production effect pressure drop when pioD is
significantly higher than pwf.
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where pbt is the pressure in the bellows at operating
temperature (psig), Ab is the area of the bellow (in2), po
is the opening pressure of the gas lift valve with tubing
effect (psig), Av is the area of valve port (in2), and St is
the effective spring tension (psig).
From equation (11.30), if the closing force of the gas lift

valve is by charged bellows only, St becomes zero and the
valve will close at the pressure exerted by the bellows at
operating temperature (pbt).
Since it is unrealistic to set each gas lift valve at its well

operating temperature, the test-rack opening or closing
pressure is set at a standard base temperature. Bellows
are charged at a standard condition of 40 F. The relation-
ship between pbt and pb is expressed as:

pbt = pb ×
ZT

Z60 F

460+Tv

520
(11.31)

where pb is the pressure in the bellows at 60 F (psig), Tv is
the valve unloading or operating temperature ( F), ZT is
the compressibility of the gas in the bellows at valve
unloading or operating temperature T ( F), and Z60 F is
the compressibility of the gas in the bellows at 60 F.

Exercise 11.1 Continuous Gas Lift Design
A well with 3½-inch tubing and a depth of 7,990 ft is

producing from a 40 API reservoir with bottomhole tem-
perature (BHT) of 220 F. The well is loaded with fluid at
0.43 psi/ft static gradient. It is desired to produced 1,305
stb/d of oil with a tubing head pressure (THP) of 60 psia,
wellhead temperature (WHT) of 100 F and reservoir IPR
of pwf (psia) = −0.04qo + 2,048.2. Design a continuous gas
lift system given an available surface injection-gas pres-
sure of 860 psia with casing injection gradient of 0.02
psi/ft, given an assigned valve spacing pressure differential
at valve depth (Δpa) of 50 psia and minimum decrease in
surface operating injection gas pressure between valves
(Δpio) of 15 psia. The deepest valve can be determined
with a 200 psia difference between pioD (operating injec-
tion-gas pressure) and ppfD (flowing production pressure)
at the maximum valve depth (i.e. pD =200 psia).

Solution Steps.
Step 1: depth of unloading gas lift valves:
(i) Determine pwf for the target rate using the IPR

equation given.
(ii) Determine the fluid level in the well using

equation (11.12).
(iii) Determine the deepest gas lift valve using

equation (11.15).
(iv) Determine the flowing tubing gradient using

equation (11.18).
(v) Calculate the depth of the first gas lift valve using

equation (11.19), the depth of the second using equation
(11.22), the depth of the third using equation (11.23), the

depth of the fourth using equation (11.24), and of the
others using the generalized equation for the nth valve
defined by equation (11.25). The depth of the valves
can also be solved graphically.
Step 2: determine the unloading and operating valve
temperatures using equation (11.27):

Solution.
pwf for the target rate of 1,305 stb/d of oil:

pwf = −0.04qo + 2,048.2
pwf = −0.04 × 1,305 + 2,048.2 = 1,966 psia

Fluid level (Dfl) using equation (11.12):

Dfl =Dw−
pbhp
Gs

where pbhp = pwf

Dfl = 7,990−
1,996
0 43

= 3,348.14 ft

The deepest gas lift valve using equation (11.15):

Dv_max =
poi−pD−pwf +GsDw

Gs−Gg

Dv_max =
860−200−1,996 + 0 43× 7,990

0 43−0 02
= 5,121.22ft

Calculating flowing tubing gradient using equa-
tion (11.18):

Gf =
Gs Dv−Dfl −pwhu

Dv

Gf =
0 43 5,121.22−3,348.14 −60

5,121.22
= 0 1371= 0 14psi/ft

The depth of the first unloading gas lift valve using
equation (11.19):

D1 =
pko−Δpa−pwhu

Gs

Available kick-off pressure (pko) is the operating injection
pressure at the surface (poi):

D1 =
860−50−60

0 43
= 1,744.186 ft

The depth of the second unloading gas lift valve using
equation (11.22), D2:

D3 =
pio−Δpa−2Δpio +D2 Gs−Gf −pwhu

Gs−Gg

D2 =
860−50−15+ 1,744.186 0 43−0 1371 −60

0 43−0 02

= 3,038.46ft

PRODUCTION SYSTEM ANALYSIS 411



The depth of the third unloading gas lift valve using
equation (11.23), D3:

D3 =
pio−2Δpio +D2 Gs−Gf −pwhu

Gs−Gg

D3 =
860−50−2× 15+ 3,038.46 0 43−0 1371 −60

0 43−0 02

= 3,926.30ft

The depth of the fourth unloading gas lift valve using
equation (11.24), D4:

D4 =
pio−Δpa−3Δpio +D3 Gs−Gf −pwhu

Gs−Gg

D4 =
860−50−3× 15+ 3,926.30 0 43−0 1371 −60

0 43−0 02

= 4,523.85ft

The depth of the fifth unloading gas lift valve using
equation (11.25), D5:

D5 =
pio−Δpa−4Δpio +D4 Gs−Gf −pwhu

Gs−Gg

D5 =
860−50−4× 15+ 4,523.85 0 43−0 1371 −60

0 43−0 02

= 4917 07ft

The depth of the sixth unloading gas lift valve using
equation (11.25), D6:

D6 =
pio−Δpa−5Δpio +D5 Gs−Gf −pwhu

Gs−Gg

D6 =
860−50−5× 15+ 4914 07 0 43−0 1371 −60

0 43−0 02

= 5156 19ft

D6 is deeper than calculated maximum gas lift valve,
which is Dv_max = 5121.22 ft
Hence, D6 placed at Dv_max will be the deepest gas lift

valve, which would be at 5121.22 ft
Calculating unloading and operating valve tempera-

tures using equation (11.27):
At D1:

TuvD =Twhu +D1
Tw−Twhu

Dw

TuvD = 100+ 1,744.19
220−100
7,990

= 126 20∘F

At D2:

TuvD2 =Twhu +D2
Tw−Twhu

Dw

TuvD2 = 100+ 3,038.46
220−100
7,990

= 145 63∘F

The unloading temperature of the valves at D3, D4, and
D5, and the operating temperature at D6, are calculated
with a similar approach. Table 11.2 shows a summary
of the gas lift valve depths and unloading /operating
temperatures.
Fig. 11.28 shows a graphical representation of the depth

of the gas lift valves and unloading temperatures.
Opening and closing valve pressure can then be deter-

mined using equations (11.29) and (11.30).

11.5. FLOW ASSURANCE

Flow assurance involves identification, prediction, and
mitigation of risk to flow of reservoir fluid through the
wellbore, flow lines, and facilities.
Physicochemical changes to produced fluids may occur

due to changes in temperature and pressure as they flow
from the reservoir through the wellbore, flow lines, and
facilities. These physicochemical changes can result in com-
plex formation and deposition of substances, which can
increase the risk to the flow of reservoir fluids. Physico-
chemical changes associated with depositions and blockage
of wellbore, flow lines, and surface facilities include: gas
hydrate formation, wax deposition, scale formation and
deposition, and paraffin/asphaltene deposition.

11.5.1. Gas Hydrates

Gas Hydrates (also known as Clathrate hydrates) are
meta-stable ice-like solid compounds that are formed
from mixtures of water and suitably sized gas molecules
at temperatures greater than that of pure ice. Gas hydrates

Table 11.2 Depth of the Gas Lift Valves and Unloading
Temperatures.

n (Valve
number)

Gas lift valve
depth (ft)

Valve
temperature ( F)

1 1,744.19 126.20
2 3,038.46 145.63
3 3,926.30 158.97
4 4,523.85 167.94
5 4,914.07 173.80
6 5,121.22 176.91
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are generally considered as compounds because they have
a fixed composition. However, bonding in hydrates is not
due to covalent bonding but rather weak van der Waals
attraction forces.
When water (host molecule) hydrogen bonds (attractive

interaction between polar molecules), lattice structures are
created with several interstitial cavities occupied by gas
molecules (guest). When the minimum number of cavities
required to form a stable crystalline solid is filled, hydrates
are formed. This can occur even at temperatures far above
freezing point of water [Bradley, 1987]. Hydrate crystal
structures can be characterized by lattice parameters or con-
stants a, b, and c, which are physical dimensions of a unit
cell in a crystal lattice in units of angstroms (Å).

11.5.1.1. Types of Hydrates.Water forms three types of
hydrates – types I, II and H –where hydrate types I and II
are most common. Both type I and II can exist as small
and large cavities. The size distribution of the cavities
within a hydrate and their numbers determines the
hydrate type and amount of gas (guest) molecules that
can be held by the water molecule (host). There is a min-
imum of cavities that must be filled for a stable hydrate to
be formed.
The unit cell of Type I is a 12 Å cube and consists of

46 water molecules forming small and large cages. Carbon
dioxide (CO2) and methane (CH4) are typical guests in
type I hydrates, forming carbon dioxide clathrate and
methane clathrate, respectively.

The unit cell of type II is a 17.3 Å cube and consists
of 136 water molecules forming small and large cages.
Oxygen (O2) and nitrogen (N2) are considered the gases
responsible for the formation of type II hydrates.
The unit cell of Type H is an hexagonal lattice with

parameters a = 12.26 Å and c = 10.17 Å, and consists of
34 water molecules, forming two small and one large cage.
Large cavities in type H hydrates allows the structure to
accommodate larger molecules such as butane, with help
from gases to fill and support the remaining cavities [Uda-
chin et al., 1997; Ripmeester et al., 1987].

11.5.1.2. Hydrate Formation. Hydrate formation can
be due to a decrease in temperature or increase in pressure
in flow lines and facilities with natural gas and water.
Also, sudden expansion of fluid with natural gas and
water through constrictions such as chokes, orifices, and
back-pressure regulators can cause hydrate formation
[Bradley, 1987].
Hydrates can cause serious flow assurance problems in

subsea flow lines and risers in offshore fields. Hydrate
blockage in production systems can be removed by direct
injection of hydrate inhibitors, such as methanol, where
the blockage is close to the injection point. Where the
blockage is inaccessible from the injection point, coil
tubing can be used to access the blockage location then
methanol pumped through to dissociate the hydrate.
Coiled tubing can reach lengths as far as 14,000 ft or more
for remediation operations. Other options for hydrate

Figure 11.28 Graphical representation of the continuous gas lift design for Exercise 11.1.
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blockage remediation include heating, depressurization,
and mechanical removal using coil tubing or pigging in
a partial blockage. The use of heating, though fast and
effective, can create safety problems, such as flow line rup-
ture due to the release of trapped gas within the hydrate
plug at high pressure.

11.5.1.3. Hydrate Prediction. Hydrate Condition
Correlation Chart
Katz [1945] presented a chart that relates hydrate for-

mation pressure as a function of temperature for sweet
gas of varying gas gravity (Fig. 11.29). The limitation
of this method is its inability to handle sour gas (gas with
H2S). Similar charts for the same purpose by various
authors have been published.
Vapor–Solid Equilibrium Method
This approach involves treating hydrate formation as a

vapor–solid equilibrium relationship where phase distri-
bution is determined by a phase equilibrium constant sim-
ilar to that in the vapor–liquid equilibrium situation in
Chapter 3 (3.4.4.1). The approach involves using charts
or empirical correlations to predict equilibrium constants
(K values), which are then used to calculate hydrate for-
mation conditions in an approach similar to that of dew
point calculation in Chapter 3 (3.4.4.1).

Ki,v−s =
yi
xi

(11.32)

where Ki,V-S is the vapor–solid equilibrium values of
component I, yi is the mole fraction of component i in

the vapor phase, and xi is the mole fraction of component
i in the solid phase.
The criteria for solid formation are thus defined in

a similar way to dew point condition discussed in
Chapter 3 (3.4.4.1) which is:

n

i = 1

yi
Ki,v−s

= 1 (11.33)

Van der Waals and Platteeuw Hydrate Model
This model relates the chemical potential of water in

hydrate to the number of cavities of a particular type per
water molecule in the basic lattice, and the probability that
the cavity of the given hydrate type is occupied by a gas
molecule of a given type [Van der Waals and Plat-
teeuw, 1959]:

μwH = μwMT +RT
i

nci ln 1−
i

yji (11.34)

where

yji =
Cjif j

1 +

k

Ckifk
, the Langmuir adsorption theory for

determining yji [Bradley, 1987].
μwH is the chemical potential of water in filled hydrate,

μwMT is the chemical potential of water in empty hydrate,
nci is the number of cavities of type i per water molecule in
the basic lattice, yji is the fractional occupancy of type i
cavity by type j molecule (which is the probability that
cavity of type i is occupied by a gas molecule of type j),
Cji is the Langmuir constant for molecule j in cavity of
type I, fj and fk are fugacity of j and k in the gas phase.

Exercise 11.2 Hydrate Envelope
Hydrate formation can be described as a vapor–solid

equilibrium relationship. For a hydrocarbon without
hydrogen sulfide (H2S) and at a temperature above
32 F, Poettmann et al. [1989] described an equation that
can be used to calculate the vapor–solid equilibrium con-
stant of a constituent, except for carbon dioxide (CO2) for
type II hydrate expressed as:

ln K =A+B×SG+CT+
D
P
+

E

P2 +F
P

1,000

2

+
G
SG

+H
P

1,000

3

+ I× SG×P+ J ln P +LP+M/T

(11.35)

The parameters for the K values are defined in
Table 11.3.
Generate a type II hydrate formation envelope for an

operating pressure between 100 and 1,000 psia given theFigure 11.29 Hydrate formation conditions in natural gas
[Adapted from Katz, 1945].
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Table 11.3 Constants for Vapor–Solid Equilibrium K Values for Different Gas Constituents [Adapted from Poettmann, Sloan, Mann & McClure, 1989].

Component A B C D E F G H I J L M

C1 −3.8862 −2.6891 0.016296 1.098 555.2 −0.01637 −0.25993 0.00089 1.3690E−04 −0.33731 0 0
C2 −48.4314 0.4489 0.116384 155.33 −985.5 0.18459 −1.32568 −0.03029 −2.6145E−04 −1.48522 0 0
C3 −46.0752 0.4199 0.120725 −135.638 0 −0.30192 −1.4989 0.01152 3.7850E−05 −2.70863 0.0020863 0
n-C4 −48.23 0.0354 0.107702 351.28 −19,245 0.25439 −1.9692 −0.05415 3.0153E−04 −0.82554 0 0
i-C4 −54.626 0.1238 0.115242 338.11 −18,643 0.24466 −1.889 −0.05132 2.2811E−04 −0.87306 0 0
N2 9.5205 −2.2112 0 −11.86 1,765.3 −0.02781 0.08466 0.00759 −2.50E−04 −0.29777 0 −2,494.9



gas specific gravity (SG) as 0.67 and composition shown
in Table 11.4.

Solution Steps.
Step 1: set Σyi/ki,v-s to 1 by changing temperature (T)
and keeping pressure (p) constant (operating pressure
condition). Calculated temperature (T) is hydrate
formation temperature in R at given operating pres-
sure (p).

Step 2: convert temperature from R to F.
Step 3: repeat calculation for different values of pres-
sure (p).

Step 4: generate table of pressure (p) against tempera-
ture (T). The plot of calculated pressure against
temperature is the type II hydrate formation
envelope.

Solution.
The goal seek solution of hydrate formation tempera-

ture at 100 psia is shown in Table 11.5.
The hydrate formation envelope for Exercise 11.2 was

created by repeating hydrate formation temperature
determination at different pressures (Fig. 11.30).

11.5.1.4. Hydrate Prevention and Inhibitors. Ways of
preventing hydrate formation include: keeping the pro-
duction stream temperature above the hydrate formation
temperature for a given pressure or reducing the pressure
below the hydrate formation pressure for a given temper-
ature; drying the gas stream, hence reducing the dew point
of water vapor in the gas flow below the operating temper-
ature; and use of hydrate inhibitors such as ethylene glycol
(EG), diethylene glycol (DEG), triethylene glycol (TEG),
glycols, and methanol.
The most common inhibitor is EG, also called mono-

ethylene glycol (MEG), due to its effectiveness compared
with other glycols, lower cost, lower solubility with liquid
hydrocarbons, and lower viscosity. Although methanol is
the most effective hydrate inhibitor amongst alcohols
and glycols (highest temperature shift or hydrate suppres-
sion per unit weight), it is not as commonly used as MEG
due to safety issues. Also, recovery of methanol by distilla-
tion is not as easy and cheap compared with other inhibi-
tors like MEG. Glycols and methanol are generally
referred to as thermodynamic inhibitors and prevent
hydrate formation by suppressing the hydrate formation
temperature.
Ammonia has been considered as an hydrate inhibitor

as it is more than twice as effective as methanol. However,
ammonia can create another problem – blockage due to
the reaction of ammonia with carbon dioxide to form car-
bonate, bicarbonate, and carbamate.
Relying on conservation of heat from produced reser-

voir fluid to keep the system above the hydrate formation
temperature may only be viable during steady state pro-
duction. In conditions such as low production rates, long
subsea flow lines and risers, startups and shutdown, the
temperature of the system and fluid in flow lines can fall
below the hydrate formation region. During startup,
hydrate prevention can be achieved through electrical
heating of flow lines or hot dead oil circulation, use of
hydrate inhibitors, or fast startup to overtake hydrate
formation. During shutdown, hydrate prevention can be

Table 11.5 Goal Seek Solution of Hydrate Formation
Temperature at 100 psia.

SG = 0.67
P = 100 psia
T = 504.758 R
T = 44.758 F

Component mol fraction (yi) Kiv−s yi/Kiv−s

C1 0.548 1.9578 0.280
C2 0.160 25.4277 0.006
C3 0.121 0.4887 0.248
n-C4 0.089 2.7935 0.032
i-C4 0.081 0.1865 0.434
N2 0.001 6.6342 0.000

yi/Kiv−s = 1.000

Figure 11.30 Hydrate formation envelope for Exercise 11.2.

Table 11.4 Composition of
Natural Gas.

Component Mole fraction

C1 0.548
C2 0.160
C3 0.121
n-C4 0.089
i-C4 0.081
N2 0.001
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achieved through the use of inhibitors, blowing down of
subsea systems to pressures outside hydrate formation
region, use of hot dead oil or hydrate inhibitors. For
export pipelines, hydrate prevention can be achieved
through removal of water from production fluid before
transporting for export. For gas production, the use of
heat conservation from reservoir fluid is more challenging
and, hence, continuous injection of hydrate inhibitors is
common for hydrate mitigating in gas production.
The Hammerschmidt equation [Hammerschmidt, 1939]

is a common empirical relationship used in determining
the required concentration of an inhibitor, in an aqueous
solution, for suppressing the hydrate formation tempera-
ture by a given amount (ΔT); it is expressed as:

ΔT=
KHXI

MW 1−XI
(11.36)

where XI is the weight fraction of inhibitor required to
prevent hydrate formation, KH is the inhibitor K-value,
ΔT is the reduction in hydrate formation temperature
due to addition of the inhibitor ( F), and MW is the
molecular weight of the inhibitor.
Equation (11.36) can be rearranged to make the weight

fraction of inhibitor required to suppress hydrate by ΔT
the subject of the formula:

XI =
ΔTMW

KH +ΔTMW
(11.37)

Values for KH, which are dependent on the inhibitors,
are shown in Table 11.6.
At very high concentrations, the reduction in hydrate

formation temperature (ΔT) using the Hammerschmidt
becomes less accurate. For methanol above 25-wt% and
glycols above 70-wt%, the Nielsen–Bucklin equation
[Nielsen and Bucklin, 1983] yields a more accurate rela-
tionship between inhibitor concentration and reduction
in hydrate formation temperature. It is expressed as:

ΔT= −129 6 ln xw (11.38)

where xw in theNielsen–Bucklin equation is the mole frac-
tion of water.
With a calculated XI using equation (11.37) or (11.38),

the mass flow rate of water (mw) in the flow line or

production system required to bring aqueous hydrate
inhibitor of mass flow rate of mAq and concentration
Xo wt/wt to XI can be determined from the mass balance
as illustrated in Fig. 11.31.
From Fig. 11.31:

XI =
mAqXo

mAq +mw
(11.39)

Making mAq the subject of the formula in equa-
tion (11.39):

mAq =
mwXI

Xo−XI
(11.40)

Equation (11.40) defines the relationship between the
mass flow rate of aqueous hydrate inhibitor andmass flow
rate of water in the production system.

Exercise 11.3 Hydrate Suppression
1. Asses risk for hydrate formation in a flow line on a

seabed at 8.8 C (47.84 F) with expected flowing pressure
of 700 psia during well startup for the fluid sample in
Exercise 11.2.
2. Determine the relationship between volumetric water

production rate and volumetric flow rate of 80-wt%MEG
required to prevent hydrate formation given the proper-
ties of MEG in Table 11.6.
The density of water and MEG at stock tank condition

are 1,000 and 1,115 kg/m3, respectively.
3. Determine the amount of 80-wt% MEG in stb/d

required to suppress hydrate for 500 stb/d of water in flow
line.

Solution.
1. Hydrate formation temperature at 700 psia is 69.4 F

(20.8 C) and operating condition (47.84 F, 700 psia) is on
the hydrate part of envelope. Hence, there is risk of
hydrate formation (Fig. 11.32).
2. Calculating temperature shift required to suppress

hydrate formation:

ΔT = Thydrate – Toperation

ΔT = 69 4− 47 8 = 21 6 F

Table 11.6 KH values for Different Inhibitors [Adapted from
Hammerschmidt, 1939].

Inhibitor Molecular weight KH value

Methanol 32 2,335
Mono ethylene glycol 62.07 2,700
Diethylene glycol 106.12 4,000
Triethylene glycol 150.17 5,400

Figure 11.31 Hydrate inhibitor mass balance during injection.
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Calculating mass concentration of MEG required to
suppress hydrate for given conditions equation (11.37):

XI =
ΔTMW

KH +ΔTMW

XI =
21 6× 62 07

2700+ 21 6× 62 07
= 0 3318

XI = 0.3318 wt/wt
Substituting XI and Xo into equation (11.40):

mAq =
mw0 3318
0 8−0 3318

mAq = 0 7087 mw (11.41)

Substituting mAq =qAqρAq and mw =qwρw into equa-
tion (11.41), where qAq and qw are the volumetric flow
rates of aqueous hydrate inhibitor and water, respectively,
at a given condition, and ρAq and ρw are the density of
aqueous hydrate inhibitor and water, respectively, at a
given condition:

qAqρAq = 0 7087 qwρw

Making qAq the subject of the formula

qAq = 0 7087 qw
ρw
ρAq

(11.42)

density of aqueous hydrate inhibitor can be determined
using equation (11.43):

ρAq =
1

XI

ρI
+

1−XI

ρw

(11.43)

where ρI is the density of the hydrate inhibitor (100%
hydrate inhibitor).

Substituting XI, ρI, and ρw into equation (11.43):

ρAq =
1

0 8
1115

+
1−0 8
1,000

= 1089 93kg/m3

ρAq = 1089 93kg/m3

Substituting ρAq calculated and ρw given into equa-
tion (11.42):

qAq = 0 7087 qw
1,000

1,089.93

qAq = 0 649 qw (11.44)

where qAq and qw are stock tank volumetric flow rates in
consistent units.
Equation (11.44) can be displayed graphically by mak-

ing a plot of qAq against qw, as shown in Fig. 11.33.
As shown in Fig. 11.33, the amount of thermodynamic

hydrate inhibitors, such as glycols, increases with an
increase in the amount of water in the production stream.
The volume and concentration of hydrate inhibitor
required to suppress hydrate can become high in produc-
tion streams with a high water rate.
3. For 500 stb/d of water in a flow line, the aqueous

MEG injection rate can be determined by substituting
qw = 500 stb/d into equation (11.44):

qAq = 0 649 qw

qAq = 0 649× 500= 324 5 stb/d

11.5.1.5. Low Dosage Hydrate Inhibitors (LDHIs).
LDHIs, which are either kinetic hydrate inhibitors
(KHIs) or anti-agglomerants (AAs), can be used for

Figure 11.32 Hydrate formation temperature for pwf of 700 psia
(Exercise 11.3). Figure 11.33 MEG injection rate required as a function of water

production rate for Exercise 11.3.
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hydrate inhibition in low doses and, as such, low injection
rates compared with thermodynamic inhibitors (glycols
and methanol). The concentration of LDHIs are typically
between 0.1 and 1.0-wt%, compared with thermodynamic
inhibitors which are required in concentrations higher
than 50-wt%. KHIs act by lowering the rate of hydrate
formation, thereby inhibiting hydrate formation over a
given period of time. Anti-agglomerants work by limiting
any hydrate formed to sizes that are submillimeter in size,
thereby hydrate formed is dispersed into the oil or conden-
sate. Anti-agglomerants need liquid hydrocarbon (con-
densate or oil) to enable dispersion of hydrate.

11.5.2. Wax

The wax present in petroleum crudes consists primarily
of paraffin hydrocarbons (C18–C36), known as paraffin
wax, and naphthenic hydrocarbons (C30–C60). Paraffin
waxes have semicrystalline characteristics and inclined
to precipitate from crude oils at and below the thermody-
namic cloud point (the equilibrium solid–liquid tempera-
ture). Naphthenic hydrocarbons are similar to paraffins in
that they are saturated and, therefore, stable.
Asphaltenes, which can be deposited as solid like paraf-

fin wax, are often categorized separately from wax
because they are aromatic and not paraffinic. They are,
however, sometimes grouped as part of wax deposition,
as they are residual oil components that often co-
precipitate with the paraffin waxes.
Wax prevention can be achieved by heating using elec-

trical heaters; dispersants or crystal modifiers. Remedia-
tion of wax deposition can be achieved by mechanical
removal using pigging, hot water or hot water with surfac-
tant, and aromatic solvents.

11.5.2.1. Wax Deposition Prediction. The Pedersen
wax model [Pedersen et al., 1991] assumes that paraffins
and naphthalenes can precipitate as a solid solution. To
use the solid precipitation model, the paraffin, naphtha-
lene, and aromatic (PNA) fractions for each carbon num-
ber are needed. Measured PNA constituents can be used
directly or, where unknown, they can be generated from
correlations that splits components heavier than C6 into
their paraffinic (P), naphthalenic (N), and aromatic (A)
constituents.
The Pedersen wax model involves manipulation of liq-

uid fugacity to solve for solid (wax) phase using the
equation of state models and expressed as:

f Si p,T = fLi p,T

× exp
Δ hf

i

R Tf
i

1−
Tf
i

T
−
Δcpi
R

1−
Tf
i

T
−
Δcpi
R

ln 1−
Tf
i

T

(11.45)

where Δhf
i is the enthalpy of fusion for component i, Δcpi

is heat capacity of fusion i, Tf
i is the melting point temper-

ature of component i, f Si p,T is the fugacity of a pure
component of i in the solid phase, f Li p,T is the fugacity
of a pure component of i in the liquid phase, R is the gas
constant, T is temperature, and p is pressure.
The concept of fugacity for the phase equilibrium calcu-

lation is discussed in Chapter 4 (4.4).
In the manipulation of the model, non-PNA compo-

nents are assigned very high fugacity as they do not form
wax.
A wax model can also be formulated as a liquid–solid

equilibrium relationship in a similar way to hydrate
problem, which was expressed as a gas–solid equilibrium
problem.

11.5.3. Inorganic Scale Deposition

Inorganic scale deposition occurs mostly due to the for-
mation water mixing with different water with incompat-
ible ions, triggering reactions that cause deposition of
inorganic salts such as carbonates and sulfates. Scale dep-
osition causes a reduction in the internal diameter of the
flow line and in the flow rate, finally causing blockage if
remediation actions are not taken.
Water compatibility tests should always be carried out

to evaluate the risk of precipitation of inorganic scale
before water injection in a petroleum reservoir. Labora-
tory analysis should include measurement of inorganic
scale precipitation for different mixing ratios of raw water
to formation water. This analysis is crucial in understand-
ing the potential for inorganic scale deposition, selection
of chemical scale inhibitors, and the required concentra-
tion of inhibitor to prevent scale deposition.

11.5.4. Sand Production and Fines Migration

The mechanical collapse of the formation can lead to
sand grains being produced with the fluid. Where the for-
mation is made of siliceous or clay fines, these may also be
produced with hydrocarbons as fines, which can cause
plugging in the reservoir and wellbore.
Sand production can be managed using downhole com-

pletions, such as sand screens and gravel packing, or sur-
face wellhead desanders to capture produced sand at the
surface. Wellhead desanders can be used to complement
downhole sand control in the case of completion failure.
Desanders can be used during workover, well test, or con-
tinuous operations. Sand production creates problems
such as erosion, sand accumulation in equipment, and col-
lapse of formation due to the creation of voids that make
the formation lose its integrity.
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11.5.5. Corrosion

Corrosion in tubing and producing facilities can be
aggravated by the presence of corrosive constituents in
reservoir fluid, such as hydrogen sulfide (H2S) and carbon
dioxide (CO2). Chloride ions in produced water and oxy-
gen in injected water can also aid corrosion of tubing, flow
lines, and surface facilities. Corrosion, where unchecked,
can lead to total equipment failure, loss of fluid, and, pos-
sibly, risk to the life of personnel. Corrosion inhibitors
absorbed on the metal surface to form a protective film
can be used in highly corrosive fluid to reduce corrosion
rate. Corrosion inhibitors can be introduced into flow
lines via capillary tubes or tubing displacement methods.
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12

Reservoir Material Balance

12.1. MATERIAL BALANCE

Material balance techniques for reservoir performance
prediction involve using cumulative reservoir fluid with-
drawal and/or injection with average reservoir pressure
to model and predict reservoir performance with or with-
out a geological model. Material balance techniques are
useful for reserve calculation, reservoir drive mechanisms
characterization, and production forecasting.
Though material balance was originally formulated for

primary producing, its application has been extended to
secondary production, where water and/or gas is injected
to energize the reservoir.

12.1.1. Material Balance as Solution to Inverse Problem

Material balance, like all reservoir characterization
techniques, such as well testing and core analysis, uses
inversion processes (inverse problem) to determine a sys-
temmodel. In well test analysis (Chapter 8 (8.5)), a system
model is a well test interpretation model. In special core
analysis (Chapter 2 (2.6)), system models include relative
permeability and capillary pressure models.
The solution of inverse problems involves defining a

system model using the response of the system. In inverse
problems, more than one model that matches the system
response can be derived. Inverse problems can be ill-posed
with nonunique solutions. In material balance, more
than one reservoir model (combination of gas cap, oil,
and aquifer model) can be used to match a given
production history (average pressure and cumulative
fluid production).
The response of a reservoir model to a given cumulative

volume of oil, gas, and water is a direct problem

(convolution) that gives a unique solution of pressure
response (Fig. 12.1a). Also, prediction of the cumulative
reservoir fluid for a given pressure history is a direct prob-
lem (Fig. 12.1b).
However, defining the reservoir model for a given

cumulative volume of gas, oil, water, and average reser-
voir pressure using material balance techniques can yield
more than one combination of gas cap, oil, and aquifer
parameters, somaking the solution nonunique (Fig. 12.2).
Workflow for material balance calculations, in order to

reduce uncertainty due to nonuniqueness, must include:
• Data preparation processes, which involve checking

that the pressure response is consistent with the cumula-
tive volume reported and removal of outliers.
• Diagnosis, which involves extracting information

about the reservoir model from measured data.
• Defining system model and initial model parameter,

which involves defining a material balance model and a
valid range of model parameters from diagnosis.
• Model consistency check, which involves checking that

the model from diagnosis is consistent with any other
data, information or reservoir model from other charac-
terization methods.
• Forward simulation, which involves using values from

initial model parameters to predict response to check
for consistency and validity of the model.
• Regression, which may be applied to a model to refine

simulation model parameters and improve the match of
model response with a measured response where required.
Fig. 12.3 summarizes workflow reservoir material bal-

ance analysis.
Since material balance in an inverse problem with a

nonunique solution, integration and validation of the
material balance model with other acquired reservoir data

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
Moshood Sanni.
© 2019 American Geophysical Union. Published 2019 by John Wiley & Sons, Inc.
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and properties can reduce uncertainties associated with
nonuniqueness in solution. For example, in an oil reser-
voir with gas cap and aquifer support, more than one
combination of size of gas cap, oil, and aquifer can match
the pressure and cumulative reservoir volume history.
Hence, using combined well logs and geophysical model
to determine the possible range of gas cap size can help
reduce uncertainty in calculated oil in place and aquifer
size from the material balance calculation.

12.2. OIL RESERVOIR MATERIAL
BALANCE (OMB)

The generalized material balance equation that shows
the relationship between reservoir pressure, quantity of

reservoir fluid produced, remaining reservoir fluid, and
reservoir fluid properties was first presented by Schilthuis
[1936].
Consider an oil reservoir with gas cap and aquifer sup-

port with an initial volume of oil in place at standard con-
ditions defined as N, and the ratio of initial hydrocarbon
volume in the gas cap to initial hydrocarbon volume of oil
measured in the reservoir defined as m (Fig. 12.4).
The initial gas cap volume (Gi) at reservoir condition

can be defined as:

Gi =mNBoi (12.1)

and the initial oil and solution gas volume (Noil+soln)
defined as:

Noil + soln =NBoi (12.2)

Figure 12.1 Reservoir simulation as a direct problem (convolution).

Figure 12.2 Material balance as an inverse problem (deconvolution).
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where

N=
Vϕ 1−Swc

Boi
(12.3)

V is net reservoir rock volume, Swc is initial connate water
saturation, Boi is initial oil formation volume factor, and ϕ
is reservoir porosity.
For measured cumulative oil produced at standard con-

dition (Np) and cumulative gas-to-oil production ratio

measured at standard condition (Rp), cumulative oil
and gas produced at reservoir condition (Voil+gas) can
be expressed as:

Voil + gas =Np Bo + Rp−Rs Bg (12.4)

and cumulative water produced at reservoir condition
(Vwater) can be expressed as:

Vwater =WpBw (12.5)

where Bo is oil formation volume factor, Bg is gas forma-
tion volume factor, Rs is solution gas:oil ratio, Wp is
cumulative water produced at surface condition; Bw is for-
mation volume factor for water.
For primary production (Fig. 12.5), the fluid produced

corresponds to the sum of expansion of oil and solution
gas, expansion of gas cap gas, reduction in hydrocarbon
pore volume (HCPV) due to connate water expansion,
and decrease in porosity and water influx as pres-
sure drops.
Expansion of oil = NBo−NBoi =N Bo−Boi .
Expansion of solution gas when the reservoir is below

the the bubble point = NBg Rsi−Rs .
Hence, the oil expansion term ΔVo can be expressed as:

ΔVo =N Bo−Boi +NBg Rsi−Rs

ΔVo =N Bo−Boi +Bg Rsi−Rs (12.6)

where Rsi is the initial solution gas–oil ratio, Boi is initial
oil formation volume factor, and Bgi is initial gas forma-
tion volume factor.
Equation (12.6) can be expressed as:

ΔVo =NEo (12.7)

where

Eo = Bo−Boi + Rsi−Rs Bg (12.8)

Figure 12.3 Workflow of reservoir material balance analysis.

Figure 12.4 Oil reservoir with gas cap and aquifer support at
initial reservoir condition.

Figure 12.5 Oil reservoir after oil, gas, and water production.
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Gas cap expansion without gas production is
expressed as:

ΔVg =Gi
Bg−Bgi

Bgi
=Gi

Bg

Bgi
−1

Substituting Gi from equation (12.1) into the above
equation:

ΔVg =mNBoi
Bg

Bgi
−1 (12.9)

For a slightly compressible system, expansion of connate
water can be expressed as:

ΔVswc =
VHC

1−Swc
cwSwc Δp (12.10)

and change in reservoir volume due to rock compressibil-
ity expressed as:

ΔVf =
VHC

1−Swc
cfΔp (12.11)

where cw is the compressibility of water, cf is the compress-
ibility of the formation, and VHC is the total hydrocarbon
pore volume, which includes the oil and the gas cap.
Hence, connate water expansion and rock compressibil-

ity for Δp pressure change can be defined as:

ΔVfw =ΔVSwc +ΔVf

Substituting equations (12.10) and (12.11) into
the above:

ΔVfw =VHC
cwSwc + cf
1−Swc

Δp (12.12)

From equations (12.1) and (12.2):

VHC =NBoi +mNBoi (12.13)

Substituting equation (12.13) into equation (12.12):

ΔVfw =NBoi 1 +m
cwSwc + cf
1−Swc

Δp (12.14)

The
cwSwc + cf
1−Swc

Δp term in equation (12.14) represents

the combined expansion of connate water and formation
per volume of VHC and is denoted as Ewf:

Efw =
cwSwc + cf
1−Swc

Δp (12.15)

Hence, equation (12.14) can be written as:

ΔVfw =NBoi 1 +m Efw (12.16)

Summing up all the expansion terms from equations
(12.6), (12.9), and (12.14) and including water influx from
the aquifer (We) and equating to cumulative fluid with-
drawal from the reservoir, which is equation (12.4) plus
equation (12.5):

Np Bo + Rp−Rs Bg +WpBw

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+NBoim

Bg

Bgi
−1

+NBoi 1 +m
cwSwc + cf
1−Swc

Δp+We

Np Bo + Rp−Rs Bg +WpBw

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp +We (12.17)

Equation (12.17) is the generalized material balance
equation for oil reservoirs.
When there is gas injection into the gas cap and water

into the aquifer to support or energize the reservoir, the
energy contribution of the injection fluid is accounted
for in the oil reservoir material balance (OMB) equation,
hence becoming:

Np Bo + Rp−Rs Bg +WpBw−WinjBwinj−GinjBginj

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp +We (12.18)

where Winj is the cumulative water injection measured at
the surface, Bwinj is the formation volume factor of
injected water, Ginj is the cumulative gas injection meas-
ured at surface, and Bginj is the formation volume factor of
injected gas.

12.2.1. Oil Material Balance Model Diagnosis

The Campbell plot [Campbell and Campbell, 1978] and
Havlena–Odeh straight-line methods [Havlena and Odeh,
1963] are important oil reservoir material balance diag-
nostic plots that can give a good estimate of oil in place
and energy support to the oil zone from the gas cap and
aquifer.

12.2.1.1. Campbell Plot. From the generalized OMB
equation (equation (12.17)):

Np Bo + Rp−Rs Bg +WpBw

=N Bo−Boi +N Rsi−Rs Bg +NBoim
Bg

Bgi
−1

+NBoi 1 +m
cwSwc + cf
1−Swc

Δp+We

424 PETROLEUM ENGINEERING



Rearranging this:

Np Bo + Rp−Rs Bg +WpBw

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp +We

The above expression can be presented as:

F=NEt +We (12.19)

where

F=Np Bo + Rp−Rs Bg +WpBw (12.20)

and

Et =Boi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp (12.21)

Rearranging equation (12.19):

F
Et

=N+
We

Et
(12.22)

When the reservoir is undergoing volumetric depletion,
then We = 0. Hence, the first term is constant and inde-
pendent of oil produced (Np).
When there is aquifer support, there is extra energy sup-

port and the energy term increases with Np due to this
extra energy. For moderate aquifer support, the energy
contribution from the aquifer dissipates with increased
Np. Hence, the initial energy increase is, subsequently, fol-
lowed by an energy decrease. However, with strong aqui-
fer support, there is no decrease in the energy term.
A Campbell plot [Campbell and Campbell, 1978] can be

used to identify the presence of water influx. The shape of
the plot gives an indication of the strength of the aquifer,
as illustrated in Fig. 12.6.

12.2.1.2. Generalized Havlena–Odeh Diagnostic
Method. This method provides both qualitative and
quantitative diagnosis of the material balance model.

From equation (12.22), a plot of
F
Et

against
We

Et
for a

model with correct gas cap volume and aquifer volume
will yield a straight-line with intercept of N on the vertical
y-axis, as shown in Fig. 12.7.
In order to use the generalized Havlena–Odeh plot for

diagnosis of aquifer and initial aquifer parameter calcula-
tion, it is important that the estimate of initial volume of
gas cap to oil reservoir (m) is known. Combined well log
and geophysical interpretation techniques can provide a

reasonable range of estimate for gas cap size. Diagnosis
of oil reservoir with both gas cap and aquifer is always
challenging without any additional information due to
the nonuniqueness of the material balance solution. How-
ever, when the reservoir has one or two fluid zones only,
diagnostic models can be used easily to estimate the vol-
ume and energy contribution from each reservoir fluid
zone and, hence, reduce the uncertainty in material bal-
ance calculations. Simplified Havlena–Odeh diagnostic
techniques for different reservoir conditions are discussed
in the next sections.

12.2.1.3. Havlena–Odeh Diagnostic Method for Oil
Reservoir Without Gas Cap (m = 0). When the oil reser-
voir has no gas cap (m = 0), the use of Havlena–Odeh
techniques for aquifer and initial oil in place diagnosis
becomes easier than the case of a reservoir with gas cap,
oil, and aquifer.

Figure 12.6 Qualitative and quantitative interpretation of a
Campbell plot[Adapted from Campbell and Campbell, 1978].

Figure 12.7 Generalized Havlena–Odeh diagnostic plot[Based
on concept by Havlena and Odeh, 1963].
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From the Et term in equation (12.21):

Et =Boi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp

When m = 0, equation (12.21) becomes:

Et =Boi
Bo−Boi + Rsi−Rs Bg

Boi
+

cwSwc + cf
1−Swc

Δp

Et = Bo−Boi + Rsi−Rs Bg +Boi
cwSwc + cf
1−Swc

Δp

(12.23)

Substituting
Eo = Bo−Boi + Rsi−Rs Bg from Equation (12.8)

and

Efw =
cwSwc + cf
1−Swc

Δp from equation (12.15), into

equation (12.23):

Et =Eo +BoiEfw

Substituting Et =Eo +BoiEfw into equation (12.19):

F=N Eo +BoiEfw +We (12.24)

Equation (12.24) can be rearranged in various ways for
plotting and diagnosis
Option 1:
Rearranging equation (12.24):

F−We =N Eo +BoiEfw (12.25)

Hence, a plot of F−We against Eo +BoiEfw will yield
a straight-line passing through the origin with the slope of
the plot giving initial oil in place (N), as shown in
Fig. 12.8.
Option 2:
Rearranging equation (12.24):

F
Eo +BoiEfw

=N+
We

Eo +BoiEfw
(12.26)

For option 2, a plot of
F

Eo +BoiEfw
against

We

Eo +BoiEfw
will yield a straight-line passing through

N on the vertical y-axis, as shown in Fig. 12.9.
If connate water expansion and rock compressibility are

assumed insignificant compared to oil expansion, Efw

becomes zero and equation (12.26) reduces to:

F
Eo

=N+
We

Eo
(12.27)

Diagnostic plots are shown in Fig. 12.10.

12.2.1.4. Havlena–OdehDiagnosticMethod for anOil
Reservoir Without Active Aquifer Support (We = 0).
When reservoir has no active aquifer support (We = 0),
similar to the case in Section 12.2.1.3, use of Havlena–
Odeh techniques for gas cap and initial oil in place diag-
nosis becomes easier than the case with gas cap, oil, and
aquifer.
From equation (12.21):

Et =Boi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp

Figure 12.8 Havlena–Odeh diagnostic plot for a reservoir with
m = 0 (option 1)[Based on concept by Havlena and
Odeh, 1963].

Figure 12.9 Havlena–Odeh diagnostic plot for a reservoir with
m = 0 (option 2)[Based on concept by Havlena and
Odeh, 1963].
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Neglecting connate water expansion and rock
compressibility:

Efw =
cwSwc + cf
1−Swc

Δp= 0

and Et becomes:

Et =Boi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

Et = Bo−Boi + Rsi−Rs Bg +Boim
Bg

Bgi
−1

Expressing Et as:

Et =Eo +mEg (12.28)

where Eo = Bo−Boi + Rsi−Rs Bg and Eg =Boi

Bg

Bgi
−1

e
Substituting Et =Eo +mEg into equation (12.19):

F=NEo +NmEg +We

and making We = 0 (absence of active aquifer support):

F=NEo +NmEg

F=N Eo +mEg (12.29)

Hence, a plot of F against Eo +mEg will yield a straight-
line passing through the origin with the slope of the plot
giving initial oil in place (N) for the correct value of m
as shown in Fig. 12.11.

12.2.2. Oil Material Balance Below Bubble
Point Pressure

Below the bubble point pressure, the prediction of Np

for a given pressure depends on fluid properties and the

relative permeabilities of the phases present. The material
balance approach towards oil reservoir performance pre-
diction below the bubble point pressue was described by
Schilthuis [1936)].
For the case without water production and aquifer

water encroachment, the material balance equation from
equation (12.17) becomes:

Np Bo + Rp−Rs Bg =NBoi
Bo−Boi + Rsi−Rs Bg

Boi

+m
Bg

Bgi
−1 + 1+m

cwSwc + cf
1−Swc

Δp

Neglecting water and the rock expansion factor, since this
is small compared to expansion of solution gas:

Np Bo + Rp−Rs Bg =NBoi
Bo−Boi + Rsi−Rs Bg

Boi

+m
Bg

Bgi
−1

Np Bo−RsBg +NpRpBg

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg−Bgi

Bgi

Substituting Gp =NpRp:

Np Bo−RsBg +GpBg =NBoi
Bo−Boi + Rsi−Rs Bg

Boi

+m
Bg−Bgi

Bgi

Np Bo−RsBg +GpBg =N Bo−Boi + Rsi−Rs Bg

+
mNBoi

Bgi
Bg−Bgi

(12.30)

Figure 12.10 Havlena–Odeh diagnostic plot for a reservoir with
m = 0 and Ewf = 0[Based on concept by Havlena and
Odeh, 1963].

Figure 12.11 Havlena–Odeh diagnostic plot for reservoir with
We = 0[Based on concept by Havlena and Odeh, 1963].
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From equation (12.1):

Gi = mNBoi

where Gi is the initial free gas at reservoir conditions.
Hence, the initial free gas at surface conditions (G) can

be defined as:

G=
Gi

Bgi
=

mNBoi

Bgi
(12.31)

Substituting G=
mNBoi

Bgi
from equation (12.31) into

equation (12.30)

Np Bo−RsBg +GpBg =N Bo−Boi + Rsi−Rs Bg

+G Bg−Bgi

Making Np the subject of the formula:

Np =
N Bo−Boi + Rsi−Rs Bg +G Bg−Bgi −GpBg

Bo−RsBg

(12.32)

For prediction, the initial reservoir pressure and fluid
properties at the initial reservoir pressure (Boi; Bgi; Rsi)
should be known. At each prediction time step defined
by an average reservoir pressure, other fluid properties
(Bo, Bg, and Rs) can be determined.
The cumulative gas production can be deter-

mined using:

Gp = RNp (12.33)

and also

Gp =RpNp (12.34)

where R is the instantaneous producing gas–oil ratio
(GOR) and Rp is the cumulative production gas–oil ratio.
In order to predict Np, the following steps can be used.
Step 1: for reservoir pressure of interest, guess a value
of Gp

Step 2: determine oil saturation (So) using:

So =
oil volume
pore volume

=
N−Np Bo

NBoi

1−Swc

Rearranging:

So = 1−
Np

N
Bo

Boi
1−Swc (12.35)

Step 3: for So calculated, determine the relative perme-
ability of oil and gas, and then the relative permeabil-

ity ratio of gas to oil,
krg
kro

, using the relative

permeability model (relative permeability against

saturation). The relative permeability ratio deter-
mined, together with the viscosity ratio and forma-
tion volume factor ratio, is then used in calculating
instantaneous producing gas–oil ratio at the end of
the time step of interest, which corresponds to the
start of the next time step, as shown in equa-
tion (12.36):

R=Rs +
Bo

Bg

μo
μg

krg
kro

(12.36)

Gp is then calculated using equation (12.34):

Gp =RpNp

where Np is defined in equation (12.32).
Step 4: where Gp from equations (12.33) and (12.34) are
equal, then the guessed value of Gp is correct and,
also, Np calculated.

Where the value of Gp from equations (12.33) and
(12.34) are not equal, another Gp is tried until Gp

from equations (12.33) and (12.34) are equal.
Step 5: after solving for a given time step defined by an
average reservoir pressure, the same process is
repeated for the next time step.

The assumptions generally made in the application of
this approach to reservoir performance prediction
include: uniform reservoir and fluid properties; equilib-
rium is attained in the reservoir at the end of each time
step; and absence of gravity segregation.
Other variations of the Schilthuis approached

described here exist in the literature. Fig. 12.12 shows
a typical producing gas–oil ratio against average
reservoir pressure profile for a solution gas driven oil
reservoir.

Figure 12.12 Typical producing gas–oil ratio profile for a
solution gas driven oil reservoir.
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12.2.3. Oil Material Balance Drive Index–Energy Plot

More than one drive mechanism is involved in a
producing reservoir (Fig. 12.13). Hence, it is very
important to understand the contribution of energy
(drive mechanism) to the reservoir and field, and how
best to use the existing energy in the reservoir and
support the reservoir with more energy to achieve
optimum production. Oil reservoir drive energy can
be grouped as:
• Depletion drive, which is due to oil and solution

expansion. Depletion drive derives its name from
drive mechanism in the reservoir during depletion with-
out any other drive or support. Overall reservoir deli-
verability will mainly be due to expansion of
dissolved gas and liquid oil when the reservoir pressure
drops.
• Segregating gas-cap drive (also called primary gas-cap

drive or free gas drive), which is due to expansion of the
segregated gas zone. A complex form of gas-cap drive
called nonsegregation-drive gas caps, which is based on
diffusion, can also take place.
• Compaction drive, which is due to contraction of

porous rock and expansion of the pore fluids when the
pressure drops in the reservoir.
• Water drive, which is due to the combined effect

of natural aquifer and injected water. Typical recover-
ies for different drive mechanisms are shown in
Table 12.1.

From the generalized oil material balance equation
(equation (12.17)):

Np Bo + Rp−Rs Bg =
NBoi Bo−Boi + Rsi−Rs Bg

Boi

+NBoim
Bg

Bgi
−1 +NBoi 1 +m

cwSwc + cf
1−Swc

Δp

+ We−WpBw

1=
N Bo−Boi + Rsi−Rs Bg

Np Bo + Rp−Rs Bg
+

NBoim
Bg

Bgi
−1

Np Bo + Rp−Rs Bg

+
NBoi 1 +m

cwSwc + cf
1−Swc

Δp

Np Bo + Rp−Rs Bg
+

We−WpBw

Np Bo + Rp−Rs Bg

1=
N Bo−Boi + Rsi−Rs Bg

Np Bo + Rp−Rs Bg
+

NBoim
Bg

Bgi
−1

Np Bo + Rp−Rs Bg

Depletion

Drive Index
+
Segregation

Drive Index

+
NBoi 1 +m

cwSwc + cf
1−Swc

Δp

Np Bo + Rp−Rs Bg
+

We−WpBw

Np Bo + Rp−Rs Bg

+
Compaction

Drive Index
+
WaterDrive

Index

(12.37)

Components on the right-hand side of equation (12.37)
define the drive index or energy components as a fraction
of 1.
Though in most reservoirs compaction drive rarely con-

tributes more than 5%, some reservoirs have shown signif-
icant compaction drive contribution to oil recovery. In the
Bachaquero field in Venezuela, compaction contributes
over 50% recovery; in the Valhall reservoir in the Norwe-
gian sector of the North Sea, compaction contributes
over 70%.

Exercise 12.1 Oil Material Balance Calculation for a
Model Without a Gas Cap and Aquifer
A reservoir with initial pressure of 5,200 psia and temper-

ature of 123 F has the following properties: ϕ = 0.2; Swc =
0.15; cf = 3.50 E-06 psi−1; and cw = 7.00E-06 psi−1. An oil
sample recovered from the reservoir has an API of 30 ;
solution gas–oil ratio of 800 scf/stb, and gas gravity of
0.8. The production history and fluid properties required
for thematerial balancecalculationare shown inTable12.2.
Formation testing, openhole logs, and geophysical and

geological interpretations suggest the absence of a gas cap
and active aquifer.

Figure 12.13 Oil reservoir showing different energy drives.

Table 12.1 Typical Recoveries for Different Drive Mechanisms.

Drive mechanism Recovery of original oil (%)

Depletion drive 5–25
Segregated gas-cap drive 15–40
Compaction drive 2–5
Water drive 15–60
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Using the workflow in Fig. 12.3, determine the primary
drive mechanism and initial oil in place.

Solution Steps.

Step 1: data preparation.
This involve a quality check of all data supplied.

Verification of average pressure is important, as this
is often not correctly determined. Also, fluid data
should be examined for consistencies. Fluid proper-
ties quality check is discussed in Chapter 4 (4.3).

Step 2: data diagnosis.
Using equations (12.20), (12.21) and (12.22), cre-

ate a table of
F
Et
, then create a Campbell plot

(
F
Et

against Np) (Table 12.3). Inspect if there is addi-

tional energy support (gas cap or aquifer) and deter-
mine N from the Campbell plot (Fig. 12.14).

If the system has an aquifer, following aquifer
identification using a Campbell plot, the generalized
Havlena–Odeh diagnostic plot should be used to con-
firm N and determine aquifer size before forward
simulation.

Step 3: define material balance model and initial model
parameters based on diagnostic plots.

Based on the diagnosis, the reservoir model is
possibly an oil reservoir with no active aquifer or
gas cap.

Step 4: model consistency checks.
This generally involves checking that the

model from diagnosis is consistent with any
other data, information or reservoir model from
other characterization method. In this case, forma-
tion testing, geophysical interpretation, and
openhole logs suggest the absence of a gas cap and
active aquifer. Hence, the material balance model is
consistent with available data.

Table 12.2 Production History and Fluid Properties for Exercise 12.1.

Date pAvg Np Gp Bo Rs Bg Rp

(dd/mm/yyyy) (psia) (MMSTB) (Bscf ) rb/stb (Mscf/stb) (rb/Mscf ) (Mscf/stb)

01/01/2003 5,200 0.00 0.00 1.376 0.800 0.545 0.800
02/04/2003 3,940.89 3.89 3.11 1.389 0.800 0.613 0.800
02/07/2003 3,512.38 6.07 4.85 1.364 0.747 0.651 0.800
01/10/2003 3,322.18 7.74 6.17 1.336 0.696 0.673 0.798
31/12/2003 3,178.82 9.22 7.51 1.316 0.658 0.692 0.814
31/03/2004 3,058.58 10.57 8.98 1.299 0.627 0.709 0.850
30/06/2004 2,952.1 11.79 10.63 1.285 0.600 0.727 0.901
29/09/2004 2,854.95 12.90 12.47 1.272 0.576 0.745 0.966
29/12/2004 2,764.87 13.91 14.50 1.261 0.554 0.763 1.042
30/03/2005 2,680.77 14.83 16.70 1.250 0.533 0.781 1.126
29/06/2005 2,602.16 15.65 19.04 1.241 0.515 0.800 1.216
28/09/2005 2,528.94 16.39 21.47 1.232 0.497 0.820 1.310
28/12/2005 2,461.18 17.05 23.94 1.224 0.482 0.839 1.404
29/03/2006 2,399.03 17.62 26.40 1.216 0.467 0.858 1.498
28/06/2006 2,342.59 18.13 28.79 1.210 0.455 0.877 1.588
27/09/2006 2,291.91 18.56 31.07 1.204 0.443 0.895 1.674
27/12/2006 2,246.93 18.94 33.20 1.199 0.433 0.912 1.753
28/03/2007 2,207.46 19.26 35.14 1.195 0.424 0.928 1.825
27/06/2007 2,173.21 19.53 36.89 1.191 0.417 0.943 1.889
26/09/2007 2,143.79 19.76 38.44 1.188 0.410 0.956 1.945
26/12/2007 2,118.77 19.95 39.79 1.185 0.405 0.967 1.994
26/03/2008 2,097.66 20.11 40.95 1.183 0.400 0.977 2.037
25/06/2008 2,080.00 20.24 41.94 1.181 0.397 0.986 2.072
24/09/2008 2,065.32 20.35 42.77 1.179 0.393 0.993 2.102
24/12/2008 2,053.19 20.43 43.47 1.178 0.391 0.999 2.127
25/03/2009 2,043.21 20.51 44.05 1.177 0.389 1.004 2.148
24/06/2009 2,035.03 20.56 44.52 1.176 0.387 1.008 2.165
23/09/2009 2,028.36 20.61 44.91 1.176 0.385 1.012 2.179
23/12/2009 2,022.92 20.65 45.23 1.175 0.384 1.015 2.190
24/03/2010 2,018.51 20.68 45.50 1.174 0.383 1.017 2.200
23/06/2010 2,014.94 20.71 45.80 1.174 0.383 1.019 2.212

Rp is produced cumulative gas–oil ratio.
pAvg is average reservoir pressure.
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Step 5: forward simulation.
With determined initial oil in place (N), average

reservoir pressure and fluid properties (Rs against
pAvg; Bg against pAvg; Bo against pAvg) forward sim-
ulation is then carried out to predict Np (Fig. 12.1b)
and compared with the measured value. Also, the
prediction can be pAvg with Np as input (Fig. 12.1a).

Predicting Np using equation (12.17):

Np Bo + Rp−Rs Bg +WpBw

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp +We

Withwp=0,we=0, andm=0, this equation reduces to:

Np Bo + Rp−Rs Bg

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+

cwSwc + cf
1−Swc

Δp

Making Np the subject of the formula:

Np =
NBoi

Bo + Rp−Rs Bg

Bo−Boi + Rsi−Rs Bg

Boi
+

cwSwc + cf
1−Swc

Δp

(12.38)

Np prediction is carried out using equation (12.38)
and comparing with the measured Np as shown in
Table 12.4.

The history match of cumulative oil produced is
shown in Fig. 12.15.

Step 6: data matching.
This involves using regression to improve the

match of predicted Np compared with measured
Np. The least square error method using equation
(5.112) was used to refine Np history match by mini-
mizing the sum of the square of the errors. The
improved match has N = 258 MMstb.

Step 7: final results.
The final results will include: material balance

model, drive indices plot, and interpretation para-
meters. The material balance model is, therefore,
an oil reservoir with no active aquifer or gas cap.

Energy indices are calculated from equa-
tion (12.37):

1 =
N Bo−Boi + Rsi−Rs Bg

Np Bo + Rp−Rs Bg
+

NBoim
Bg

Bgi
−1

Np Bo + Rp−Rs Bg

+
NBoi 1 +m

cwSwc + cf
1−Swc

Δp

Np Bo + Rp−Rs Bg
+

We−WpBw

Np Bo + Rp−Rs Bg

in this case, m = 0, wp = 0, and we = 0. This thus becomes:

1 =
N Bo−Boi + Rsi−Rs Bg

Np Bo + Rp−Rs Bg
+

NBoi
cwSwc + cf
1−Swc

Δp

Np Bo + Rp−Rs Bg

where
N Bo−Boi + Rsi−Rs Bg

Np Bo + Rp−Rs Bg
is the depletion drive

index.

NBoi
cwSwc + cf
1−Swc

Δp

Np Bo + Rp−Rs Bg
is the compaction drive index.

The calculated energy/drive indices are summarized in
Table 12.5.

The drive indices plot or energy plot, which is the plot of
drive indices summing up to 1, is shown in Fig. 12.16.

Table 12.3 F/Et for a Campbell Plot.

F
(MMrb)

Et
(rb/stb)

F/Et
(MMstb)

F
(MMrb)

Et
(rb/stb)

F/Et
(MMstb)

0.000 0.000 0.000 45.516 0.179 253.676
5.409 0.022 243.468 48.046 0.189 253.846
8.486 0.035 245.487 50.367 0.198 253.985

10.872 0.044 246.998 52.459 0.206 254.101
13.136 0.053 248.145 54.313 0.214 254.194
15.403 0.062 249.062 55.933 0.220 254.280
17.736 0.071 249.799 57.329 0.225 254.351
20.172 0.081 250.451 58.520 0.230 254.404
22.729 0.091 251.016 59.524 0.234 254.445
25.412 0.101 251.520 60.365 0.237 254.485
28.212 0.112 251.965 61.063 0.240 254.514
31.105 0.123 252.354 61.640 0.242 254.535
34.058 0.135 252.700 62.114 0.244 254.558
37.027 0.146 252.995 62.502 0.246 254.569
39.960 0.158 253.263 62.908 0.247 254.941
42.806 0.169 253.485

Figure 12.14 Data diagnosis usinga Campbell plot.

RESERVOIR MATERIAL BALANCE 431



Forward simulation/prediction using material balance
reservoir models can be a case of pressure determination
with known cumulative reservoir withdrawal/injection
(Fig. 12.1a) or a case of cumulative withdrawal/injection
determination with known average pressure (Fig. 12.1b).
The case of pressure determination can be implemented
by changing pressure iteratively until a guessed value of
cumulative withdrawal/injection is achieved with fluid
properties defined as a function of pressure.
The need to estimate and predict pressure rather than

cumulative volume withdrawal/injection arises especially
when the reservoir pressure response due to fluid with-
drawal or injection is of interest. Also, pressure prediction
rather than cumulative volume withdrawal/injection is
important as profiles gives a better understanding of
energy drive and support in a reservoir in response to fluid
withdrawal/injection.

12.3. AQUIFER MODEL

Aquifers are important components of gas and oil mate-
rial balance models. Aquifers can be large when compared
to the reservoir and, as such, give significant pressure sup-
port anddrive for reservoir fluid production.When aquifers
are small, their effect on reservoir deliverabilitymay be neg-
ligible. The ability to predict aquifer response during deple-
tion of a reservoir is important inmaterial balance analysis.
Aquifers come in different geometries (Fig. 12.17), orien-

tation, and sizes. As such, they can be connected to the res-
ervoir in differentwayswhich affect reservoir deliverability.
Fig. 12.17 shows different simplistic representations of

aquifer flow geometry. In reality, aquifer geometry maybe
more complex than those shown in Fig. 12.17; as such,
interaction with a geologist and geophysicist on the most
likely aquifer geometry is important. Aquifers often pres-
ent high uncertainty, since the modelling of aquifer influx
requires aquifer parameters such as porosity and permea-
bility, which may not be known if aquifer rock properties
are not measured.
Aquifer response to pressure diffusion from the hydro-

carbon reservoir can be viewed in a similar way as the
response of the hydrocarbon reservoir to pressure diffu-
sion from the wellbore. When a steady state has been
reached in the reservoir (pressure diffusion from well
has reached the reservoir–aquifer interface with constant
pressure boundary), the effect of the aquifer begins to
manifest in the reservoir response. Though reservoir
response is at a steady state, the aquifer response at the
beginning is transient (nonsteady state) until the aquifer
boundaries are reached. An aquifer model that captures
both transient and nontransient aquifer response should

Table 12.4 Initial Prediction of Np Based on Diagnosis Result.

Date (dd/
mm/yyyy)

Measured
Np (MMstb)

Predicted
Np (MMstb)

Date (dd/
mm/yyyy)

Measured
Np (MMstb)

Predicted
Np (MMstb)

01/01/2003 0.00 0.00 27/12/2006 18.94 19.04
02/04/2003 3.89 4.08 28/03/2007 19.26 19.35
02/07/2003 6.07 6.30 27/06/2007 19.53 19.61
01/10/2003 7.74 7.99 26/09/2007 19.76 19.83
31/12/2003 9.22 9.48 26/12/2007 19.95 20.01
31/03/2004 10.57 10.82 26/03/2008 20.11 20.17
30/06/2004 11.79 12.04 25/06/2008 20.24 20.29
29/09/2004 12.90 13.14 24/09/2008 20.35 20.39
29/12/2004 13.91 14.14 24/12/2008 20.43 20.48
30/03/2005 14.83 15.04 25/03/2009 20.51 20.55
29/06/2005 15.65 15.84 24/06/2009 20.56 20.60
28/09/2005 16.39 16.56 23/09/2009 20.61 20.65
28/12/2005 17.05 17.20 23/12/2009 20.65 20.69
29/03/2006 17.62 17.76 24/03/2010 20.68 20.72
28/06/2006 18.13 18.25 23/06/2010 20.71 20.71
27/09/2006 18.56 18.68

Figure 12.15 Cumulative oil produced history match.
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Table 12.5 Drive Indices.

Date (dd/
mm/yyyy)

Depletion
drive index

Compaction
drive index

Date (dd/
mm/yyyy)

Depletion
drive index

Compaction
drive index

01/01/2003 0.00 0.00 27/12/2006 0.88 0.12
02/04/2003 0.58 0.42 28/03/2007 0.88 0.12
02/07/2003 0.64 0.36 27/06/2007 0.89 0.11
01/10/2003 0.69 0.31 26/09/2007 0.89 0.11
31/12/2003 0.72 0.28 26/12/2007 0.89 0.11
31/03/2004 0.74 0.26 26/03/2008 0.90 0.10
30/06/2004 0.77 0.23 25/06/2008 0.90 0.10
29/09/2004 0.79 0.21 24/09/2008 0.90 0.10
29/12/2004 0.80 0.20 24/12/2008 0.90 0.10
30/03/2005 0.82 0.18 25/03/2009 0.90 0.10
29/06/2005 0.83 0.17 24/06/2009 0.90 0.10
28/09/2005 0.84 0.16 23/09/2009 0.90 0.10
28/12/2005 0.85 0.15 23/12/2009 0.90 0.10
29/03/2006 0.86 0.14 24/03/2010 0.90 0.10
28/06/2006 0.87 0.13 23/06/2010 0.90 0.10
27/09/2006 0.87 0.13

Figure 12.16 Energy plot for Exercise 12.1.

Figure 12.17 Different aquifer flow geometries.
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always be considered in order to characterize the reser-
voir–aquifer system correctly.

12.3.1. Small Pot Aquifer Model

The small plot is the most simplistic aquifer influx
model; it is based on linear expansivity of the aquifer to
instantaneous change in reservoir pressure. This model
is applicable to small aquifers. The small pot aquifer
influx model can be expressed as:

We t = cf + cw WΔp in consistent units (12.39)

and can be expressed in engineering oil field (EOF)
units as:

We t = 5 615 cf + cw WΔp (12.40)

where Δp= pi−p t , W is the initial aquifer water
volume, cw is the compressibility of water, cf is the com-
pressibility of the rock, We(t) is the cumulative water
influx at time t, pi is the initial pressure, and p(t) is the
average reservoir pressure at time t.

12.3.2. Hurst–van Everdingen (HVE) Unsteady State
Aquifer Model

This is one of the most rigorous aquifer models derived
based on pressure transient response; it does not assume
the instantaneous response of the reservoir to aquifer
influx. The HVE model is based on a constant terminal
pressure solution (Chapter 8 (8.5.1.2)). Hence, due to
changing pressure history, the superposition principle is
applied in a similar way to the way it is implied in in well
test analysis (Chapter 8 (8.5.1.4)).
The HVE water influx solution is in dimensionless form

(WD as a function of tD and reD) and is similar to earlier
well test analysis type curves. For computational effi-
ciency, an analytical expression for predicting cumulative
water influx at any time, t, for an aquifer is often preferred
to type curve matching.
Cumulative water influx (We(t)) at any given time, t,

can be described by the HVE water influx model as
[van Everdingen and Hurst, 1949]:

We t =U
n−1

j = 0

ΔpjWD tD− tDj (12.41)

where U is an aquifer constant and depends on the geom-
etry of the aquifer.
For radial geometry:

U=1 119 θ
360 h ϕa cf + cw r2r inEOFunits bbl/psi

For linear geometry:

U=0 1781 wLhϕa cf + cw

where rr is the reservoir radius in ft, re is the aquifer
radius in ft, L is the reservoir length in ft, w is the reser-
voir width in ft, h is the reservoir thickness in ft, ϕa is
aquifer porosity, cf is the formation compressibility
(psi−1), cw is water compressibility in (psi−1), θ is the

water influx encroachment angle Δpj =
pj−1−pj+ 1

2
( ), pj is average reservoir pressure at time step j, We

is cumulative water influx, WD(tD) is dimensionless
cumulative water influx as a function of dimensionless
time (tD), and tD is dimensionless time which is
defines as:
• Radial Geometry

tD =
0 00264kt
ϕμct r2r

for t in hr

tD =
0 0063kt
ϕμct r2r

for t in days

tD =
2 309kt
ϕμct r2r

for t in years (12.42)

• Linear Geometry

tD =
0 00264kt

ϕμctL2 for t in hr

tD =
0 0063kt

ϕμctL2 for t in days

tD =
2 309kt

ϕμctL2 for t in years (12.43)

For each time step 1, 2, 3… k, using equation (12.41):

We1 t =UΔp1WD tD1− tD0

We2 t =U Δp1WD tD2− tD0 +Δp2WD tD2− tD1

We3 t =U Δp1WD tD3− tD0 +Δp2WD tD3− tD1

+Δp3WD tD3− tD2

Wek t =U Δp1WD tDk− tD0 +Δp2WD tDk− tD1

+Δp3WD tDk− tD2 +…+ΔpkWD tDk− tDk−1

Using the series above, equation (12.41) can be expressed
as a matrix multiplication operation:

We =U WD × Δp (12.44)

where

We =

We1 t

We2 t

We3 t

..

Wek t
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WD =

WD tD1− tD0

WD tD2− tD0 WD tD2− tD1

WD tD3− tD0 WD tD3− tD1 WD tD3− tD2

… … … … …

WD tDk− tD0 WD tDk− tD1 WD tDk− tD2 +…+ WD tDk− tDk−1

Δp = Δp1 Δp2 Δp3 .. Δpk

For an infinite acting aquifer, WD is defined as follows:

WD =2
tD
π
+
tD
2
−
tD
6

tD
π
+

t2D
16

for tD < 1 Marshal, 1982

(12.45)

and

WD =a7t7D + a6t6D + a5t5D + a4t4D + a3t3D + a2t2D + a1t1D
+ a0 for 1< tD < 100 Walsh and Lake, 2003

(12.46)

where a7 = 4.8534 × 10−12, a6 = −1.8436 × 10−9, a5 =
2.8354 × 10−7, a4 = −2.2740 × 10−5, a3 = 1.0284 ×
10−3, a2 = −2.7455 × 10−2, a1 = 8.5373 × 10−1, a0 =
8.1638 × 10−1, and

WD =
2tD
ln tD

for tD > 100 Marshal, 1982 (12.47)

For material balance analysis, a finite size aquifer is what
is mainly of interest. Therefore, the effect of the boundary
is included into the WD function:

WD =0 5 r2eD−1 1−exp −
2tD
J∗

for tD > t∗D

Marshal, 1982

(12.48)

where

reD =
re
rr

t∗D =0 4 r2eD−1

and

J∗ =
r4eD ln reD

r2eD−1 + 0 25 1−3r2eD

WD calculated for a finite aquifer size if then substituted
into equation (12.41) to take care of the superposition
time effect.
When tD < t∗D, the equation for an infinite acting aquifer

(equation (12.45)–(12.47)) should be used.

Exercise 12.2 Hurst–van Everdingen (HVE) Unsteady
State Aquifer Type Curve
Using equation (12.45)–(12.48), create the Hurst–van

Everdingen (HVE) unsteady state aquifer type curve for
reD = 5, reD = 6, reD = 7, reD = 8, reD = 9, reD = 10,
and reD = ∞ given that 0 ≤ tD ≤ 280.

Solutions Steps.
Appendix 12A describes the Visual Basic for Applica-

tions (VBA) function for calculating WD using the call
function WD(reD, tD).

Solution.
Calculate WD using the WD(reD, tD) function from an

Excel spreadsheet after adding the code in Appendix 12A

where reD in the code is reD =
re
rr

and tD in the code is

dimensionless time (tD).
Table 12.6 shows a summary of the results for 0 ≤ tD

≤ 280.
For the case of reD = ∞, reD value greater than 100 is

sufficient to give the infinite acting solution as defined
in equation (12.47).
The HVE unsteady state aquifer type curve is presented

in Fig. 12.18.

Exercise 12.3 Oil Material Balance with HVEUnsteady
State Aquifer Model
An oil reservoir with a thickness of 157.5 ft, radius of

1,033 ft, initial pressure of 6,050 psia, and temperature
of 145 F has the following properties: porosity = 0.135,
Swc = 0.2, cf = 4.20 E-06 psi−1, cw = 3.5.00E-06 psi−1,
water viscosity (μw) = 0.497 cp, and an aquifer with a per-
meability of 0.135 mD.
An oil sample from the reservoir has an API of 37 , ini-

tial solution gas–oil ratio of 1,100 scf/stb, and gas gravity
of 0.79.
Table 12.7 shows the properties of the fluid; Table 12.8

is the production history. Geophysical and geological
modelling suggest a radial reservoir–aquifer geometry
with a 360 aquifer water encroachment angle and the
absence of a gas cap.
Using the workflow in Fig. 12.3, determine the primary

drive mechanism and initial oil in place using cumulative
volume withdrawal as history match response.
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Interpolation of the fluid properties will be required to
obtain fluid properties at the pressure corresponding to
that in the production history.

Solution.
Step 1: data preparation.

As discussed in Exercise 12.1.
Step 2: data diagnosis.

Creating a Campbell plot data using equation
(12.20) for F and equation (12.21) for Et, then calcu-

lating
F
Et

(Table 12.9).

Plot
F
Et

against Np as shown in Fig. 12.19.

The Campbell plot in Fig. 12.19 shows moderate
aquifer support with an initial estimate of initial oil
in place (N) of 17 MMstb.

Since the Campbell plot shows the presence of an
aquifer and the estimate of N is known, the Hav-
lena–Odeh diagnostic plot for a reservoir with

Table 12.6 HVE Unsteady State Aquifer Type Curve using Equations (12.45)–(12.48).

reD

5 6 7 8 9 10 ∞
tD WD(reD, tD)

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 6.89 7.44 7.44 7.44 7.44 7.44 7.44
20 9.83 11.13 11.56 12.29 12.29 12.29 12.29
30 11.07 13.65 15.05 15.64 16.72 16.72 16.72
40 11.61 15.18 17.56 18.88 19.50 19.68 20.92
60 11.93 16.65 20.66 23.51 25.32 26.36 28.68
80 11.99 17.19 22.27 26.45 29.49 31.54 36.11

100 12.00 17.39 23.10 28.30 32.48 35.56 43.43
120 12.00 17.46 23.54 29.48 34.61 38.68 50.13
140 12.00 17.49 23.76 30.22 36.14 41.10 56.66
160 12.00 17.49 23.88 30.69 37.24 42.98 63.05
180 12.00 17.50 23.94 30.99 38.02 44.44 69.32
200 12.00 17.50 23.97 31.18 38.58 45.57 75.50
220 12.00 17.50 23.98 31.29 38.99 46.45 81.58
240 12.00 17.50 23.99 31.37 39.27 47.13 87.58
260 12.00 17.50 24.00 31.42 39.48 47.66 93.51
280 12.00 17.50 24.00 31.45 39.63 48.08 99.38

Figure 12.18 HVE unsteady state aquifer type curve using
equation (12.45)–(12.48).

Table 12.7 Fluid Properties for Exercise 12.3.

Pressure Oil FVF Gas–oil ratio Gas FVF
(psia) rb/stb (Mscf/stb) (rb/Mscf )

6,050.00 1.5477 1.1 6.8688
5,736.84 1.5511 1.1 3.6938
5,423.68 1.5550 1.1 2.4422
5,110.53 1.5593 1.1 1.7857
4,797.37 1.5642 1.1 1.3955
4,484.21 1.5698 1.1 1.1488
4,171.05 1.5762 1.1 0.9863
3,857.89 1.5457 1.0397 0.6587
3,544.74 1.4842 0.9301 0.6934
3,231.58 1.4262 0.8260 0.7377
2,918.42 1.3716 0.7274 0.7960
2,605.26 1.3204 0.6338 0.8750
2,292.11 1.2726 0.5451 0.9863
1,978.95 1.2284 0.4611 1.1488
1,665.79 1.1876 0.3815 1.3955
1,352.63 1.1502 0.3060 1.7857
1,039.47 1.1165 0.2343 2.4422
726.32 1.0862 0.1660 3.6938
413.16 1.0593 0.1001 6.8688
100.00 1.0349 0.0324 29.9681
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aquifer and without a gas cap (m = 0) is then used to
get an initial estimate of aquifer size. The use of a
Havlena–Odeh diagnostic plot requires water influx
modelling. Equations (12.41)–(12.48) will be used
for calculation of We with an initial guess of

reD =
re
rr

= 1.3

Δpj and We(t) calculations are shown in
Table 12.10. The matrix operation WD × Δp can
be carried out in Excel using the MMULT function.
tD and [WD] are shown in Table 12.11.

Create a table of F − We and Et = Eo + BoiEfw

(Table 12.12) then make a Havlena–Odeh diagnostic
plot for the oil reservoir without gas cap (m = 0)
(Fig. 12.20).

Comparison of a straight-line passing through the
origin (0,0) with a slope of 17 MMstb (value of
N determined from a Campbell plot) with F−We

against theEo+BoiEfw trend fromTable 12.12will give
an indication if the reD value selected is small, large or
correct, as discussed in Section 12.2.1.3 and Fig. 12.8.

FromFig. 12.20, the Havlena–Odeh diagnostic plot
suggest that the aquifer size used for the calculation is

too small. Hence, reD =
re
rr
is changed until the data on

the Havlena–Odeh diagnostic plot (taken from
Table 12.12) align with the line fit. Iterative change
in reD is carried out and an improved match of the
Havlena–Odeh diagnostic plot was achieved with
reD = 2.3 (Fig. 12.21).

Step 3: define the material balance model and initial
model parameters based on diagnosis plots.

From diagnosis using the Campbell plot and the
Havlena–Odeh plot, the reservoir can be described
as a reservoir with oil and a moderate aquifer with
initial oil in place of 17 MMstb and radial aquifer
with reD = 2.3. These parameters will provide initial
reservoir model parameters, subject to validation of
the model for consistency.

Step 4: carry out model consistency checks.
The model described above is consistent with the

geophysical and geological information given, which
is an oil reservoir with a moderate aquifer and no
gas cap.

Step 5: data matching.
This involves using regression to improve the

match of predicted Np (Fig. 12.22) or predicted pAvg

and comparison with actual field value. To do this,
Np in the material balance equation can be made
the subject of the formula ensuring fluid properties
are defined as a function of pressure, either by corre-
lation or interpolation from a table of data as done in
this example.

Step 6: final result.
The final result is summarized in Table 12.13.

Table 12.8 Production History for Exercise 12.3.

Date pAvg Np Gp Wp

(dd/mm/yyyy) (psia) (MMstb) (Bscf ) (MMstb)

01/01/2006 6,050 0 0 0.0000
01/07/2006 5,997.05 0.010 16.95 0.0000
30/12/2006 5,359.06 0.124 223.16 0.0225
30/06/2007 4,912.91 0.227 429.36 0.0450
29/12/2007 4,509.17 0.345 635.57 0.0675
28/06/2008 4,120.93 0.480 841.77 0.0900
27/12/2008 3,806.87 0.633 1,047.98 0.1125
27/06/2009 3,561.13 0.806 1,254.19 0.1350
26/12/2009 3,350.48 0.995 1,460.39 0.1575
26/06/2010 3,166.36 1.195 1,666.60 0.1800
25/12/2010 3,003.56 1.402 1,872.80 0.2025
25/06/2011 2,858.38 1.614 2,079.01 0.2250
24/12/2011 2,727.89 1.829 2,285.22 0.2474

Table 12.9 F/Et for Exercise 12.3.

F
(MMrb)

Et
(rb/stb)

F/Et
(MMstb)

0.000 0.000 0.000
0.019 0.001 17.262
0.264 0.015 17.979
0.504 0.025 19.819
0.765 0.036 21.105
1.047 0.048 21.780
1.351 0.061 22.087
1.680 0.077 21.851
2.030 0.095 21.407
2.398 0.115 20.870
2.781 0.137 20.336
3.179 0.160 19.824
3.589 0.185 19.355

Figure 12.19 Campbell diagnostic plot for Exercise 12.3.
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Exercises 12.1–12.3 show cumulative oil (Np) history
matching. Exercise 12.4 describes pressure (pAvg) history
matching.

Exercise 12.4 Oil Material Balance with Pressure
History Match
Carry out average reservoir pressure (pAvg) matching

using the information provided in Exercise 12.3.

Solution.
This involves calculating pressure (pAvg) instead of Np

to match the material balance model. From the fluid
property table, the black oil fluid model or equation of
state fluid model, fluid properties (Bo, Rs, and Bg) can
be defined as a function of pressure such that when pres-
sure changes at each time step, fluid properties change
accordingly. Using iterative techniques such as goal seek
in a spreadsheet, pressures that match Np at the required
time steps can then be determined using N and reD from
diagnosis plots. Regression can then be used to refine
values of N and reD with an improved match. The reser-
voir pressure (pAvg) historymatch is shown in Table 12.14.
The comparison of measured and predicted pAvg is

shown graphically in Fig.12.23.

12.3.3. Carter–Tracy Aquifer Model

The Carter–Tracymodel is an approximation of the van
Everdingen–Hurst unsteady state aquifer influx model
that eliminates the need for superposition in the water
influx calculation. The Carter–Tracy aquifer influx model
for cumulative water influx at a time (tn) is expressed as
[Carter and Tracy, 1960]:

Wen =We n−1 + tDn− tD n−1
Upn−We n−1 pDn

pDn− tD n−1 pDn

(12.49)

Edwardson et al. [1962] presented an approximation for
pD as:

pD =
370 529 tD + 137 582tD + 5 69549 tD

1 5

328 834+ 265 488 tD + 45 2157tD + tD
1 5

(12.50)

and p D as:

pD =
716 441+ 46 7984 tD

0 5 + 270 038tD + 71 0098 t1 5
D

1296 86 tD
0 5 + 1204 73tD + 618 618 t1 5

D + 538 07 t2D + 142 41 t2 5
D

(12.51)

where: Δpn is total pressure drop defined as
Δpn = p 0 −p tDn ; U is the HVE water influx constant,
which is same as that in equation (12.41); tD is dimension-
less time as defined by equations (12.42) and (12.43); n is
the time step; pD is dimensionless pressure as afunction of
tD and reD; and p D is the dimensionless pressure
derivative.

12.3.4. Fetkovich Semisteady State Aquifer Model

This model is based on the pseudosteady state aquifer
productivity index (PI) and aquifer compressibility. The
model can simply be implemented by eliminating the need
for using the superposition principle [Fetkovich, 1971].
This approach, however, neglects the early transient
response of the aquifer. The Fetkovich model may slightly
under predict water influx when compared to the HVE
model. Incremental water influx for the nth time steps

Table 12.10 Calculation of Water Influx by the HEV Method.

Δt (Days) tD
Δpj =

pj−1 −pj+1

2 (psi)

n−1

j = 0

ΔpjWD tD− tDj = WD × Δp (psi) We t =U
n−1

j = 0

ΔpjWD tD− tDj (rb)

0 0.0000 — — 0.00
181 0.1389 26.475 12.876609 2,519.26
363 0.2786 318.995 164.76424 32,235.54
545 0.4183 223.075 227.99062 44,605.56
727 0.5580 201.870 294.61488 57,640.36
909 0.6977 194.120 360.48116 70,526.87

1,091 0.8374 157.030 409.35769 80,089.39
1,273 0.9771 122.870 446.87056 87,428.65
1,455 1.1167 105.325 480.7042 94,048.08
1,637 1.2564 92.060 510.57131 99,891.48
1,819 1.3961 81.400 537.1325 1,05,088.08
2,001 1.5358 72.590 560.9183 1,09,741.69
2,183 1.6755 65.245 582.37922 1,13,940.44
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Table 12.11 tD and [WD] Calculation.

tD WD(t1−t0) WD(t2−t1) WD(t3−t2) WD(t4−t3) WD(t5−t4) WD(t6−t5) WD(t7−t6) WD(t8−t7) WD(t9−t8) WD(t10−t9) WD(t11−t10) WD(t12−t11)

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.1389 0.4864 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.2786 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.4183 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.5580 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.6977 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.8374 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.9771 0.3450 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000 0.0000
1.1167 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000 0.0000
1.2564 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000 0.0000
1.3961 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000 0.0000
1.5358 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879 0.0000
1.6755 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3450 0.3449 0.4879

tD is calculated using tD =
0 0063 kt
ϕμct r2o

from equation (12.42).

[WD] was calculated using WD(reD, tD) call function (Appendix 12A) for reD = 1.3.



using the Fetkovich semisteady state aquifer model can be
defined as:

ΔWen =
Wei

paq,i
paq,n−1−prn 1−e

−
Jpaq,iΔtn

Wei

Fetkovich, 1971

(12.52)

where paq,n−1 is aquifer pressure at the beginning of the
time step and is defined as:

paq,n−1 = paq,i 1−
We,n−1

Wei
(12.53)

Table 12.12 F−We and Et = Eo + BoiEfw Calculations for the
Havlena–Odeh Diagnostic Plot.

F−We (MMrb) Et = Eo + BoiEfw (rb/stb)

0.0000 0.0000
0.0162 0.0011
0.2321 0.0147
0.4597 0.0254
0.7070 0.0362
0.9763 0.0481
1.2708 0.0612
1.5923 0.0769
1.9358 0.0948
2.2979 0.1149
2.6762 0.1368
3.0690 0.1604
3.4754 0.1854

Figure 12.20 The Havlena–Odeh diagnostic plot for reD = 1.3.

Figure 12.21 The Havlena–Odeh diagnostic plot for reD = 2.3.

Figure 12.22 Cumulative oil (Np) history match.

Table 12.13 Result of material balance analysis.

Reservoir model Aquifer model

Oil reservoir Moderate aquifer
N = 17 MMstb reD = 2.3

Table 12.14 Reservoir Pressure (pAvg) History Match Solution.

Date
Np

(given)
Measured

pAvg
Calculated

pAvg
(dd/mm/yyyy) (MMstb) (psia) (psia)

01/01/2006 0 6,050 6,050
01/07/2006 0.010 5,997.05 6,002.71
30/12/2006 0.124 5,359.06 5,403.64
30/06/2007 0.227 4,912.91 4,912.91
29/12/2007 0.345 4,509.17 4,442.39
28/06/2008 0.480 4,120.93 4,014.48
27/12/2008 0.633 3,806.87 3,688.99
27/06/2009 0.806 3,561.13 3,451.83
26/12/2009 0.995 3,350.48 3,262.97
26/06/2010 1.195 3,166.36 3,110.84
25/12/2010 1.402 3,003.56 2,984.91
25/06/2011 1.614 2,858.38 2,879.58
24/12/2011 1.829 2,727.89 2,789.87
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prn is the average reservoir pressure at the end of the time
step and is defined as:

prn =
prn−1 + prn

2
(12.54)

Wei is the initial amount of encroachable water, which
characterizes the maximum possible aquifer expansion,
and is defined as:

Wei = cf + cw paqWi (12.55)

Wi is the initial volume of water in the aquifer and for a
radial reservoir-aquifer system:

Wi =
π r2e− r2o hϕ θ

360

5 615
inEOFunits (12.56)

where We is the cumulative aquifer influx and J is the
aquifer productivity index, which is defined for different
geometry and boundary types in Table 12.15 with
EOF units.

The HVE model remains the most preferred water
influx model, as other are simplifications of the aquifer
influx or modification of the HVE model.

Exercise 12.5 Oil Material Balance with the Fetkovich
Semisteady State Aquifer Model
Carry out a forward model prediction of the Np in

Exercise 12.3 using the Fetkovich semisteady state aquifer
model and compare the calculated Np with the meas-
ured Np.
The entire calculation approach is the same as in

Exercise 12.3, except the that water influx (We(t)) model
changes from HVE to Fetkovich.

Solution Steps.

Step 1: calculate Wei using equation (12.55) and J using
a finite-constant pressure aquifer boundary with
radial flow (Table 12.15).

Figure 12.23 Reservoir pressure (pAvg) history match.

Table 12.15 Aquifer Productivity for the Fetkovich Semisteady State Aquifer Model.

Type of outer aquifer boundary
J for radial flow

(stb/D/psi)
J for linear flow

(stb/D/psi)

Finite-no-flow
J =

0 00708 kh θ
360

μ ln re
rr −0 75

J =
3×0 001127 khw

μL

Finite-constant pressure
J =

0 00708kh θ
360

μ ln re
rr

J =
0 001127khw

μL

Infinite
J =

0 00708kh θ
360

μ ln 0 0142
kt ϕμct r2r

J =
khw

1000μ 0 0633kt ϕμct
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Step 2: calculate ΔWen incrementally with time steps
using equation (12.52).

Step 3: calculate Wen t =
n

i= 1

ΔWei for each time step.

Step 4: replace the water influx with that in Exercise 12.3
to get a prediction for Np. Wei = cf + cw paqWi from
equation (12.55).

with Wi =
π r2e− r2o hϕ θ

360

5 615
from equation

(12.56)
and

ΔWen =
Wei

paq,i
paq,n−1−prn 1−e

−
Jpaq,iΔtn

Wei from

equation (12.52).

With aquifer productivity defined by finite-constant
pressure with radial flow (Table 12.15):

J =
0 00708kh θ

360

μ ln re
r

Solution.
The calculation for the Fetkovich semisteady state

water influx is shown in Table 12.16.
Cumulative oil (Np) prediction using the Fetkovich

water influx model is shown in Fig. 12.24.
The Fetkovich method assumes a semisteady state flow

regime throughout the entire duration of aquifer response
to pressure change, which is not true. The method is a

Table 12.16 Calculation for the Fetkovich Semisteady State Water Influx.

pAvg prn paq,n−1 paq,n−1−prn ΔWen We (t) We (t)
(psia) (psia) psia psi (rb) (rb) (MMrb)

6,050 6,050.00 6,050 0 0 0 0.0000
5,997.05 6,023.53 6.05E+03 2.648E+01 1.609E+03 1.609E+03 0.0016
5,359.06 5,678.06 6.05E+03 3.719E+02 2.272E+04 2.433E+04 0.0243
4,912.91 5,135.99 5.99E+03 9.102E+02 5.559E+04 7.992E+04 0.0799
4,509.17 4,711.04 5.86E+03 1.281E+03 7.824E+04 1.582E+05 0.1582
4,120.93 4,315.05 5.67E+03 1.545E+03 9.434E+04 2.525E+05 0.2525
3,806.87 3,963.90 5.45E+03 1.709E+03 1.044E+05 3.569E+05 0.3569
3,561.13 3,684.00 5.20E+03 1.764E+03 1.078E+05 4.647E+05 0.4647
3,350.48 3,455.81 4.94E+03 1.744E+03 1.065E+05 5.712E+05 0.5712
3,166.36 3,258.42 4.69E+03 1.684E+03 1.029E+05 6.741E+05 0.6741
3,003.56 3,084.96 4.44E+03 1.604E+03 9.797E+04 7.720E+05 0.7720
2,858.38 2,930.97 4.21E+03 1.513E+03 9.241E+04 8.644E+05 0.8644
2,727.89 2,793.14 3.99E+03 1.417E+03 8.656E+04 9.510E+05 0.9510

Figure 12.24 Cumulative oil (Np) prediction using the Fetkovich water influx model.

442 PETROLEUM ENGINEERING



simplification of the HVEmodel, formulated to avoid the
use of the superposition principle required for the HVE
model. As shown in Exercise 12.3, implementing superpo-
sition even with spreadsheet is not complicated. Also,
computers and software have advanced to handle such
problems easily. Hence, the need to use simplified aquifer
models like Small pot, Fetkovich, and Carter and Tracey
should be avoided. The HVE model (Section 12.3.2)
should be used all the time.

12.4. GAS RESERVOIR MATERIAL
BALANCE (GMB)

Consider a gas reservoir with an aquifer as shown in
Fig. 12.25, with initial gas in place, G.
Cumulative gas and water production (Fig. 12.26) is

due to a combination of volumetric gas expansion in
the reservoir, expansion of the connate water and forma-
tion, and aquifer water influx for a given pressure drop in
the reservoir as shown in equation (12.57).

GpBg +WpBw =G Bg−Bgi +
GBgicwΔpSwc

1−Swc

Gas

Production
+

Water

Production
=

Gas

Expansion
+

Water

Expansion

+
GBgicfΔp
1−Swc

+We

+
Formation

Expansion
+
Water

Influx

(12.57)

Equation (12.57) is the generalized material balance
equation for gas where Gp is the cumulative gas produced,
Bg is the gas formation volume factor, Bgi is the initial for-
mation volume factor, Wp is the cumulative water pro-
duced at surface condition, Bw is the formation volume
factor of water, G is initial gas in place, Δp is pressure
drop, Swc is initial reservoir connate water saturation,
cw is the compressibility of water, cf is the compressibility
of the formation, and We is the water aquifer influx.

Figure 12.25 Gas reservoir with aquifer support at initial
reservoir condition.

Figure 12.26 Gas reservoir after gas and water production.
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12.4.1. Gas Material Balance (GMB) Model Diagnosis

Two important material balance diagnostic plots for
gas reservoirs are the Cole plot and the GMB straight-line
methods, which can give an estimation of aquifer size or
strength and initial gas in place (G).

12.4.1.1. Cole Plot. The Cole plot is one of the most
useful diagnostic plots in GMB analysis. The Cole plot
for gas, which is similar to the Campbell plot
(Section 12.2.1.1) for oil, is a material balance diagnostic
plot for estimating the strength of the aquifer and initial
gas in place [Cole, 1969].
Consider that the effect of water and formation expan-

sion is insignificant compared to the gas volumetric
expansion equation (equation (12.57)) can be
expressed as:

GpBg +WpBw =G Bg−Bgi +We (12.58)

and further rearranged as:

GpBg +WpBw

Bg−Bgi
=G+

We

Bg−Bgi
(12.59)

The Cole plot is a plot of the left-hand side (LHS) term in

equation (12.59),
GpBg +WpBw

Bg−Bgi
, against Gp, as shown

Fig. 12.27.
When the reservoir is undergoing volumetric depletion,

then We = 0, and
GpBg +WpBw

Bg−Bgi
in equation (12.59)

becomes constant and independent of gas produced
(Gp). However, when there is an aquifer support, the
energy support increases with Gp. For amoderate aquifer,
the energy contribution from the aquifer dissipates with a
further increase in GP after an initial increase. In strong

aquifer support, there is no decrease in the energy, as
shown in Fig. 12.27.

12.4.1.2. GMB Straight-Line Diagnostic Method
(Strong Aquifer Drive). A concept similar to the
straight-line diagnosis of OMB using the Havlena–Odeh
approach can be extended to GMB. From equa-
tion (12.59):

GpBg +WpBw

Bg−Bgi
=G+

We

Bg−Bgi

A plot of
GpBg +WpBw

Bg−Bgi
against

We

Bg−Bgi
would give a

straight-line with the intercept on the vertical y-axis cor-
responding to G if the correct aquifer influx We is defined
in the model. This method gives qualitative and quantita-
tive diagnoses of the material balance model with initial
gas in place (G) determination and aquifer fitting capabil-
ity (Fig. 12.28).

12.4.1.3. GMB as p/Z Plot (Case of No Water and
Condensate Production). Equation (12.59) without
water production reduces to:

GpBg

Bg−Bgi
=G+

We

Bg−Bgi

Rearranging this:

Gp =
G Bg−Bgi

Bg
+
We

Bg

Gp

G
= 1−

Bgi

Bg
+

We

GBg

Figure 12.27 Cole plot for gas material balance diagnosis
[Adapted from Cole, 1969] Figure 12.28 GMB straight-line diagnosis.
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Gp

G
=1−

Bgi

Bg
+

We

GBg

Gp

G
=1−

Bgi

Bg
1−

We

GBgi

Gp

G
=1− 1−

We

GBgi

Bgi

Bg
(12.60)

From equation (3.20), the formation volume factor Bg for
gas is:

Bg =
psc
Tsc

ZT
p

Hence:

Bgi =
psc
Tsc

ZiT
pi

Substituting Bg and Bgi defined above into
Equation (12.60) for reservoir temperature T:

Gp

G
=1− 1−

We

GBgi

pZi

piZ

Making p/Z the subject of the formula:

1−
We

GBgi

pZi

piZ
= 1−

Gp

G

p
Z
=
pi
Zi

1−Gp/G

1−We/GBgi
(12.61)

where
We

GBgi
is the fraction of the original hydrocarbon

pore volume that has been flooded by water.
When there is no aquifer support, We = 0 and equation

(12.61) becomes:

p
Z
=
pi
Zi

1−Gp/G
1−0

p
Z
=
pi
Zi

1−Gp/G

p
Z
= −

pi
Zi

Gp

G
+
pi
Zi

(12.62)

Therefore, for a dry gas reservoir with no condensate
production and no water aquifer influx, a plot of p

Z against
Gp would give a straight-line.
When p = 0, equation (12.62) becomes:

0 = −
Pi

Zi

Gp

G
+
Pi

Zi

and therefore:

Gp

G
=1

G=Gp

Hence, a plot of
p
Z
against Gp for a dry gas reservoir will

have a slope of
pi

GZi
and an intercept at p = 0 correspond-

ing to the value of G. The presence of an aquifer makes
p
Z

against Gp deviate from a straight-line relationship, as
shown in Fig. 12.29.
Gas reservoirs are not depleted to 1 atm (14.7 psia), as

this would correspond to 100% recovery of initial gas in
place. Even in a dry gas, pressure is required to transport
the gas from the bottom of the reservoir to the surface.
Hence, the reservoir cannot be depleted to 1 atm. Also,
for gas with water production, at low reservoir pressure
the well may not be able to lift liquid to the surface if
the flowing bottomhole pressure is too low. Finally, at
lower wellhead pressure, the cost of compression becomes
significantly high to boost pressure for transport and
processing.

Exercise 12.6 Gas Material Balance Using the p/Z Plot
Given the production data for a dry gas in Table 12.17

and the fluid properties in Table 12.18:
1. Calculate the initial gas in place (IGIP), also called

the original gas in place (OGIP), represented as G in
the gas material balance equation.
2. Assuming an abandonment pressure of 700 psi, cal-

culate Gp and ultimate recovery factor (URF) at time of
abandonment.

Solution.
Interpolate Z from Table 12.18 at average reservoir

pressures and calculate p/Z (Table 12.19).
From the calculated p/Z, a plot of p/Z against Gp is cre-

ated (Fig. 12.30).

Figure 12.29 GMB using
p
Z
against Gp.
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The p/Z plot in Fig. 12.30 can be describe by the
relationship:

p
Z
= −2 3544Gp + 5213 1 (12.63)

To determine the initial gas in place (G) –when p = 0, G =
Gp. Thus, substituting p = 0 and G = Gp into equa-
tion (12.63):

0 = −2 3544G+5213 1

2 3544G=5213 1

G=
5213 1
2 3544

G = 2214.195 MMscf.
G = 2.2 Bscf.

At an abandonment pressure of 700 psia – interpolating
Z at p = 700 psia, Z = 0.9049. Calculating p/Z at abandon-

ment,
p
Z limit

:

p
Z limit

=
700

0 9049
= 773.592 psia

Substituting p
Z limit psia above into equation (12.63) to

calculate the cumulative gas produced at abandonment
(Gp_limit):

773 592= −2 3544Gp_ limit + 5213 1

Gp_limit = 1885.622 MMscf.
Therefore, the ultimate recovery factor (URF) is:

URF=
Gp_abandonment

G
=
1885 622
2214 195

= 0 85

URF = 85%.

In dry gas reservoirs, recoveries are always very high
compared to oil reservoirs, as gas is delivered to the surface
by volumetric expansion. The absence of two-phase flow,
due to water or condensate production, is also responsible
for high gas recoveries in dry gas reservoirs, as the presence
of a second phase creates impairment to gas flow.

12.4.2. Gas Condensate Material Balance(GCMB)

In gas condensate systems below the dew point, gas con-
densate is formed. Reservoir deliverability in a gas conden-
sate system below the dew point is controlled by many
factors, such as relative permeability and wettability, and
fluid properties (richness of the gas condensate stream).

12.4.2.1. Generalized Material Balance for Gas
Condensate. The generalized material balance equation
from equation (12.29) can be modified to account for
the effects of condensate formation and vaporization on
fluid expansion. From the generalized material balance
equation (equation (12.29)):

Table 12.17 Production Data for Exercise 12.6.

Date (dd/
mm/yyyy)

Average reservoir
pressure (psia)

Cumulative gas
produced (MMscf )

03/08/1993 5,010.00 0.00
02/11/1993 4,968.52 8.20
01/02/1994 4,937.34 16.41
03/05/1994 4,896.65 24.61
02/08/1994 4,861.24 32.82
01/11/1994 4,826.19 41.02
31/01/1995 4,796.27 49.23
02/05/1995 4,761.86 57.43
01/08/1995 4,727.78 65.64
31/10/1995 4,689.35 73.84
30/01/1996 4,660.62 82.05
30/04/1996 4,627.52 90.25
30/07/1996 4,590.16 98.46
29/10/1996 4,557.72 106.66
28/01/1997 4,530.12 114.87
29/04/1997 4,493.77 123.07
29/07/1997 4,462.26 131.28
28/10/1997 4,435.47 139.48
27/01/1998 4,404.52 147.69
28/04/1998 4,373.85 155.89
28/07/1998 4,343.47 164.10

Table 12.18 Fluid Property of Dry Gas for Exercise 12.6.

Pressure Pressure Z-factor Pressure Z-factor
(psia) Z-factor (psia) (psia)

100 0.9860 2,165 0.7890 4,230 0.8899
395 0.9452 2,460 0.7887 4,525 0.9157
690 0.9061 2,755 0.7953 4,820 0.9428
985 0.8700 3,050 0.8073 5,115 0.9708

1,280 0.8387 3,345 0.8236 5,410 0.9996
1,575 0.8139 3,640 0.8433 5,705 1.0289
1,870 0.7972 3,935 0.8656 6,000 1.0587
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F=N Eo +mEg

F=NEo +NmEg

where G=Nm

F=NEo +GEg

Adding the expansivity of water and formation rock to the
above equation:

F=NEowf +GEgwf (12.64)

where Eowf is the composite expansion factor for oil with
water and rock, Egwf is the composite expansion factor for
gas with water and rock, and F is defined as:

F=Np
Bo−BgRs

1−RvRs
+Gp

Bg−RvBo

1−RvRs

+WpBw−WinjBwinj−GinjBginj

(12.65)

Eowf is defined as:

Eowf =Eo +
Boi

1−Swc
cwSwc + cf Δp (12.66)

Egwf is defined as:

Egwf =Eg +
E

1−Swc
cwSwc + cf Δp (12.67)

Eo is defined as:

Eo =
Bo−Boi +Bg Rsi−Rs +Rv BoiRs−BoRsi

1−RvRs

(12.68)

Eg is defined as:

Eg =
Bg−Bgi +Bo Rvi−Rv +Rs BgiRv−BgRvi

1−RvRs

(12.69)

where Rv is the condensate to gas ratio in the gas phase
and Rs is the gas to condensate ratio in the liquid phase.
The gas condensate material balance equation

described by equations (12.64)–(12.69) is also applicable
to volatile oil below saturation pressure.

Table 12.19 p/Z with Corresponding Gp.

Date (dd/mm/yyyy)
pAvg
(psia)

Gp

(MMscf ) Z (by interpolation) p/Z (psia)

03/08/1993 5,010.00 0.00 0.960863 5,214.07
02/11/1993 4,968.52 8.20 0.956923 5,192.18
01/02/1994 4,937.34 16.41 0.953962 5,175.61
03/05/1994 4,896.65 24.61 0.950098 5,153.84
02/08/1994 4,861.24 32.82 0.946736 5,134.74
01/11/1994 4,826.19 41.02 0.943407 5,115.70
31/01/1995 4,796.27 49.23 0.940641 5,098.94
02/05/1995 4,761.86 57.43 0.937484 5,079.40
01/08/1995 4,727.78 65.64 0.934357 5,059.93
31/10/1995 4,689.35 73.84 0.93083 5,037.81
30/01/1996 4,660.62 82.05 0.928194 5,021.17
30/04/1996 4,627.52 90.25 0.925157 5,001.88
30/07/1996 4,590.16 98.46 0.921728 4,979.95
29/10/1996 4,557.72 106.66 0.918751 4,960.77
28/01/1997 4,530.12 114.87 0.916219 4,944.36
29/04/1997 4,493.77 123.07 0.913012 4,921.92
29/07/1997 4,462.26 131.28 0.91025 4,902.24
28/10/1997 4,435.47 139.48 0.907902 4,885.40
27/01/1998 4,404.52 147.69 0.90519 4,865.85
28/04/1998 4,373.85 155.89 0.902502 4,846.36
28/07/1998 4,343.47 164.10 0.899839 4,826.94

Figure 12.30 p/Z Plot for dry gas material balance analysis.
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12.4.2.2. p/Z Material Balance for Gas Condensate.
The p/Z plot from dry gas has been extended to a gas–
condensate system using a two-phase Z-factor.
The use of a two-phase Z-factor assumes that conden-

sate dropout is immobile and is not produced. In practice,
though, condensate is produced when the critical oil (con-
densate) saturation is reached. However, for lean gas con-
densate, production can be considered not considerable
and gas still remains the dominant phase. The use of
the two-phase Z-factor for material balance in gas con-
densate is only an approximation and should only be con-
sidered for lean gas condensate where the amount of gas
condensate is not significant enough to change the compo-
sition of the fluid. This method should not be considered
where significant condensate is produced remembering
that the method is based on the two-phase constant volume
depletion (CVD) Z-factor, which describes the condition
of immobile condensate.

12.4.2.3. Determination of Two-Phase Z-factor
(Z2-phase). From the constant volume depletion (CVD)
experiment (Chapter 3 (3.6.1.1)), the two-phase Z-factor
can be calculated using:

Z2−phase =
p

pi
Zi

1−
Vgas

Vcell

(12.70)

where p is cell pressure at each stage during the CVD
experiment, Vcell is the PVT cell of volume, pi is the initial
cell pressure, which is above saturation pressure, and Vgas

is the volume of gas recovered in stages during the CVD
experiment
Z2-phase can also be determined from empirical relation-

ships using the Rayes method [Rayes et al., 1992], which is
applicable to fluid compositions with amole percentage of
C7+ greater than 4 mol% and expressed as:

Z2−phase = 2 243−0 0375 pr −3 56
1
Tr

+ 0 00083 pr
2

+ 1 534
1
Tr

2

+ 0 132
pr
Tr

for yC7+ > 4mol%

(12.71)

The single-phase Z-factor can be used for fluid with a
composition of C7+ less than 4 mol% with appropriate
gas gravity correction. The composition of C7+ where
unknown can be determined using [Rayes et al., 1972]:

yC7+ = −0 088519+ 0 141013 γg (12.72)

The two-phase p/Z is then applied to equation (12.61)
when there is an active aquifer and to equation (12.62)
when there is no active aquifer.

Considering this limitation of the two-phase p/Z
approach, the generalized material balance equation
for gas condensate (Chapter 12.4.2.1) should always
be used.

12.4.3. Gas Material Balance Drive Index–Energy Plot

Using a similar concept to that used with the OMB, the
drive index can be determined for the GMB.
From the generalized gas material balance equation in

equation (12.57):

GpBg +WpBw =G Bg−Bgi +
GBgicwΔpSw

1−Sw
+
GBgicfΔp
1−Sw

+We

Making Gp the subject of the formula:

GpBg =G Bg−Bgi +
GBgicwΔpSw

1−Sw
+
GBgicfΔp
1−Sw

+We−WpBw

Normalizing the left-hand side and right-hand side with
respect to GpBg so all contributing energy terms sum up
to 1:

1=
G Bg−Bgi

GpBg
+
GBgicwΔpSw
GpBg 1−Sw

+
GBgicfΔp

GpBg 1−Sw
+

We +WpBw

GpBg

1=
Gas

Expansion
Drive Index

+
Water
Expansion
Drive Index

+
Formation
Expansion
Drive Index

Compaction Drive Index

+ Water Drive
Index

(12.73)

Equation (12.73) is the energy index equation with the
different drive index constituent. The energy index is
the fraction of the reservoir drive contributing to
production.
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APPENDIX 12A
VBA CODE FOR HURST–VAN EVERDINGEN

(HVE) UNSTEADY STATE AQUIFER

Function WDinf(tD)
''This function describes Water Influx for infinite acting
Aquifer

a7 = 4.8534E-12
a6 = -0.0000000018436
a5 = 0.00000028354
a4 = -0.00002274
a3 = 0.0010284
a2 = -0.027455
a1 = 0.85373
a0 = 0.81638

If tD < 1 Then

WDinf = 2 ∗ (tD / Excel.WorksheetFunction.Pi()) ^ 0.5 +
(tD / 2) - (tD / 6) ∗ (tD / Excel.WorksheetFunction.Pi())
^ 0.5 + (tD ^ 2) / 16

ElseIf tD < 100 Then
WDinf = a7 ∗ tD ^ 7 + a6 ∗ tD ^ 6 + a5 ∗ tD ^ 5 + a4 ∗ tD ^

4 + a3 ∗ tD ^ 3 + a2 ∗ tD ^ 2 + a1 ∗ tD ^ 1 + a0
Else
WDinf = 2 ∗ tD / Excel.WorksheetFunction.Ln(tD)
End If
End Function

Function WD(reD, tD)
''This function describes Water Influx for finite acting
Aquifer

tDD = 0.4 ∗ (reD ^ 2 - 1)
JJ = (reD ^ 4 ∗ (Excel.WorksheetFunction.Ln(reD)) /

(reD ^ 2 - 1)) + 0.25 ∗ (1 - 3 ∗ reD ^ 2)
If tD > tDD Then
WD = 0.5 ∗ (reD ^ 2 - 1) ∗ (1 - Exp(-2 ∗ tD / JJ))
Else
WD = WDinf(tD)
End If
End Function
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13

Decline Curve Analysis

The life cycle and production profile of a field, made up
of one or more reservoirs, can be characteristically
described by Fig. 13.1. The production profile may vary
depending on field development strategy, reservoir rock
and fluid properties, geology of the field, and reservoir
drive mechanism.
The life cycle of a petroleum field involves drilling and

managing different types of wells, which include:
Wildcat wells – the first wells drilled in the field with
minimum or no knowledge of subsurface geology
of the region or field.

Exploratory wells – drilled in a new field, based on geo-
logical and subsurface data.

Step-out wells – a special kind of exploration well drilled
to determine the extent of the reservoir boundaries or
an additional compartment connected to the main
reservoir.

Development wells – drilled after identification of
productive reservoirs for the production of oil
and gas.

Reentry wells – drilled to re-open existing wells that
have been previously plugged and suspended.

The variation in production profile from field to
field could be in the rate of buildup, the level of the
plateau, the duration of the plateau, and the rate of
decline. The period characterized by a production
increase due to increasing well count is called buildup
(not to be confused with buildup in well test analysis,
Chapter 8). The buildup reaches a continuous plateau
production, after which field production decline sets
in. Production decline continues until the economic
limit of the field is reached, after which field is
abandoned.

13.1. PRODUCTION DECLINE CURVE
MODELS

Most recovery in the life of the field is during the declin-
ing phase of the field life cycle. With limited reservoir
properties to build a simulation model or material balance
model, production decline curve models provide a simple,
but effective, way of predicting reservoir performance
with or without production data. Production decline
curve models were originally developed based on empiri-
cal observation of production data rather than the funda-
mental physics of flow [Arps, 1945]. Fetkovich [1980] later
showed that the constant terminal pressure solution
(Chapter 8 (8.5.1.2)) with a no-flow boundary reservoir
creates an exponential declining rate.
Common production decline curve models include:

exponential decline (constant fractional decline), har-
monic decline, and hyperbolic decline. For practical appli-
cation, it is good practice to use more than one model as
part of a sensitivity analysis. It is also important to note
that moderate forecasts are most likely appropriate in the
early production stages, where more factors aid produc-
tion decline than enhance production. Production decline
curve models can be represented by a generalized
equation:

q=
qi

1 + bDit
1

b
(13.1)

where qi is the initial production rate at onset of produc-
tion decline, t is time, Di is the initial nominal decline
rate (unit of time−1), b is an empirical constant (Arps’
decline-curve exponent), and q is the production rate
at time t.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
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b and Di can be derived from fitting the measured pro-
duction data with the production decline model or taken
from an analogue field.
Production decline models can be presented as a func-

tion of effective decline (rather than nominal), where ini-
tial effective decline is defined as:

Dei =
qi−q
qi

(13.2)

Substituting equation (13.1) into equation (13.2):

Dei =
qi−qi 1 + bDit

−1
b

qi

Dei = 1− 1+bDit
−1

b

Making Di the subject of the formula and solving for
the first time step, t = 1, to get an initial production
decline rate:

1 + bDit
−1

b = 1−Dei

1 + bDit = 1−Dei
−b

bDit = 1−Dei
−b−1

Di =
1−Dei

−b−1
bt

at t = 1, the relationship between initial nominal decline
rate (Di) and initial effective decline rate (Dei) can be
expressed as:

Di =
1−Dei

−b−1
b

(13.3)

Fig. 13.2 shows the rate of decline based on the various
production decline models.

13.1.1. Exponential Production Decline Model

When b = 0, equation (13.1) reduces to:

q =
qi

1 + bDit
1

b

b 0

=
qi

1 + bDit
1
b
Di
Di

b 0

As b 0, bDi 0:

q=
qi

1 + bDit
1

bDi

Di

bDi 0

(13.4)

Note that 1 + x
1
x

x 0
= 2 718= e

Hence, equation (13.4) becomes:

q=
qi
eDit

= qie
−Dit (13.5)

Equation (13.5), the exponential decline production
model, can be integrated to determine cumulative
production:

Figure 13.2 Different production decline models.

Figure 13.1 Typical production profile of a field.
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Np =

t

0

qdt =

t

0

qie
−Ditdt

Np =
qi
Di

1−e−Dit (13.6)

For equation (13.6) to be dimensionally consistent,
Di in the term [Dit] should have the same unit as time
(t). For instance, if t has a unit of a year, Di in the term
[Dit] should have a unit of year−1. Also, Di in the

term
qi
Di

should be in consistent units. For instance,

if q has a unit of stb/d then Di in the term
qi
Di

should

have a unit of d−1, so that the ratio
qi
Di

gives a unit of stb.

Rearranging equation (13.5):

q
qi

= e−Dit

Substituting this into equation (13.6), the cumulative
production for the exponential production decline model
becomes:

Np =
qi
Di

1−
q
qi

Np =
qi−q
Di

(13.7)

13.1.1.1. Diagnosis and Determination of Initial
Decline Rate for the Exponential Decline Model.
From equation (13.5), production data that honor expo-
nential decline will show a straight-line, semi-log relation-
ship between production rate and time, with the
logarithmic of the production rate on the vertical axis
(Fig. 13.3).

Also, as shown by equation (13.7), production data that
honor an exponential decline will show a straight-line
relationship between production rate and cumulative pro-
duction. Di can be calculated from the slope of the graph
shown in Fig. 13.3:

Di = Slope × 2 3026 (13.8)

The value of 2.306 in Fig. 13.3 and equation (13.8) is
ln(10), which converts slope in log base 10 to slope in nat-
ural logarithmic (ln). The concept of semi-log plots and
their slopes was discussed also in Chapter 7 (7.3.2.1).

13.1.2. Harmonic Production Decline Model

When b = 1, equation (13.1) reduces to a harmonic pro-
duction decline model:

q =
qi

1 +Dit
(13.9)

Integrating the above equation yields a forecast of
cumulative production:

Np =
qi
Di

ln 1+Dit (13.10)

Rearranging equation (13.9)

q
qi

=
1

1+Dit

Substituting
q
qi

=
1

1+Dit
from the above into equation

(13.10), the cumulative production for the harmonic
decline model becomes:

Np =
qi
Di

ln
qi
q

(13.11)

13.1.2.1. Diagnosis and Determination of Initial
Decline Rate for Harmonic Decline Model. From
equation (13.11):

Figure 13.3 Exponential production decline diagnosis.

DECLINE CURVE ANALYSIS 453



Np =
qi
Di

ln qi − ln q

Production data that honor a harmonic decline model
will show a semi-log straight-line relationship between
cumulative production and production rate, with the log-
arithmic of production on horizontal axis (Fig. 13.4).

13.1.3. Hyperbolic Production Decline Model

When 0 < b < 1, the generalized hyperbolic production
decline curve equation is:

q =
qi

1 + bDit
1

b
(13.12)

Defining a= 1/b:

q=
qi

1 +
Di

a
t

a

Integrating this equation for 0 < b < 1, and substituting
b = 1/a, the cumulative production is thus expressed as:

Np =
qi

bDi
1
b
−1

1− 1+bDit
1− 1

b

Np =
qi

Di 1−b
1− 1+bDit

b−1
b (13.13)

13.1.3.1. Diagnosis and Determination of Model
Parameters for the Hyperbolic Decline Model. The
hyperbolic production decline curve model does not have
specialized diagnostic plots. Where data do not fit expo-
nential and harmonic decline models, the hyperbolic
decline model should be investigated. Regression can be
used to fit production data to the hyperbolic decline
model, with Di and b as model match parameters.

Exercise 13.1 Production Decline Forecast Using
Decline Curve Analysis
An oil field is considered to have a hyperbolic produc-

tion decline profile based on comparison with an analogue
field, with nominal decline rate of 0.6 year−1, plateau oil
production rate of 56,847 stb/d, and b = 0.75.
1. Calculate the average annual production rate of oil in

stb/d, orMstb/d, over 20 years of the field declining phase.
2. Calculate the cumulative oil producion, in stb or

MMstb, at the end of each year, over 20 years of the field
declining phase.
3. Calculate annual oil producion, in stb or MMstb,

over 20 years of the field declining phase.
4. If the field is considered uneconomical at a produc-

tion rate of 1,000 stb/d, determine when the field should
be considered for abandonment.
5. Determine recovery, in stb or MMstb, from the onset

of production decline to abandonment date.

Solution Steps.

Step 1: q is the average annual production rate of oil in
stb/d; it is calculated using equation (13.12):

q =
56847

1+ 0 75× 0 6 t
1

0 75

Step 2: Np is the cumulative oil production at the end
of each year in stb; it is calculated using
equation (13.13):

Np =
qi

Di 1−b
1− 1+bDit

b−1
b

For year t, substituting known parameters, Np(t)
becomes:

Np t =
56847 stb/d

0 6
365

d−1 1−0 75
1− 1+ 0 75× 0 6t

0 75−1
0 75

Figure 13.4 Harmonic production decline diagnosis.
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Np t = 138327700 1− 1+ 0 45t −1
3 (13.14)

Note that the Di in
qi

Di 1−b
was divide by 365 to

convert to d−1 (days−1) since qi is in stb/d.
Step 3: ΔNpj is the annual oil production in stb at a
given time step, j, calculated by subtracting the previ-
ous year’s cumulative oil production from the current
year’s cumulative oil production.

The annual oil production at time step, j, is
therefore:

ΔNp,j =Np,j−Np,j−1 (13.15)

Solution.
The solutions to questions 1, 2, and 3 are summarized in

Table 13.1.
Graphical presentations of the solutions to questions 1,

2, and 3 (Exercise 13.1) are shown in Fig. 13.5.
4. From equation (13.12):

q =
qi

1 + bDit
1

b

At an uneconomic oil production rate (qlimit), the corre-
sponding abandonment time is defined as tlimit.
Substituting qlimit and tlimit into equation (13.12):

qlimit =
qi

1 + bDitlimit
1

b

where qlimit = 1000stb/d.
Substituting the given parameters into the above equa-

tion and making tlmit the subject of the formula:

1,000=
56,847

1+ 0 75× 0 6tlimit
1

0 75

tlimit =

56,847
1,000

0 75

−1

0 45
= 43 8 years

tlimit≈44 years

Table 13.1 Solution to Exercise 13.1 (questions 1, 2, and 3).

Year q (stb/d) using equation (13.12) Np (stb) using equation (13.14) ΔNp,j (stb) using equation (13.15)

0 5.685E + 04 0.000E + 00
1 3.464E + 04 1.611E + 07 1.611E + 07
2 2.416E + 04 2.664E + 07 1.053E + 07
3 1.819E + 04 3.428E + 07 7.639E + 06
4 1.440E + 04 4.019E + 07 5.902E + 06
5 1.181E + 04 4.494E + 07 4.756E + 06
6 9.934E + 03 4.889E + 07 3.951E + 06
7 8.524E + 03 5.225E + 07 3.357E + 06
8 7.431E + 03 5.515E + 07 2.904E + 06
9 6.561E + 03 5.770E + 07 2.548E + 06

10 5.855E + 03 5.996E + 07 2.262E + 06
11 5.273E + 03 6.199E + 07 2.028E + 06
12 4.784E + 03 6.382E + 07 1.833E + 06
13 4.370E + 03 6.549E + 07 1.669E + 06
14 4.014E + 03 6.702E + 07 1.528E + 06
15 3.707E + 03 6.843E + 07 1.408E + 06
16 3.438E + 03 6.973E + 07 1.303E + 06
17 3.201E + 03 7.094E + 07 1.211E + 06
18 2.992E + 03 7.207E + 07 1.130E + 06
19 2.806E + 03 7.313E + 07 1.057E + 06
20 2.639E + 03 7.412E + 07 9.930E + 05

Figure 13.5 Graphical presentations of solutions to questions 1,
2, and 3 (Exercise 13.1).
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Therefore, the field should be abandoned 44 years from
the onset of production decline.
5. Using equation (13.14) and substituting abandon-

ment time:

Np t = 13,83,27,700 1− 1+ 0 45t −1
3

Np t = 13,83,27,700 1− 1+ 0 45× 43 8 −1
3 = 8 796E+ 07

Np t = tlimit = 88MMstb

Therefore, recovery from the onset of production
decline to the abandonment date is 88 MMstb.

Exercise 13.2 Production Decline Diagnosis and Fore-
cast Using Decline Curve Analysis
Table 13.2 shows oil production data during the declin-

ing stage of a field production from the plateau produc-
tion rate of 20,305 stb/d.
1. Determine the production decline model that best

describes the field production performance and calculate
the cumulative oil produced using historical data.
2. Predict oil production 13 years from the end of pro-

duction history.
3. Predict recoverable oil 25 years from the onset of pro-

duction decline.
4. Plot annual oil production rate and cumulative oil

production from both history and prediction over the
25 years from the onset of production decline.

Solution Steps.

Step 1: using the diagnostic plots in Figs. 13.3 and 13.4,
determine if production data honor the exponential
or harmonic production decline model. Where data
do not fit either the exponential or harmonic decline
models, the hyperbolic decline model should be

considered with regression to match and determine
model parameters.

Step 2: after model identification, the declinemodel that
best matches the production data should be selected
for production rate and oil recovery prediction.

Solution.

1. Production decline model diagnosis.
Create a column of log(q) as shown in Table 13.3 and

make a diagnostic plot of log (q) against t to examine if
production data fit an exponential decline model
(Fig. 13.6).

As diagnosis shows that production can be described by
an exponential decline model, the parameter Di for the
exponential decline model can then be determined.

Determining the slope and then Di from Fig. 13.6 using
the same approach as illustrated in Fig. 13.3.
Di = slope × 2.3026
Di = 0.0276 × 2.3026 = 0.06355176 per year
Di = 0.0636 per year.

For a period with measured data, it is best to determine
the cumulative oil produced from historical/measured

Table 13.2 Oil Production Data During the Decline Stage of
Field Life.

Time (years) Average annual oil production rate (stb/d)

0 20,305
1 19,054
2 17,880
3 16,778
4 15,745
5 14,775
6 13,864
7 13,010
8 12,208
9 11,456

10 10,750
11 10,088
12 9,466

Table 13.3 log(q) with Corresponding Time.

Time (years) q (stb/d) log(q)

0 20,305 4.31
1 19,053.9 4.28
2 17,880 4.25
3 16,778 4.22
4 15,745 4.20
5 14,775 4.17
6 13,864 4.14
7 13,010 4.11
8 12,208 4.09
9 11,456 4.06

10 10,750 4.03
11 10,088 4.00
12 9,466 3.98

Figure 13.6 Exponential decline production diagnosis for
Exercise 13.2.
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data by rearranging equation (13.15) to make the cumu-
lative production at time step j (Np,j) the subject of the
formula:

Np,j =ΔNp,j +Np,j−1 (13.16)

where the annual oil production (ΔNp,j) is defined as:

ΔNp,j = qj × Δtj

where Δtj = tj − tj−1
The cumulative oil produced from historical data is

summarized in Table 13.4.
2. For the prediction for 13 years from the end of his-

tory, the calculation is carried out using the same
approach as Exercise 13.1 (Table 13.5).
3. From Table 13.5, the recoverable oil at the end of

25 years from the onset of production decline is 93MMstb
(93 × 106 stb).
4. Combining Table 13.4 (history) and Table 13.5 (pre-

diction) gives the oil production rate and cumulative oil
production expected over 25 years from the onset of pro-
duction decline (Fig. 13.7).
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14

Secondary and Tertiary Recovery Methods

Oil recovery methods can be broadly considered as pri-
mary, secondary, and tertiary (enhanced) oil recovery. The
definition of oil recovery methods can be based on the
stage (time) of recovery or energy drive used in producing
oil from the reservoir.
If oil recovery methods are defined based on the stages

of recovery, then primary oil recovery, also called pri-
mary production, would include production/recovery
at the initial stage of production where oil is produced
using natural energy until the economic limit is reached.
During the primary oil recovery stage, pressure mainte-
nance using water or gas injection would be generally
considered part of the primary oil recovery process.
When production using the reservoir’s natural energy
has reached its economical limit, a second stage called
secondary oil recovery, also called secondary production,
may be considered to boost production. Additional
recovery to primary recovery during secondary recovery
is also referred to as secondary oil recovery. When sec-
ondary oil recovery reaches its economic limit, recovery
methods that can be used to produce some of the
remaining mobile and residual oil economically may
be considered. This third stage of oil recovery, which
involves mostly unconventional recovery methods, is
known as tertiary oil recovery, and also called tertiary
production. Additional recovery to primary and second-
ary oil recoveries is also referred to as tertiary oil
recovery.
Oil recovery methods based on the production stages

are summarized in Fig. 14.1.
If oil recovery methods are defined based on energy

drive for producing reservoir fluid, primary oil recov-
ery methods would include methods of production that

use natural reservoir energy for production. Since this
definition is not based on production stage (time),
pressure maintenance methods such as water and gas
injection would be termed secondary oil recovery
methods. Hence, producing a reservoir with both nat-
ural and external energy would be best described as a
combination of primary and secondary oil recovery
methods. Primary drive mechanisms include: depletion
drive; natural segregated gas-cap drive; compaction
drive, and natural water drive. Primary oil recovery
can be combined with an artificial lift system. Second-
ary oil recovery methods based on energy drive
include methods where the reservoir is produced using
external energy without alteration of reservoir fluid or
rock–fluid properties. Methods under secondary oil
recovery methods include water injection, immiscible
gas injection, and immiscible water alternating gas
injection to energize the reservoir or sweep oil to
increase production. Secondary oil recovery methods,
like primary oil recovery, can be combined with arti-
ficial lift systems.
Tertiary oil recovery methods based on energy drive

include methods where production of reservoir oil is
enhanced by changing the reservoir fluid properties, such
as viscosity, and/or the rock–fluid properties, such as
wettability, to make oil production more favorable.
Tertiary oil recovery methods where viscosity is reduced
to enhanced recovery include thermal processes such as
in situ combustion, steam injection drive (cyclic and
steam-assisted gravity drive), and hot water drive. Other
methods that make production favorable by viscosity
reduction are miscible gas injection and miscible water
alternating gas injection.

Petroleum Engineering: Principles, Calculations, and Workflows, Geophysical Monograph 237, First Edition.
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Tertiary oil recovery methods that alter the reservoir
rock–fluid properties such as wettability to enhanced
production are mostly chemical injection methods.
Wettability alteration enhances production by increasing
the relative permeability of the oil. Alteration of rock
wettability in tertiary oil recovery is achieved through
the reduction in interfacial tension. Emerging tertiary
oil recovery methods include the use of microbial, ultra-
sonic vibration, and electromagnetic methods. Tertiary
oil recovery methods, as in primary and secondary oil
recoveries, can also have artificial lift systems to improve
tubing performance.
Secondary and tertiary (enhanced) oil recovery meth-

ods can both be defined as improved oil recovery (IOR)
methods.
Oil recovery methods based on energy drive are

summarized in Fig. 14.2.
Typical recoveries from each recovery method are

summarized in Fig. 14.3.

14.1. PRIMARY OIL RECOVERY

Reservoir performance in primary oil recovery pro-
cesses has been discussed under material balance models
(Chapter 12). The material balance models discussed in
Chapter 12 incorporate the effect of reservoir deliverabil-
ity due to natural (primary) production drives, which
include depletion drive; natural segregated gas-cap drive;
compaction drive, and natural water drive.

14.2. SECONDARY OIL RECOVERY

Secondary oil recoverymethods include water injection,
immiscible gas injection, and immiscible water alternating
gas injection.
The effect of gas injection into a gas cap and/or water

into the aquifer to support or energize the reservoir can
be handled in reservoir performance prediction by adding

Figure 14.1 Oil recovery based on production stages.
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Figure 14.2 Oil recovery methods based on energy drive.



gas injection (Ginj) and water inject (Winj) into the oil
material balance equation, as shown in equation (12.18).

Np Bo + Rp−Rs Bg +WpBw−WinjBwinj−GinjBginj

=NBoi
Bo−Boi + Rsi−Rs Bg

Boi
+m

Bg

Bgi
−1

+ 1+m
cwSwc + cf
1−Swc

Δp +We

Where the injection of fluid is for displacement rather
than energizing the reservoir, methods based on fractional
flow should be used.

14.2.1. Water Injection

Water is a common choice of injectant for secondary
recovery due to low cost and ready availability. Water
injection may be carried out to achieve pressure support
(pressure maintenance), reservoir sweeping (water
flooding) or both.
Where the objective of water injection is pressure main-

tenance, it should commence before reservoir depletion or
significant reservoir depletion sets in. The effect of water
injection for pressure maintenance on reservoir perfor-
mance can be captured by adding water injection into
material balance equation, as shown in equation (12.18).
Water flooding is another objective of water injection

and involves injecting water to sweep reservoir hydrocar-
bon through the displacement process in order to improve
hydrocarbon recovery (Fig. 14.4). Water flooding is not
strictly for pressure maintenance, as it can be carried
out in a depleted reservoir.
It is always preferable to inject water peripherally or

basal, near the water leg or in the water leg, away from
hydrocarbon-bearing sand (Fig. 14.5).
The effect of gravity ensures that water displacement is

from the bottom or edge to the oil-bearing zone to achieve
an efficient sweep. Though reservoir response to sweep
and pressure from water injected peripherally or basal

may be slow initially, overall recovery is often higher with
a lower water cut than a patterned injection well layout
(Fig. 14.6).
Before water injection is considered for flooding or

pressure maintenance, it is important that the source of
the water is identified; that the water to be injected is
compatible with formation water; a reasonable estimate
of reservoir permeability and heterogeneity within the
area of interest is known; reservoir fluid properties and
the effect on displacement are understood; wettability
and relative permeability and the effect on displacement
are also understood.
It is very important that the proposed injection water is

analyzed for compatibility with formation connate water.
The injection water compatibility test evaluates the risk of
precipitation of inorganic scale during water injection by
the laboratory measurement of inorganic scale precipita-
tion due to different mixing ratios of raw and formation
water. This analysis is essential in the selection of chemical
scale inhibitors and the required concentrations of these
inhibitors if needed for scale prevention. Prior to injec-
tion, water should be: treated to remove oxygen, which
accelerates corrosion and bacterial growth; treated to
remove bacteria whose growth leads to the production
of hydrogen sulfide; and treated to remove sulfates, which
can precipitate as scale (calcium sulfate, barium sulfate
or strontium sulfate) at conducive temperatures and
pressures.
Understanding spatial reservoir permeability variation

is very important, as injection fluid will tend to flow
through the path of least resistance, which is defined by
high permeability. Hence, where there are permeability
streaks or fractures, an efficient sweep of oil may not be
achieved. Also, knowing aquifer permeability is very
important when considering water injection/flooding, as
it is advantageous to inject water peripherally or basal
for flooding and pressure maintenance where it is
possible. Permeability in the aquifer may be significantly
less than that in the reservoir due to diagenesis. Where the
permeability of the aquifer or the edge of the reservoir
does not permit the desired injection rate required for

Figure 14.3 Oil recovery for different recovery methods.

Figure 14.4 Water flooding.
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flooding or pressure maintenance to be achieved, different
options for injection pattern layout may be considered.
Reservoir structure as well plays an important role in

water injection as, gravity affects the distribution of

flowing water. If water is injected close to the crest of a
high dip reservoir structure, water will slump to the bot-
tom without sweeping most parts of the reservoir towards
the top, thereby creating an inefficient vertical sweep and,
hence, low recovery.

14.2.1.1. Fractional Flow Equation.The fractional flow
equation describes the flow of water or polymer and oil in
a homogeneous reservoir. It can be used to predict
reservoir performance during water flooding.
Consider a reservoir with dip of θ, with water displacing

oil. From Darcy’s equation, the flow rate of the oil phase
(qo) and the water phase (qw) during displacement process
are, respectively:

qo = −
kkroA
μo

∂po
∂x

+ ρog sinθ (14.1)

and

qW = −
kkrwA
μw

∂pw
∂x

+ ρwg sinθ (14.2)

where kro and krw are the relative permeabilities of oil
and water, respectively, μo and μw are the viscosities of
the oil and water, respectively, k is absolute permeability,
x is linear displacement of fluid, p is the pressure (with
the subscripts o and w representing oil and water,
respectively, and ρ is density (with the subscripts o and
w representing oil and water, respectively).

pcow = po−pw

where pcow is capillary pressure.

Figure 14.5 Peripheral aquifer water injection for flooding and pressure maintenance.

Figure 14.6 Patterned water injection layout [Adapted from
Craft and Hawkins, 1991].
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Making pw the subject of the formula:

pw = po−pcow

Substituting into equation (14.2)

qw = −
kkrwA
μw

∂ po−pcow
∂x

+ ρwg sinθ

−qw
μw

kkrwA
=
∂po
∂x

−
∂pcow
∂x

+ ρwg sinθ (14.3)

From equation (14.1):

−qo
μo

kkroA
=
∂po
∂x

+ ρog sinθ (14.4)

Equation (14.3) minus equation (14.4):

−
1
kA

qwμw
krw

−
qoμo
kro

= −
∂pcow
∂x

+ ρw−ρo g sinθ (14.5)

The total liquid rate (qt) is defined as:

qt = qo + qw

Making qo the subject of the formula:

qo = qt−qw

Substituting qo = qt−qw into equation (14.5):

−
1
kA

qwμw
krw

−
μo qt−qw

kro
= −

∂pcow
∂x

+ ρw−ρo g sinθ

(14.6)

The fractional flow of water is defined as:

fw =
qw

qo + qw
=
qw
qt

(14.7)

Making qw the subject of the formula:

qw = fwqt

qt is total flow rate.
Substituting qw = fwqt into equation (14.6) the frac-

tional flow in consistent unit becomes:

−
1
kA

fwqtμw
krw

−
μo qt− fwqt

kro
=−

∂pcow
∂x

+ ρw−ρo g sinθ

−
qtμo
kkroA

fwkroμw
krwμo

− 1− fw = −
∂pcow
∂x

+ ρw−ρo g sinθ

qtμo
kkroA

fw +
fwkroμw
krwμo

−1 =
∂pcow
∂x

− ρw−ρo g sinθ

qtμo
kkroA

fw +
fwkroμw
krwμo

=
qtμo
kkroA

+
∂pcow
∂x

− ρw−ρo g sinθ

fw
qtμo
kkroA

1+
kroμw
krwμo

=
qtμo
kkroA

+
∂pcow
∂x

− ρw−ρo g sinθ

fw =

qtμo
kkroA

+
∂pcow
∂x

− ρw−ρo g sinθ

qtμo
kkroA

1+
kroμw
krwμo

fw =
1+

kkroA
qtμo

∂pcow
∂x

− ρw−ρo g sinθ

1+
kroμw
krwμo

(14.8)

Equation (14.8) in engineering oil field (EOF) units is
expressed as:

fw =
1+

0 001127kkroA
qtμo

∂pcow
∂x

−0 433 ρw−ρo sinθ

1+
kroμw
krwμo

(14.9)

where A is the area (ft2), fw is the fractional water flow, k is
the absolute permeability (mD), kro is the relative perme-
ability of oil phase, krw is the relative permeability of the
water phase, μo is oil viscosity, μw is water viscosity, pcow is
capillary pressure (psi), qt is total flow rate (bbl/d), ρw is
the specific gravity of water, ρo is the specific gravity of
oil, and θ is the angle of dip of the reservoir to the horizon
in degrees
Neglecting the effect of capillary pressure and gravity,

equation (14.8) becomes:

fw =
1

1+
kroμw
krwμo

(14.10)

Defining the mobility ratio (M) as M=
krwμo
kroμw

equation (14.10) becomes:

fw =
1

1+
1
M

(14.11)

Exercise 14.1 Effect of the Mobility Ratio on Frac-
tional Flow
A reservoir has a relative permeability Krw =

0 2 Sw−0 2 2 and Kro = 0 4 So−0 25 2, plot the frac-
tional flow plot (fw against Sw) for water–oil viscosity

ratios
μw
μo

of 0.05, 0.2, 0.6, 1.4, 5, 10, and 20.

The end point (maximum) relative permeability of
water (krw) is 0.2 as shown in the relative permeabil-
ity model.

464 PETROLEUM ENGINEERING



End point (maximum) relative permeability of oil (krw)
is 0.4, as shown in the relative permeability model.

Solution.
From equation (14.10):

fw =
1

1+
kroμw
krwμo

=
1

1+ 1
krwμo
kroμw

Substituting the relative permeability into the above:

fw =
1

1+
2 So−0 25 2

Sw−0 2 2

μw
μo

=
1

1+
2 1−Sw −0 25 2

Sw−0 2 2

μw
μo

(14.12)

Create a table of fw for different values of
μw
μo

using

equation (14.12) with values of Sw from Swc (0.2) to
1 − Sor (1 − 0.25 = 0.75) (Table 14.1).

Fig. 14.7 shows a plot of fw against Sw for
μw
μo

= 0.05 0.2,

0.6, 1.4, 5, 10, and 20.

The end-point mobility, defined as Mend =
krwμo
kroμw

, for

given values of the
μw
μo

ratio are summarized in Table 14.2.

Case 1
μw
μo

= 0 05 , with an end-point mobility ratio

greater than 1 (Table 14.2), shows a fractional flow curve
characterized by unstable displacement, as shown by the
downward concave shape of the fractional flow curve
(Fig. 14.7). This unfavorable displacement is due to low

μw
μo

high
μo
μw

, which can occur in a high viscosity oil res-

ervoir under water flooding. In this situation, the injected
water will bypass a significant amount of oil in the reser-
voir with low recovery at water breakthrough. Reservoirs
with high oil viscosity are not good candidates for water
flooding.
The end-point mobility ratio can be reduced by addition

of polymer to the injection water to increase the viscosity
of the displacing fluid, thereby achieving the mobility
ratio required for favorable displacement of oil as shown
in Case 4. Use of polymer to improve oil recovery is dis-
cussed in Section 14.3.3.1.

Case 2
μw
μo

= 0 2 , with an end-point mobility ratio

greater than 1 (Table 14.2), shows a fractional flow curve
with inflexion; however, it is not well pronounced
(Fig. 14.7). Hence, Case 2may not be the best case for effi-
cient oil recovery with water flooding.

Table 14.1 fw Calculation for
μw
μo

of 0.05, 0.2, 0.6, 1.4, 5, 10, and 20.

μw
μo

= 0 05
μw
μo

= 0 2
μw
μo

= 0 6
μw
μo

= 1 4
μw
μo

= 5
μw
μo

= 10
μw
μo

= 20

Sw fw

0.20 0 0 0 0 0 0 0
0.25 0.091 0.024 0.008 0.004 0.001 0.000 0.000
0.30 0.331 0.110 0.040 0.017 0.005 0.002 0.001
0.35 0.584 0.260 0.105 0.048 0.014 0.007 0.004
0.40 0.766 0.449 0.214 0.104 0.032 0.016 0.008
0.45 0.874 0.635 0.367 0.199 0.065 0.034 0.017
0.50 0.935 0.783 0.545 0.340 0.126 0.067 0.035
0.55 0.968 0.884 0.718 0.522 0.234 0.133 0.071
0.60 0.986 0.947 0.856 0.717 0.416 0.262 0.151
0.65 0.995 0.981 0.944 0.879 0.669 0.503 0.336
0.70 0.999 0.996 0.988 0.973 0.909 0.833 0.714
0.75 1 1 1 1 1 1 1

Figure 14.7 Fractional flow plot for Exercise 14.1.
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Case 3 (
μw
μo

= 0.6 and 1.4), with end-point mobility ratios

less than 1 (Table 14.2), shows a fractional flow curve with
a well-developed inflection shape (Fig. 14.7), which char-
acterizes favorable displacement, and such reservoirs can
be considered good candidates for water flooding.

Case 4 (
μw
μo

= 5, 10, 20), with end-point mobility ratios

less than or equal to 0.1, show fractional flow curves
with totally upward, concave fractional flow curves
(Fig. 14.7), which characterize a highly favorable
displacement.
Effect of Gravity on Fractional Flow Curve
The typical fractional flow curves for horizontal (θ= 0)

and vertical flow (θ = 90) are shown in Fig. 14.8. The
gravitation component in the fractional flow equation
adds extra force to the injectant, which improves the
sweep of oil by water.

14.2.1.2. Buckley–Leverett (BL)Equation.The Buckley–
Leverett (BL) equation [Buckley and Leverett, 1942]
describes one-dimensional (1D), piston-like displacement
of two-phase immiscible, incompressible fluids in a single
layered homogeneous reservoir (Fig. 14.9). The use of the
BL equation is most common for the prediction of reser-
voir performance during water flooding. This method has
also been extended to polymer and chemical injection. In
the case of polymer and chemical injection, the effect of a
change in wettability is captured by modifying the relative
permeability model in the fractional flow equation
to reflect this change, while the effect of viscosity is cap-
tured by adjusting the viscosity of the displacing fluid
appropriately in the fractional flow equation.
The formulation of the BL equation is based on the

assumption of the 1D piston-like displacement of an
immiscible fluid. Hence, the BL equation is not applicable
to segregated flow where the effect of gravity is dominant
and in heterogeneous reservoirs where piston-like
displacement may not be achievable. The assumption of
piston-like displacement is valid for flooding with end-
point mobility ratios (mobility of injectant divided
by the displaced fluid) of less than one, but is invalid
for end-point mobility ratios greater than 10 due to
possible effects of viscous fingering (Fig. 14.10).

The BL equation can be used for solving a wide range of
reservoir and field management problems during water
flooding, some of which are highlighted here.

• Water Saturation Distribution in the Reservoir
The BL equation can be used during water flooding to

predict: water saturation at the flood front, average water
saturation behind the flood front, the speed of the water
front and the time water breaks through.

• Oil Recovery Prediction
During water flooding, the BL equation can be used to

predict the amount of oil swept/oil recovery by displacing
water; sweep/recovery efficiency before and after water
breakthrough.

• Water Production and Injection Management
The BL equation can be used to predict the water–oil

ratio (WOR), the water cut after injection water break-
through, and the amount of water required to achieve a
given oil recovery.

• Developing the BL Equation
The BL equation is a combination of the mass continu-

ity equation (equation (14.13)) and the fractional flow
equation (equation (14.10)).
Carrying out the mass balance over the volume element

with cross-sectional area of A and thickness of dx
(Fig. 14.11) to develop mass continuity equation.

mass in – mass out = change inmass

qwρw x−qwρw x+dx Δt =Aϕ Swρw t+Δt−Swρw t Δx

Figure 14.8 The effect of gravity on the fractional flow curve.

Table 14.2 End-point Mobility Ratio for
μw
μo

Values of 0.05, 0.2, 0.6, 1.4, 5, 10, and 20.

μw
μo

0.05 0.2 0.6 1.4 5 10 20

Mend =
krwμo
kroμw

10 2.5 0.83 0.36 0.1 0.05 0.025
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where qw is the flow rate of water, ρw is the density of
water, Sw is water saturation, Δt is the time interval,
A is the cross-sectional area of the flow, and x is the linear
displacement of the fluid.
Taking limits Δx 0, Δt 0:

−
∂

∂x
qwρw =Aϕ

∂

∂t
Swρw

Aϕ
∂

∂t
Swρw −

∂

∂x
qwρw = 0 (14.13)

Equation (14.13) is the mass continuity equation.
With constant density, equation (14.13) reduces to:

Aϕ
∂

∂t
Sw −

∂

∂x
qw = 0 (14.14)

The fractional flow of water is expressed as:

fw =
qw

qo + qw
=
qw
qt

At a steady state, the rate of injection (qin) equals the
total displacement of oil and water (qt):

qt = qin

Hence:

fw =
qw

qo + qw
=
qw
qin

qw = fwqin

Substituting qw above into the mass continuity equa-
tion, equation (14.14):

Aϕ
∂

∂t
Sw −

∂

∂x
fwqin = 0 (14.15)

Since fw = fw(Sw):

∂fw
∂x

=
∂fw
∂Sw

∂Sw
∂x

Substituting
∂fw
∂x

above into equation (14.15) gives the

Buckley–Leverett equation [Buckley and Leverett, 1942]:

Aϕ
qin

∂Sw
∂t

−
∂fw
∂Sw

∂Sw
∂x

= 0 (14.16)

Figure 14.9 One-dimensional piston-like displacement showing water front.

Figure 14.10 Viscous fingering.

Figure 14.11 Flow through element volume of AΔx.
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Frontal Advance Equation
During immiscible water displacement of oil, water sat-

uration is a function of location and time:

Sw =Sw x,t

Hence

dSw =
∂Sw
∂x

dx+
∂Sw
∂t

dt

Since the water front is at constant saturation during
immiscible water displacement of oil:

dSw = 0=
∂Sw
∂x

dx+
∂Sw
∂t

dt

Rearranging this equation:

∂Sw
∂t

= −
∂Sw
∂x

dx
dt

Substituting
∂Sw
∂t

from above into equation (14.16) and

rearranging:

−
∂fw
∂Sw

∂Sw
∂x

= −
Aϕ
qin

∂Sw
∂x

dx
dt

Making
dx
dt

the subject of the formula gives the velocity

flood front, or velocity shock front:

dx
dt

=
qin
Aϕ

∂fw
∂Sw

(14.17)

Therefore, the velocity of a given Sw is:

dx
dt Sw

=
qin
Aϕ

∂fw
∂Sw Sw

In engineering oil field (EOF) units this is:

dx
dt Sw

=
5 615qin

Aϕ
∂fw
∂Sw Sw

(14.18)

where
∂fw
∂Sw Sw

is the slope of the fractional flow curve

(fw against Sw) at Sw and qin is the rate of injection (bbl/d).
Integrating equation (14.17) to determine the distance x

for a given Sw from the injector:
x

0

dx=
qin
Aϕ

∂fw
∂Sw f

t

0

dt

This gives:

x Sw =
qint
Aϕ

∂fw
∂Sw Sw

(14.19)

In EOF units:

x Sw =
5 615qint

Aϕ
∂fw
∂Sw Sw

(14.20)

where (x)Sw is the distance of any given saturation Sw from
the injector in feet.
The advancement of the shock front can also be deter-

mined by integrating equation (14.17) between the limits
of xf (location of front) and 0 (injector):

xf

0

dx=
qin
Aϕ

∂fw
∂Sw f

t

0

dt

xf =
qint
Aϕ

∂fw
∂Sw f

(14.21)

Equation (14.21) is the frontal advance equation and can
be expressed in engineering oil field (EOF) units as:

xf =
5 615qint

Aϕ
∂fw
∂Sw f

(14.22)

In EOF units, t is in days, q is in bbl/d, A is in ft2, and x is
in ft.
Buckley–Leverett Solution
From equation (14.19), the distance of any given satu-

ration, Sw, from the injector at a given time, t, is propor-
tional to the slope of the fractional flow curve (fw against
Sw) at Sw.
From Fig. 14.12, the saturation distribution is shown in

Fig. 14.13.
Fig. 14.13 suggests the existent of two different

saturations (Sw1 and Sw2) at a given position, x, for a
1D displacement, which is physically impossible. This is

Figure 14.12 fw and
∂fw
∂Sw

curve without capillary pressure

gradient effect.
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due to neglecting the capillary pressure term in the
fractional flow equation. The inclusion of the capillary
pressure gradient modifies the fw curve as shown in
Fig. 14.14.

From Fig. 14.14, the fw and
∂fw
∂Sw

curve consists of two

important sections:
(i) between Swc and Swf, where the gradient is constant

and defined as
∂fw
∂Sw f

;

(ii) between Swf and 1 − Sor, where the gradient is

decreasing from Swf to 1 − Sor and defined as
∂fw
∂Sw Sw

.

Therefore, the location of the shock front can be
correctly illustrated by Fig. 14.15.
The Sw profile in Fig. 14.15 can be created by transfer-

ring areas from the section ahead of the shock to sections
below the curve for the case without capillary pressure
gradient, as illustrated in Fig. 14.16.
The approach of area transfer (Fig. 14.16) is a conven-

ient way of determining water saturation distribution in
the reservoir and shock front movement during water
flooding.

With
∂fw
∂Sw

determined correctly, saturation distribution

and movement of shock front with time can be calculated
using equations (14.19) and (14.21), as illustrated in
Fig. 14.17.

Figure 14.14 fw and
∂fw
∂Sw

curve with capillary pressure gradient

effect.

Figure 14.13 Sw profile as a function of location without
capillary pressure gradient effect.

Figure 14.15 Sw profile as a function of location with capillary
pressure gradient effect.

Figure 14.16 Sw profile as a function of location showing area
balancing.
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As shown in Fig. 14.17, injection water breakthrough at
a production well will occur when xf = L.
Shocks are discontinuities in saturation, therefore dif-

ferential equations are not applicable at the point of
discontinuity.
Breakthrough Time
From the frontal advance equation in EOF units (equa-

tion (14.22)):

xf =
5 615qint

Aϕ
∂fw
∂Sw f

At water breakthrough, xf = L, where L is the distance
between the injector and the producer and tb is the break-
through time. Therefore:

tb =
AϕL

5 615qin
1

∂fw
∂Sw f

inEOFunits (14.23)

Defining pore volume, PV, as:

PV=AϕLin consistent units

and

PV=
AϕL
5 615

inEOFunits (14.24)

where PV = bbls, qin = bbl/d, and tb = days.
Making AϕL the subject of the formula in equation

(14.24) and substituting into equation (14.22) to get
breakthrough time (tb) in terms of PV:

tb =
PV
qin

1
∂fw
∂Sw f

(14.25)

14.2.1.3. Water Distribution in the Reservoir using the
Buckley–Leverette Equation. Average Water Saturation
Behind Front
The average water saturation behind the front can be

defined as:

SwAvg =

x=xf

x = 0

Swdx

x=xf

x= 0

dx

SwAvg =

x=xf

x = 0

Swdx

xf

Using integration by parts:

SwAvg =

xSw
x=xf
x = 0 −

Sw =Swf

Sw = 1

xdSw

xf

SwAvg =

xfSwf −

Sw =Swf

Sw = 1

xdSw

xf

SwAvg = Swf −

Sw =Swf

Sw = 1

xdSw

xf
(14.26)

From the frontal advance equation (equation (14.21)):

x =
qint
Aϕ

∂fw
∂Sw

and

xf =
qint
Aϕ

∂fw
∂Sw f

Substituting x and xf into equation (14.26)
[Welge, 1952]:

SwAvg = Swf −

Sw =Swf

Sw = 1

qint
Aϕ

dfw
dSw

dSw

qint
Aϕ

∂fw
∂Sw f

SwAvg = Swf −

fw = fwf

fw = 1

dfw

∂fw
∂Sw f

SwAvg = Swf −
fwf −1
∂fw
∂Sw f

Figure 14.17 Movement of shock at different times.
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SwAvg = Swf +
1− fwf
∂fw
∂Sw f

(14.27)

Graphically, SwAvg can be determined by extending the

gradient line
∂fw
∂Sw f

to fw = 1 and reading the corre-

sponding value of Sw (Fig. 14.18) [Welge, 1952]. fwf is
the fractional flow of water at the front and Swf is the
saturation of water at the front.
As shown in Fig. 14.18, the slope of the straight line

extrapolated to fw =1 is still
∂fw
∂Sw f

and can be expressed

as:

∂fw
∂Sw f

=
1− fwf

Sw_extra −Swf

Making Sw_extra the subject of the formula:

Sw_extra = Swf +
1− fwf
∂fw
∂Sw f

(14.28)

Comparing equation (14.28) and equation (14.27)

Sw_extra = Swf +
1− fwf
∂fw
∂Sw f

= SwAvg = Swf +
1− fwf
∂fw
∂Sw f

SwAvg = Sextra

Average Water Saturation in the Reservoir After
Breakthrough
Average water saturation in the reservoir after break-

through can be determine in a similar way as average
water saturation behind the front. Average water satura-
tion in the reservoir after breakthrough is expressed as:

SwAvg = Sw +
1− fw
dfw
dSw

(14.29)

After breakthrough
dfw
dSw

is taken directly on the fw curve

as shown in Figures 14.14 and 14.19.
In order to determine SwAvg graphically after

breakthrough, SwAvg is read at fw = 1 on the tangential line
through Sw of interest as shown in Fig. 14.19.

14.2.1.4. Reservoir Performance Prediction using the
Buckley–Leverett Equation. Original oil in place (OOIP)
at reservoir conditions can be defined as:

OOIP=ALϕ 1−Swc in consistent units (14.30)

and

OOIP=
ALϕ
5 615

1−Swc in EOF units (14.31)

where OOIP is in bbl; A is in ft2, and L is in ft.
Or, in terms of pore volume (PV):

OOIP=PV 1−Swc (14.32)

Oil Swept
From equation (14.30), the oil swept during water

flooding at reservoir conditions (Voil_Swept) can be deter-
mined from the difference between the original oil in place
and the oil left at a given time and expressed as:

Voil_Swept =ALϕ 1−Swc −ALϕ 1−SwAvg

Voil_Swept =ALϕ SwAvg−Swc

or

Voil_Swept = PV SwAvg−Swc in terms of pore volume

Figure 14.18 Graphical calculation of SwAvg behind the front. Figure 14.19 Graphical calculation of SwAvg after
breakthrough.
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Voil_Swept =
ALϕ
5 615

SwAvg−Swc in EOF (14.33)

Displacement/Sweep Efficiency
Displacement/sweep efficiency can be defined as:

ED =
Oil Swept
OOIP

ED =
PV SwAvg−Swc
PV 1−Swc

ED =
SwAvg−Swc
1−Swc

(14.34)

Cumulative Oil Produced
For a full areal and vertical sweep of the reservoir, oil

swept (Voil_swept) is equal to oil produced (Voil_produced):

Voil_produced =Voil_Swept = PV SwAvg−Swc

Substituting SwAvg−Swc =ED 1−Swc from equation
(14.34) into the above:

Voil_produced =ED ×PV 1−Swc (14.35)

The objective of water flooding is to sweep as a wide
volume of the reservoir as possible. Factors that affect
the fraction of the reservoir swept by injected water
include the number of injection wells, the well injection
patterns, and the reservoir geometry. Area and vertical
sweep efficiency (EA and EV) are always less than
100%, as all areal and vertical sections of the reservoir
cannot be completely swept by flooding water
(Fig. 14.20). When area and vertical sweep efficiencies
are included in the oil produced, equation (14.35)
becomes:

Voil_produced =ED ×EA ×EV ×PV 1−Swc (14.36)

or

Voil_produced =ED ×EA ×EV ×Voil_swept (14.37)

14.2.1.5. Water Production and Injection Manage-
ment using the Buckley–Leverett Equation. For surface
facility design, prediction of surface water production is
important and can be determined using fractional flow
and BL equation.
Water Cut at Surface
The water cut at surface conditions can be

defined as:

WCSurface = fw_surface =
qws

qws + qos

where qws and qos represent, respectively, the water and oil
production rates at surface condition.

WCSurface =
qw

Bw

qw Bw
+ qo Bo

where Bw and Bo represent, respectively, the water and oil
formation volume factors, and qw and qo represent water
and oil production rates, respectively, at reservoir
conditions.

WCSurface =
1

1+
qo
qw

Bw

Bo

WCSurface =
1

1+
qinj−qw

qw

Bw

Bo

where qinj is rate of injection.

WCSurface =
1

1+
1− fw
fw

Bw

Bo

(14.38)

Figure 14.20 Illustration of swept and unswept reservoir during water flooding.
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Surface Water–Oil Ratio
In a similar way to the surface water cut, the surface

water–oil ratio (WORSurface) can be calculated:

WORSurface =
fw

Bw

1− fw
Bo

WORSurface =
Bofw

Bw 1− fw

WORSurface =
Bo

Bw
1− fw

fw

WORSurface =
Bo

1
fw −1 Bw

(14.39)

Amount of Water Injected (or required for injection)
From equation (14.22):

xf =
5 615qint

Aϕ
∂fw
∂Sw f

inEOFunits

Making t the subject of the formula

t =
Aϕxf

5 615qin
1

∂fw
∂Sw f

Multiplying the above equation by qin to get the cumu-
lative water injected at reservoir conditions (Vw_in):

Vw_in = qint =
Aϕxf
5 615

1
∂fw
∂Sw f

(14.40)

At breakthrough time t = tb and x = L.
Substituting t = tb and xf = L into equation (14.40):

Vw_in = qintb =
AϕL
5 615

1
∂fw
∂Sw f

in EOF units

(14.41)

In terms of pore volume (PV):

PV=
AϕL
5 615

in EOF units from equation (14.24), hence:

Vw_in = PV 1
∂fw
∂Sw f

Vw_in = 1
∂fw
∂Sw f

in terms of pore volume (14.42)

After breakthrough:

Vw_in =
AϕL
5 615

1
∂fw
∂Sw f

in EOF units (14.43)

Amount of Water Produced
Cumulative water produced at reservoir conditions

(Vw_prod) = cumulative water injected − cumulative oil
produced

Vw_prod =Vw_in −PV SwAvg−Swc EA ×EV (14.44)

Hence, the amount of water produced at surface condi-
tions is:

Vw_prod_sur =
Vw_prod

Bw
(14.45)

Exercise 14.2 Reservoir Management Using Fractional
Flow and Advanced Frontal Equation
A reservoir with the following relative permeability

krw = 0 4 Sw−0 2 2 and kro = 0 9 So−0 25 2 has the reser-
voir, fluid, and injection data shown in Table 14.3.
The critical water saturation is equal to the connate

water saturation given in Table 14.3.
1. Plot the fractional flow curve annotating important

features of the plot.
2. Plot the water saturation profile in the reservoir

after 80, 160, and 204 days indicating clearly shock front
saturation.

3. Calculate average water saturation behind the front
at times given in Q2.

4. Calculate average water saturation behind the front
at breakthrough.

5. Calculate the time for water breakthrough.
6. Calculate the amount of water injected at break-

through time.
7. Plot the water saturation profile at 100, 200, and

300 days after water breakthrough.
8. Plot average water saturation after breakthrough

against time.
9. Plot the volume of oil swept against time.
10. Plot the water cut at reservoir conditions against

time after water breakthrough.
11. Plot the water cut at surface conditions against time

after water breakthrough.
12. Calculate sweep efficiency against time after water

breakthrough.
13. Plot oil recovered against time (EA = 80; Ev = 60%)

after water breakthrough
14. Plot the surface water–oil ratio against time after

water breakthrough.

Table 14.3 Reservoir, Fluid and Injection Rate Data for
Exercise 14.2.

Parameter Value

Bo (bbl/stb) 2.3
Bw (bbl/stb) 1.01
μo (cp) 4.01
μw (cp) 1.02
A (ft2) 6,724
L (ft) 723
ϕ 0.2
qinj (bbl/day) 350
Swc 0.20
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15. Plot water injected against time after water
breakthrough.
16. Plot water produced at reservoir conditions against

time after water breakthrough.
17. Plot water produced at surface conditions against

time after water breakthrough.
18. Determine when the reservoir will have been swept

of recoverable oil.

Solution.
1. From equation (14.10), fw =

1

1+
μwkro
μokrw

Substituting fluid viscosities and relative permeability
models:

fw =
1

1+
1 02× 0 9 1−Sw −0 25

4 01× 0 4 Sw−0 2

fw =
1

1+
0 5723192× 1−Sw −0 25

Sw−0 2

(14.46)

Create a table of fw against Sw using equation (14.46) as
shown in Table 14.4.

Fig. 14.21 is the fractional flow plot showing critical
water saturation, which equals initial connate water
saturation (Swc), average water saturation behind the
front (SwAvg), fractional flow of water at the front (fwf),
and saturation of water at the front (Swf).
2. As shown in Fig. 14.14, up to Sw = Swf, the derivative

is taken as
∂fw
∂Sw f

, after which the derivative is
∂fw
∂Sw Sw

up to Sw = 1 − Sor. Derivative
∂fw
∂Sw Sw

will be taken from

Swf (Sw = 0.53) to 1 – Sor (0.75).

With
∂fw
∂Sw

determined at each Sw between Swf and

1 – Sor, x(t) is then determined using equation (14.20):

x Sw =
5 615qint

Aϕ
∂fw
∂Sw Sw

By substituting a given t (80, 160, and 204 days)

and
∂fw
∂Sw Sw

into equation (14.20) for Sw between

Swf and 1 – Sor as shown in Table 14.4, the water sat-
uration profile behind the shock front is created
(Fig. 14.22).

At Sw = 1 − Sor, x(t) = 0 as
∂fw
∂Sw

0. This is shown

by the fw curves flattening out.
The Sw profile for the entire reservoir (which

includes the positions behind the front and ahead of
the front) is then created by adding a discontinuous
front at a location corresponding to Swf and satura-
tion ahead of the front having a constant Sw value that
is equal to Swc as shown in Fig. 14.23.

Figure 14.21 Fractional flow curve showing Swc, SwAvg, fwf,
and Swf.

Table 14.4 Calculation of Saturation Behind Shock Front.

Sw fw
∂fw
∂Sw Sw x (t = 80)

x
(t = 160)

x
(t = 240)

Swf 0.53 0.80 2.42 283.42 566.83 723.07
0.56 0.86 2.20 257.04 514.07 655.76
0.59 0.90 1.72 200.66 401.33 511.95
0.61 0.94 1.28 150.20 300.41 383.21
0.64 0.97 0.92 107.36 214.73 273.91
0.67 0.98 0.62 72.37 144.74 184.64
0.70 0.99 0.38 44.62 89.23 113.83
0.72 1.00 0.20 23.10 46.20 58.93

1 − Sor 0.75 1.00 0.06 0.00 0.00 0.00
Figure 14.22 Saturation profile behind the shock front.
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3. Graphically, SwAvg behind the front can be deter-

mined by extending
∂fw
∂Sw f

to fw=1 on the fractional flow

curve and reading the corresponding value of Sw to get

SwAvg. As shown in Fig. 14.21, the value of SwAvg is 0.61.
SwAvg = 0.61 up to breakthrough time.
The average saturation behind the front can also be

determined by integration, as shown by Fig. 14.24.

SwAvg =

x=xf

x= 0

Swdx

x=xf

x = 0

dx

=
Area1+Area2

xf
, where Area 1 and

Area 2 are shown in Fig. 14.24a for t = 80, in Fig. 14.24b
for 160,and in Fig. 14.24c for 204 days.
4. Integration in Q3 for t = 80, 160, and 204 days, shows

that average saturation behind the front up to break-
through time is the same with a value of 0.61.

Hence, SwAvg =0.61
5. From equation (14.23):

tb =
AϕL

5 615qin
1

∂fw
∂Sw f

Figure 14.23 Saturation profile for the entire reservoir.

Figure 14.24 Determination of SwAvg using integration for (a) t = 80, (b) t = 160, and (c) t = 204 days.
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Substituting the parameters given:

tb =
6724× 0 2× 723

5 615× 350
1

2 424242
= 204 1Days

6. The amount of water injected at time of break-
through:

Vw_in = qintb = 350204 1= 71435bbl

Therefore, the amount of water injected at surface condi-
tions is:

Vw_in_surface =
Vw_in

Bw
=
71435
1 01

= 70728stb

7. Following the steps in Q2 and extending the profile as
far as the distance between injector and producer (723 ft),
the plot is shown in Fig. 14.25.
8. –18.
The solutions to questions 8–18 are summarized in

Tables 14.5 and 14.6.

Q8, using equation (14.29): SwAvg = Sw +
1− fw
dfw
dSw

Q9, using equation (14.33).
Q10, using WCRes = fw.
Q11 using equation (14.38).
Q12, using equation (14.34).
Q13, using equation (14.36).
Q14, using equation (14.39).
Q15, using equation (14.43).
Q16, using equation (14.44).
Q17, using equation (14.45).

Q18 using t =
Vinj

qinj
. The time required to sweep the entire

reservoir when Sw = 1 − Sor (fw = 1) and from
Table 14.6 is 8595 days (23.5 years).

A reservoir simulator, can be used to validate the BL
solution to Exercise 14.2. Fig. 14.26, shows a 1D simula-
tion of water displacement of oil using a reservoir simula-
tor, for Exercise 14.2.

14.2.1.6. Determining the Relative Permeability from
Flood Experiment or Field Data. It is important to carry
out a water flood experiment on core samples in order to
understand how the reservoir will respond to water flood-
ing at the field scale. Water flood experiments generate
fractional flow relationships similar to that in Fig. 14.7.
Relative permeability, which is an intrinsic part of the
fractional flow data, can also be calculated from flood
experiments using techniques similar to Buckley–Leverett
analysis. Deriving a relative permeability model from
fractional flow data, like most reservoir engineer pro-
blems, is an inverse problem and there may exist more
than one possible relative permeability model that may
match the flooding experiment, often due to the limitation
of experimental methods and quality of data as discussed
in Chapter 2 (2.6). Therefore, it is important to refine
calculated relative permeability data using the approach
discussed in Exercises 2.13 and 2.14, validate the final
relative permeability with other information, such as ana-
logues, and also ensure that the relative permeabilityFigure 14.25 Saturation profile after breakthrough.

Table 14.5 Solutions to Q8–13 of Exercise 14.2.

Q8 Q9 Q10 Q11 Q12 Q13

Sw fw
∂fw
∂Sw SwAvg after breakthrough VOil_Swept (rb) WCRes=fw WCSurface ED (fraction) VOil_produced (rb)

0.53 0.80 2.42 0.61 71,627.10 0.80 0.90 0.52 17,777.05
0.56 0.86 2.20 0.62 73,113.67 0.86 0.93 0.53 18,522.61
0.59 0.90 1.72 0.64 76,262.64 0.90 0.96 0.55 20,152.49
0.61 0.94 1.28 0.66 79,486.41 0.94 0.97 0.57 21,892.27
0.64 0.97 0.92 0.68 82,701.92 0.97 0.98 0.60 23,699.34
0.67 0.98 0.62 0.70 85,850.25 0.98 0.99 0.62 25,538.08
0.70 0.99 0.38 0.71 88,897.37 0.99 1.00 0.64 27,383.12
0.72 1.00 0.20 0.73 91,863.10 1.00 1.00 0.66 29,240.66
0.75 1.00 0.06 0.75 95,237.71 1.00 1.00 0.69 31,428.44
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model is consistent with other rock properties, such as
wettability if available.
The Johnson Bossler and Nauman (JBN) method

[Johnson et al., 1959] is based on the Welge approach
[Welge, 1952] of solving fractional flow equation dis-
cussed in Section 14.2.1.3. The JBN method is a widely
used approach for calculating relative permeability from
flood experiments.
Given the following parameters:
Vin is the amount of injected displacing water/brine in
pore volume.

Vo is the volume of produced oil in pore volume.
Vw is the volume of produced water in pore volume.
Δp is measured pressure differential across core sample
during fluid displacement in atm.

the formulae and calculations required to calculate
relative permeability from a flood experiment using
the JBN method are summarized below with units of
parameters in Darcy’s units, and defined as follows:
permeability in Darcy, pressure in atm, viscosity
in cp, length in cm, volume in cm3, and flow rate
in cm3/s.

Table 14.6 Solutions to Q14–18 of Exercise 14.2.

Q14 Q15 Q16 Q17
Q18 (see
last row)

Sw fw
∂fw
∂Sw WORSurface Vw_in (rb) Vw_prod (rb)

Vw_prod_surface

(stb) t (day)

0.53 0.80 2.42 8.95 71,428.35 53,651.30 53,120.10 204.08 Breakthrough time
0.56 0.86 2.20 13.72 78,759.20 60,236.59 59,640.19 225.03
0.59 0.90 1.72 21.66 1,00,884.82 80,732.33 79,933.00 288.24
0.61 0.94 1.28 35.81 1,34,776.22 1,12,883.95 1,11,766.29 385.07
0.64 0.97 0.92 63.66 1,88,557.16 1,64,857.83 1,63,225.57 538.73
0.67 0.98 0.62 127.77 2,79,721.63 2,54,183.55 2,51,666.88 799.20
0.70 0.99 0.38 322.29 4,53,733.55 4,26,350.43 4,22,129.14 1,296.38
0.72 1.00 0.20 1,436.40 8,76,436.72 8,47,196.06 8,38,807.98 2,504.10
0.75 1.00 0.06 — 30,08,401.45 29,76,973.00 29,47,498.02 8,595.43 Time to sweep entire

reservoir (Q18)

Figure 14.26 1D Simulation of water displacement of oil using a reservoir simulator.
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1: calculating
krw
kro

from fractional flow of oil at core

outlet.
Define the fractional flow of oil at the core outlet as:

fo =
dVo

dVt
=

dVo

dVin
(14.47)

where the amount of fluid injected (Vin) equals the total
amount of fluid produced (Vt) under steady state
conditions.
Also:

SwAvg = Swi +Vo (14.48)

where SwAvg is average water saturation and Swi is initial
water saturation.
Making Vo in equation (14.48) the subject of the for-

mula and substituting into equation (14.47):

fo =
dVo

dVin
=
d SwAvg−Swi

dVin
=
dSwAvg

dVin
(14.49)

dSwAvg

dVin
can be determined from the semi-log plot slope

defined as
dSwAvg

d logVin
based on the relationship between

dSwAvg

dVin
and

dSwAvg

d logVin
.

Starting from
dSwAvg

d logVin
:

dSwAvg

d logVin
=
dSwAvg

dVin
×

dVin

d logVin

dSwAvg

d logVin
=
dSwAvg

dVin
×

ln10
d lnVin

dVin

dSwAvg

d logVin
=
dSwAvg

dVin
×
ln10
1
Vin

dSwAvg

d logVin
=
dSwAvg

dVin
×Vin ln10

Making
dSwAvg

dVin
the subject of the formula

dSwAvg

dVin
=

dSwAvg

d logVin

2 303Vin
(14.50)

dSwAvg

d logVin
in equation (14.50) is the slope of the semi-log

plot of SwAvg against Vin and can be defined as the change
in SwAvg over one cycle change in Vin and represented as

ΔSwAvg. Calculation of the slope on semi-log plot is also
discussed in Chapter 7 (7.3.2.1) in Exercise 7.5.
With the semi-log slope of SwAvg against Vin defined as

ΔSwAvg, equation (14.50) becomes:

dSwAvg

dVin
=

ΔSwAvg

2 303Vin
(14.51)

Substituting
dSwAvg

dVin
=

ΔSwAvg

2 303Vin
from equation (14.51)

into equation (14.49), gives the fractional flow of oil at
core outlet as:

fo =
ΔSwAvg

2 303Vin
(14.52)

The fractional flow of oil, based on the fractional flow
equation, discussed in Section 14.2.1.1 can be
expressed as:

fo =
1

1+
krwμo
kroμw

(14.53)

where kro and krw are the relative permeabilities of oil and
water, respectively, and μo and μw are the viscosity of oil
and water, respectively.

Rearranging equation (14.53),
krw
kro

can then be deter-

mined using known
μo
μw

and fo from equation (14.52):

krw
kro

=
1− fo

fo ×
μo
μw

(14.54)

2: Calculating kro from relative injectivity.
Determining kro requires the relative injectivity ratio

(Irr), which is defined as:

Irr =
Δpi
Δp

V
Vin

=
Δpi
Δp

u
uin

(14.55)

where Δpi is the initial pressure differential in atm across
the sample at the start of injection, Δp is the pressure dif-
ference across the sample in atm, u is the average velocity
of the the displacing phase approaching the inlet face of
the sample cm/s, and uin is the average velocity in cm/s
of the displacing phase approaching the inlet face of sam-
ple at the start of displacement.
Using the relative injectivity ratio defined by

equation (14.55):

Irr =
Δpi
Δp

u
uin

=

u
Δp
uin
Δpi

=

q
A

Δp

keoΔpi
μoL

Δpi
=
μoL Aq

keoΔp
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1
Irr

=
keoΔp
μoL Aq

for an oil-water system (14.56)

In a similar approach:

1
Irr

=
kegΔp
μgL Aq

for a gas-oil system (14.57)

where keo and keg are the effective permeabilities of oil and
gas, respectively, q is the rate of injection in cm3/s, L is the
length of the sample in cm, and A is the cross-sectional
area of flow in cm2.
The relationship between kro and Irr can be expressed as

[Johnson et al., 1959]:

fo
kro

=
d 1

VinIrr

d 1
Vin

Making kro the subject of the formula:

kro = fo
1

d 1
Vin Irr

d 1
Vin

(14.58)

d
1

VinIrr

d
1
Vin

required for kro calculation in equation (14.58)

can be determined from a plot of
1

VinIrr
against

1
Vin

on a log-log scale.

Derive the relationship between
d

1
VinIrr

d
1
Vin

and the log-

log slope defined as
d log

1
VinIrr

d log
1
Vin

Starting from
d log

1
VinIrr

d log
1
Vin

d log
1

VinIrr

d log
1
Vin

=
d log ab
d log a

,where a=
1
Vin

andb=
1
Irr

d log ab
d log a

=
d log ab
d ab

×
d a

d log a
×
d ab
d a

d log ab
d log a

=
d ln ab
d ab

×
d a

d ln a
×
d ab
d a

d log ab
d log a

=
d ln ab
d ab

×
1

d ln a
d a

×
d ab
d a

d log ab
d log a

=
1
ab

×
1
1
a

×
d ab
d a

d log ab
d log a

=
1
b
d ab
d a

Making
d ab
d a

the subject of the formula:

d ab
d a

=
b×d log ab

d log a

Substituting a and b:

d
1

VinIrr

d
1
Vin

=

1
Irr

d log
1

VinIrr

d log
1
Vin

(14.59)

A plot of log
1

VinIrr
against log

1
Vin

can be repre-

sented by directly plotting
1

VinIrr
against

1
Vin

on a

log-log scale. One log cycle change in
1
Vin

, which is

log
1
Vin 2

− log
1
Vin 1

, is always, one as shown by the

following examples:

log 1 − log 0 1 = log
1
0 1

− log 10

= 1 and log 0 1 − log 0 01 = log
0 1
0 01

− log 10 = 1

The slope of log
1

VinIrr
against log

1
Vin

can thus be

determined by reading the change in log
1

VinIrr
, which

is log
1

VinIrr 2
− log

1
VinIrr 1

, over one log-cycle of

log
1
Vin

. This slope is then substituted into equation

(14.59) to determine
d

1
VinIrr

d
1
Vin

.
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3: Calculating terminal water saturation (Sw2).
Terminal water saturation can be determined using:

Sw2 = Sav− foVin (14.60)

Exercise 14.3 Using the JBN Method to Calculate
Relative Permeability from a Flood Experiment
A core plug sample was drilled using formation brine as

the drill bit lubricant. The sample was trimmed, cleaned,
and dried. Porosity and permeability were determined.
The core sample has an effective oil permeability of
12 mD at irreducible water saturation, a porosity of 0.22,
and irreducible water saturation Swir of 0.255. Synthetic
oil with a viscosity of 22 cp and brine with a viscosity of
0.97 cp were used for the unsteady state water flood exper-
imentwithbrinea injection rateof0.02cm3/s.The core sam-
ple has a diameter of 1.5 inches and length of 5 inches.
1. Using the JBNmethod, determine the relative perme-

ability model that best represents the core sample.
2. Fit the relative permeability model to a Corey’s

model using the approach discussed in Exercise 2.13.
Data from the flooding experiment are shown in

Table 14.7.

Solution.
1. Core diameter, D = 1.5 in = 1.5 × 2.54 cm = 3.81 cm.

Core length, L = 5 in = 5 × 2.54 cm = 12.7 cm.

Core cross-sectional area, A =
πD2

4
=
π 3 81 2

4
=

11.401 cm2.

Pore volume (PV) in cm3 is:

PV=AϕL=11 401× 0 22× 12 7= 31 854 cm3

L
A

=
12 7
11 401

= 1 114cm−1

The viscosity ratio,
μo
μw

is:

μo
μw

=
22
0 97

= 22 68

A graphical calculation ofΔSwAvg, which is the slope of
SwAvg against log(Vin), for the first data point is shown in
Fig. 14.27.
The relationship between

1
Irr

and Δp based on equation

(14.56) is:
1
Irr

=
keoΔp
μoL Aq

keo = 12 mD = 0 012 D

1
Irr

=
0 012×Δp

22× 1 114× 0 02
= 0 024483

1
Irr

= 0 024483Δp (14.61)

Calculate
d

1
VinIrr

d
1
Vin

using equation (14.59).

Fig. 14.28 illustrates the readings
1

VinIrr 1
and

1
VinIrr 2

over one log cycle change in
1
Vin

for the first

data point.

1
VinIrr 2

= 1 084

1
VinIrr 1

= 0 017

Hence,
d log

1
VinIrr

d log
1
Vin

for the first point shown in

Fig. 14.28 is:

Table 14.7 Data from the Flooding Experiment.

Vo (cm
3) Vin (cm

3) Δp (psi)

5.89 7.13 231.81
7.64 15.14 131.33
8.94 29.19 95.6

11.08 92.2 68.56
13.39 357.26 54.68
13.97 723.28 48.17

Δp is the pressure differential across the core sample during
flooding

Figure 14.27 Determination of ΔSwAvg from semi-log plot of
SwAvg against Vin.
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d log
1

VinIrr

d log
1
Vin

= log
1

VinIrr 2
− log

1
VinIrr 1

= log

1
VinIrr 2

1
VinIrr 1

= log
1 084
0 017

= 1 8046

Also from equation (14.61):

1
Irr

= 0 024483Δp

For the first datapoint,Δp = 231.81psi = 15.77 atm.Hence:

1
Irr

= 0 024483Δp= 0 024483× 15 77= 0 386

Thus, from equation (14.59):

d
1

VinIrr

d
1
Vin

=

1
Irr

d log
1

VinIrr

d log
1
Vin

= 0 386× 1 8046= 0 697

This calculation is repeated for each data point. The solu-
tion to Exercise 14.3 is summarized in Table 14.8.
The calculated relative permeability model is shown

graphically in Fig. 14.29.
2. Refining the relative permeability data model and fit-

tingthe relative permeability data to Corey’s model are
discussed in Chapter 2 (2.6).

14.2.2. Immiscible Gas Injection

The immiscible gas injection process to displace oil can
be described by the fractional flow equation for gas, in a
similar way to that of water, and expressed as:

fg =
1+

0 044kkroA
qtμo

ρg−ρo sinθ

1+
kroμg
krgμo

(14.62)

where qt is total flow rate (ft3/d), μo is oil viscosity (cp), μg
is gas viscosity (cp), A is cross-sectional area (ft2), fg is the
fraction of flowing gas, ρg is gas density(lbm/ft3), and ρo is
oil density (lbm/ft3).
Gas displacement of oil is generally an inefficient

displacement process, as the viscosity of gas is always
far lower than that of oil. The fractional flow curve of
gas displacing oil will generally be characterized by unsta-

ble displacement due to low
μg
μo

(high
μo
μg
). The effect of the

low viscosity of the displacing fluid relative to the oil
viscosity is discussed in Case 1 of Exercise 14.1. Signifi-
cant difference in density between gas and oil causes gas
to migrate to the top of reservoir with oil sinking to the
bottom, thereby increasing the chance of the gas bypass-
ing the oil and not achieving an efficient sweep/displace-
ment. Also, in gas displacement of oil, gas is always the
nonwetting phase, hence there is always a preferential
flow of gas relative to the oil, thus making gas bypass oil.
A common and preferable way of implementing

immiscible gas injection is to inject gas in the reservoir
gas cap, where it exists to arrest pressure decline and fur-
ther enhance gas gravity drainage (Fig. 14.30). The gas
cap can exist naturally as a primary gas cap. The gas
cap can also be created by migration of injected gas or
solution gas to the top of the reservoir, thereby forming
a secondary gas cap, above the oil zone.
A high dip reservoir structure is important in immiscible

gas injection, as gas will preferentially occupy the top of
the reservoir above the oil zone, unlike when the reservoir
structure is flat.
Gas cap injection, due to specific density difference,

ensures gas displacement is from the top downwards
towards the oil column, creating a better sweep of oil. It
is also important that for immiscible gas injection consid-
eration, the oil column should be thick enough with oil
production wells perforated far away from the gas cap
to reduce the risk of early gas breakthrough. Perforating
the oil producing wells at the base of a thick oil column
also ensures room for shutting zones where there is gas
cap breakthrough. It is important for the reservoir to have
a reasonable vertical permeability for gas cap injection, to
ensure that efficient gas displacement of oil can be
achieved.
Immiscible gas injection can be combined with water

injection to give improved recovery compared to water
injection only or immiscible gas injection only. Fig. 14.31
shows combined gas and water injection with gas injection
at the crest and water injection at an edge in the aquifer.

Figure 14.28 Log-log plot of 1/VinIRR against 1/Vin.
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Table 14.8 Solution to Exercise 14.3.

Vo (PV) = Vo(cm
3)/PV(cm3) Vin (PV) = Vin(cm

3)/PV(cm3) SwAvg = Swi + Vo

ΔSwAvg =
Slope of SwAvg vs log(Vin)

0.185 0.224 0.440 0.1560
0.240 0.475 0.495 0.1551
0.281 0.916 0.536 0.1496
0.348 2.894 0.603 0.1299
0.420 11.215 0.675 0.0900
0.439 22.706 0.694 0.0621

fo =
ΔSwAvg

2 303Vin
equation (14.52) Sw2 (terminal water saturation) = SwAvg − foVin Δp (atm)

Irr=0.024483Δp
(equation 14.61)

0.303 0.372 15.77 0.386
0.142 0.428 8.94 0.219
0.071 0.471 6.51 0.159
0.019 0.546 4.67 0.114
0.003 0.636 3.72 0.091
0.001 0.667 3.28 0.080

I/Vin I/VinIRR
m=d

1
VinIrr

/d 1
Vin kro=fo / m

4.468 1.725 0.697 0.434
2.104 0.460 0.367 0.386
1.091 0.174 0.226 0.314
0.345 0.039 0.122 0.160
0.089 0.008 0.086 0.041
0.044 0.004 0.079 0.015

krw
kro

=
1− fo

fo ×
μo
μw

krw =
krw
kro

× kro

0.102 0.044
0.267 0.103
0.578 0.182
2.218 0.356

12.607 0.512
37.092 0.554

Figure 14.29 Relative permeability from water flood experiment.
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14.2.3. Immiscible Water Alternating Gas
Injection (IWAG)

One approach for controlling gas mobility is injecting
water alternately with gas, thereby creating a slug of liq-
uid between a discontinuous gas phase (Fig. 14.32). This
concept can be applied to immiscible and miscible water
alternating with a gas injection process. IWAG has a
higher recovery efficiency than water alone due to the
reduced relative permeability of water as a result of
the presence of three phases rather than two. This
reduced relative permeability of water increases the
chances that water will be diverted, thereby increasing
the sweep. The presence of gas in IWAG causes reduced
interfacial tension (IFT) since gas–oil IFT is lower than
water–oil IFT, thereby enhancing the displacement of
oil in pore spaces inaccessible by the water phase only.
In water-wet rocks, trapping of gas enhances the mobil-
ity of oil, including residual oil. The difference in density
between water and gas also creates segregation during

flow, which allows water to sweep the bottom and the
gas the top of the reservoir, so increasing the
vertical sweep.
The fractional flow equation and frontal advance

equation used in water flooding (Section 14.2.1) can also
be used for the analysis of WAG injection. In using the
fractional flow equation for WAG analysis, the fractional
flow curve for oil–water and gas–water are created and
plotted together, as shown in Fig. 14.33.
The WAG ratio, which is the ratio of the volume of

water to gas injected (water-to-gas ratio) into the reser-
voir, can be expressed as:

WAG ratio =
qw
qg

(14.63)

Expressing the WAG in terms of the fractional water
flow relative to gas phase (fwg):

fwg =
qw

qg + qw
(14.64)

Figure 14.30 Crestal gas injection for gas cap pressure support and displacement of oil.

Figure 14.31 Crestal gas injection and peripheral water injection.
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Combining equations (14.63) and (14.64) to derive
WAG ratio in terms of fwg:

WAG ratio =
fwg

1− fwg
(14.65)

It is important to optimize the WAG injection opera-
tion. Determination of the optimum WAG ratio
(WAGopt), which is the WAG ratio that gives the opti-
mum recovery factor, is shown in Fig. 14.33.
As shown in Fig. 14.33, a straight-line from [Swc, 0] to

[1, 1] and fractional flow curve for the gas–water can be
used to determine the fractional flow of injected gas that
corresponds to the optimum WAG ratio.
Substituting determined fg_opt at optimumWAG condi-

tions from Fig. 14.33 into equation (14.64) would give the
optimum WAG ratio (WAGopt):

WAGopt =
fwg_opt

1− fwg_opt
(14.66)

For a given operating or proposed WAG ratio (fw_oper),
the speed of the gas and water front can be calculated
using, respectively:

vg =
1− fwg
1−Swfg

(14.67)

and

vw =
fw_oper

Swfw−Swc
(14.68)

From the determined speed of gas and water, the dis-
placement of each front is calculated using the frontal
advance equation (equation (14.21)). Using the deter-
mined frontal displacement of gas and water and their
corresponding saturations as shown in Fig. 14.34, the sat-
uration profile can then be created, as shown in Fig. 14.35.

Figure 14.32 Immiscible water alternating gas injection (IWAG).

Figure 14.33 Fractional flow for WAG showing optimum
fractional flow.

Figure 14.34 Determination of the speed of the front.
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14.3. TERTIARY (ENHANCED) OIL RECOVERY

Important tertiary oil recovery methods include:
miscible gas injection; miscible water alternating gas
injection; chemical injection, and thermal recovery
(Fig. 14.2).

14.3.1. Miscible Gas Injection

A broader definition for miscible gas injection is solvent
injection considering that other nongaseous fluids such
has condensate may be injected to increase recovery in
similar way to miscible gas injection. The miscible gas
injection process is an enhanced oil recovery (EOR) proc-
ess involving phase changes and multiphase interaction

between the injection gas (solvent) and crude oil, leading
to one or more of dissolution, vaporization, or condensa-
tion to improve recovery of oil in the reservoir. During
miscible gas or solvent injection in an oil reservoir, one
or more of oil viscosity reduction, oil swelling, and
solution gas drive helps to increase oil production. Gases
used for miscible gas injection/flooding include: nitrogen,
carbon dioxide, and methane. Liquid solvent commonly
used for enhanced oil recovery is condensate. Where con-
densate is to be added to dry gas to meet the composition
of the injecting gas, the condensate will be added
downstream of the compressor after compression of the
dry gas.
Miscible gas injection enhances significant recovery of

residual oil after primary and secondary recovery
through miscibility. Gas–oil miscibility in the reservoir
depends on the equation of state (EOS) properties, which
include pressure, temperature, and fluid composition.
Other factors that affect miscibility include reservoir
properties such as mobility ratio and reservoir anisot-
ropy. Fig. 14.36 shows a schematic of a miscible gas
injection process.
Miscible gas injection is carried out at reservoir pressure

above minimum miscibility pressure (MMP), which is the
lowest pressure at a given temperature for which a gas
with a given composition would achieve first or multi-
ple-contact miscibility (Chapter 3 (3.6.3.2)). Miscibility
is achieved when there is no interfacial tension between
mixing fluids.

14.3.1.1. Ternary Diagram. A ternary diagram/plot/
chart is a convenient way of presenting the phase behavior
of a three-component (or pseudocomponent) system at a
given temperature and pressure. To use a ternary diagramFigure 14.35 Saturation profile for WAG.

Figure 14.36 Miscible gas injection.
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to describe the solvent/gas injection process in a reservoir,
the entire constituents of the gas/solvent and reservoir
must be grouped into three pseudocomponents. In a ter-
nary diagram (Figs. 14.37 and 14.38), the mole fraction
of a three-component (or pseudocomponent) system can
be read at any given point, with composition of the three
constituents summing up to 1.
Ternary phase diagrams (phase diagrams on a ternary

chart) can be used to characterize the miscible gas/sol-
vent injection processes in a reservoir, as they outline
compositional boundaries that separate single-phase
gas, single-phase oil, and two-phase oil and gas during
the gas/solvent injection process, hence easily describing
the effect of composition on miscibility during the gas/
solvent injection process.

Exercise 14.4 Reading Composition on the Ternary
Diagram
Determine the composition of A, B, C, and D in the ter-

nary diagram shown in Fig. 14.39.

Solution Steps.
Read the composition along the marked grids towards

the apex of the triangle with the side of the triangle read as
0 and the apex as 1.

Solution.
At A, as shown in (Fig. 14.40), the composition is: C1 =

0.8, C2–C6 = 0.1, and C7+ = 0.1.
In similar way to the composition of A, the composition

of B, C, and D are determined.
Composition of A: (C1 = 0.8; C2–C6 = 0.1; C7+ = 0.1).

Figure 14.37 A ternary diagram showing a three-component
system.

Figure 14.38 A ternary diagram showing grouped hydrocarbon
composition.

Figure 14.39 Ternary diagram for Exercise 14.4.

Figure 14.40 Diagram showing the determination of the
composition of A.
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Composition of B: (C1 = 0.5; C2–C6 = 0.4; C7+ = 0.1).
Composition of C: (C1 = 0.33; C2–C6 = 0.33;

C7+ = 0.33).
Composition of D: (C1 = 0.133; C2–C6 = 0.433;

C7+ = 0.433).

14.3.1.2. Phase Equilibria in Ternary Fluid Mixture.
The two-phase region (phase envelope) in a ternary phase
diagram describes the compositional boundary, within
which liquid and vapor can exist in equilibrium at a given
temperature and pressure for a three-component (or pseu-
docomponent) system (Fig. 14.41). The compositions of
the equilibrium phase (liquid and vapor) are joined by tie
lines within the two-phase region bounded by the phase
envelope. Tie lines reduces to a critical point where the liq-
uid and vapor (gas) phases become indistinguishable.
The fraction of the phase in a liquid–vapor mixture in

equilibrium can be determined using the Lever Rule.

14.3.1.3. Lever Rule. Consider a hydrocarbon mixture
with the ternary phase diagram shown in Fig. 14.42.

For this mixture, nv is the mole fraction of vapor in
equilibrium (gas phase fraction), nL is the mole fraction
of liquid in equilibrium (liquid phase fraction), xi is the
mole fraction of component i in the liquid phase, yi is
the mole fraction of component i in the vapor phase,
and zi is the mole fraction of component i in the original
hydrocarbon mixture.
From material balance, the phase fraction will add up

to 1 (phase material balance); hence:
nL + nV = 1 (14.69)

The material balance of the individual component i is:

xinL + yinV = zi (14.70)

Making nL the subject of formula in equation (14.69)
and substituting into equation (14.70):

xi 1−nV + yinV = zi

Making nV the subject of the formula:

xi−xinV + yinV = zi

yinV−xinV = zi−xi

The vapor fraction is thus:

nV =
zi−xi
yi−xi

(14.71)

Making nV the subject of the formula in equation
(14.69) and substituting into equation (14.70):

xinL + yi 1−nL = zi

xinL + yi−yinL = zi

xinL−yinL = zi−yi

The liquid fraction is thus:

nL =
zi−yi
xi−yi

(14.72)

Equations (14.71) and (14.72) represent the lever rule,
which shows that the fraction of length of tie line from
zi to the dew point curve is the liquid phase fraction while
the fraction of length of tie line from zi to the bubble point
curve is the vapor phase fraction.

Exercise 14.5 Lever Rule and Reading Composition on
the Ternary Diagram
Determine the fraction of the phase and composition

for the mixture A, B, and C shown in Fig. 14.43.

Solution.
The vapor and liquid split for mixture B is shown in

Fig. 14.44.
Hydrocarbon Mixture A
A is all in the vapor phase because it is on the gas phase

area (outside the phase envelope away from dew
point line).

Figure 14.42 Hydrocarbon ternary phase diagram for vapor–
liquid equilibrium calculation.

Figure 14.41 Ternary phase diagram.
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The composition of A is: C1 = 0.75; C2–C6 = 0.2 and
C7+ = 0.05
Composition of Hydrocarbon Mixture B
B lies within the phase envelope section of the ternary

diagram, hence mixture B has the vapor and liquid phase
in equilibrium.
Composition of B in the vapor phase is read from the

point labeled nV in Fig. 14.44:
Composition of B in the vapor phase: C1 = 0.78;

C2–C6 = 0.09 and C7+ = 0.13
Composition of B in the liquid phase is read from the

point labeled nL in Fig. 14.44.
Composition of B in the liquid phase: C1 = 0.23;

C2–C6 = 0.17 and C7+ = 0.6.

Mole Fraction of Phase in Equilibrium for Hydrocarbon
Mixture B
The mole fraction of vapor in equilibrium (gas phase

fraction), nV, can be determined using equation (14.71):

nV =
zi−xi
yi−xi

Any of the components can be used to determine nV

Using C1: nV =
0 44−0 23
0 78−0 23

= 0 38

Using C2–C6: nV =
0 14−0 17
0 09−0 17

= 0 38

Using C7+: nV =
0 42−0 60
0 13−0 60

= 0 38

Hence, the mole fraction of B in the vapor phase (nV)
is 0.38.
The mole fraction of liquid in equilibrium (liquid phase

fraction), nL,can be determined using equation (14.72):

nL =
zi−yi
xi−yi

Any of the components can be used to determine nL

Using C1: nL =
0 44−0 78
0 23−0 78

= 0 62

Using C2–C6: nL =
0 14−0 09
0 17−0 09

= 0 62

Using C7+: nL =
0 42−0 13
0 60−0 13

= 0 62

Hence, the mole fraction of B in the liquid phase (nL)
is 0.62.
Hydrocarbon Mixture C
C is all in the liquid phase because it is on the liquid

phase area (outside the phase envelope away from bubble
point line).
Composition of C: C1 = 0.1; C2–C6 = 0.4, and C7+

= 0.5.

14.3.1.4. Creating a Ternary Phase Diagram. For any
given composition (point on the ternary diagram), the
phase fraction and phase composition can be determined
using either VLE methods in Chapter 3 (3.4 or 4.4). From
the determined vapor saturation (dew) points and liquid
saturation (bubble) points, the loci of points created by
vapor saturation (dew point) and loci of points created
by liquid saturation (bubble point) can be traced. Dew
point and bubble point locus are extrapolated to meet
at critical point.

Exercise 14.6 Ternary Phase Diagram in the EOR
Process
A reservoir fluid is characterized as a mixture of light

(CLt), intermediate (CInt) and heavy component (CHv).
The intermediate component is desired to be extracted

Figure 14.43 Ternary phase diagram for Exercise 14.5.

Figure 14.44 Vapor and liquid split for mixture B.
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with solvent CLt. Equilibrium data showing the composi-
tion of constituents are shown in Table 14.9.
1. Draw a ternary phase diagram for the above system

showing important features of the ternary diagram.
2. Determine the CLt; CInt, and CHv mole fractions in

the liquid and vapor phases in equilibrium following injec-
tion of CLt to get a final composition of CLt = 0.400, CInt =
0.215, and CHv = 0.385 in the extraction region of the
reservoir.
3. Determine the mole fraction split of the final mixture

into the liquid and vapor phases.

Solution.
1. The ternary phase diagram for Exercise 14.6 is shown

in Fig. 14.45.
2. The final composition of the extraction region is

shown in the ternary phase equilibria in Fig. 14.46.
The molar fractions of CLt; CInt, and CHv in liquid and

vapor phase in equilibrium is calculated using same
approach as in Exercise 14.5.

Composition of Hydrocarbon Mixture in Extraction
Region

Since the mixture lies within the phase envelope of the
ternary diagram, the mixture has vapor and liquid phases
in equilibrium.

Composition of the mixture in the vapor phase is read
from the point labeled nV in Fig. 14.46:

Composition of the mixture in the vapor phase: CLt =
0.720, CInt = 0.130, and CHv = 0.150

Composition of the mixture in the liquid phase is read
from the point labeled nL in Fig. 14.46.

Composition of the mixture in the liquid phase: CLt =
0.240; CInt = 0.260 and CHv = 0.500
3. Mole fraction split of the final mixture into the liquid

and vapor phases.
The mole fraction of vapor in equilibrium (gas phase

fraction), nV, can be determined using equation (14.71):

nV =
zi−xi
yi−xi

Any of the components can be used to determine nV.

Using CLt: nV =
0 400−0 240
0 720−0 24

= 0 33

Using CInt: nV =
0 215−0 260
0 130−0 260

= 0 33

Using CHv: nV =
0 385−0 500
0 150−0 500

= 0 33

Hence, the mole fraction of B in the vapor phase (nV)
is 0.33.
The mole fraction of liquid in equilibrium (liquid phase

fraction), nL, can be determined using equation (14.72):

nL =
zi−yi
xi−yi

Any of the components can be used to determine nL

Using CLt: nL =
0 400−0 720
0 240−0 720

= 0 66

Using CInt: nL =
0 215−0 130
0 260−0 130

= 0 66

Table 14.9 CHv, CInt, and CLt Compositions in the liquid and
vapor phases.

Liquid phase Vapor phase

CHV CInt CLt CHV CInt CLt

0.76 0 0.24 0.16 0 0.84
0.67 0.09 0.24 0.16 0.02 0.82
0.59 0.17 0.24 0.14 0.08 0.78
0.51 0.24 0.25 0.14 0.12 0.74
0.44 0.3 0.26 0.14 0.16 0.7
0.36 0.37 0.27 0.14 0.21 0.65
0.28 0.42 0.3 0.17 0.30 0.53
0.19 0.36 0.45 0.19 0.36 0.45

Figure 14.45 Ternary phase diagram for Exercise 14.6.

Figure 14.46 Ternary phase diagram showing the final mixture
of the extraction region.
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Using CHv: nL =
0 385−0 150
0 500−0 150

= 0 66

Hence, the mole fraction of the mixture in the liquid
phase (nL) is 0.66.

Exercise 14.7 Creating the Ternary Phase Diagram
Create the phase equilibrium data for a ternary system

of C1, C2–C6 and C7+ using the properties provided in
Table 14.10 with Wilson’s correlation. Plot the equilib-
rium phase diagram on a ternary chart for the system at
500 psi given that the system temperature is 189 F.

Solution Steps.
Carrying out the VLE calculations using Wilson’s cor-

relation (Chapter 3 (3.4.2.1)) to determine the fractions of
C1, C2–C6 and C7+ in the different phases at equilibrium.
The limitation of Wilson’s correlation is discussed in
Chapter 3 (3.4.2.1).
Plot the composition of multiple flash calculations.
Extrapolate the liquid saturation curve and vapor satu-

ration line to meet at the critical point.

Solution.
The solution using Wilson’s correlation is shown in

Fig. 14.47.
Fig. 14.47 shows a ternary phase diagram with almost

all of the ternary chart within the phase envelope (two-
phase region) and, hence, the reservoir is unlikely to
achieve miscibility for a wide range of injected gas compo-
sitions at this pressure. Reservoir pressure can be
increased above the minimum miscibility pressure, to
shrink the phase envelope, hence ensuring the miscible
gas injection is achievable.
Wilson’s correlation is only applicable up to a pressure

of 500 psia. Hence, at higher pressure, VLE calculations
using EOS models, as discussed in Chapter 4 (4.4.1),
should be used. Wilson’s correlation also has convergence
difficulties near critical regions. Therefore, it is difficult to
use to construct ternary phase diagrams.

14.3.1.5. Miscible Gas/Solvent Injection Characteriza-
tion using Ternary Phase Diagrams. Ternary phase dia-
grams are a useful way of describing the miscibility
drive mechanism in EOR. For a given fluid composition,
the phase behavior will vary depending on the tempera-
ture and pressure of the system.

First Contact Miscible Gas/Solvent Injection
In the process of single contact miscibility, injected

gas/solvent forms a single homogeneous fluid with the
reservoir oil on contact. The mobility of the oil is
improved at the mixing boundary due to dilution with
solvent/gas. A simple way of identifying this process
using the ternary phase diagram is that the dilution path
between the gas/solvent and the crude oil must be on the
side of the critical tie line away from the C1 apex (C1 = 1)
or light component (single-phase region) with dilution
path not interesting the two-phase region as shown in
Fig. 14.48.
There are situations where the gas or solvent injected do

not achieve miscibility with the reservoir oil on first
contact and depend on the process of mass transfer
(multiple contact) between phases to develop miscibility.
Two processes that fall into this category of multiple
contact miscibility or developed miscibility are vaporizing
gas drive injection and condensing gas drive injection.

Table 14.10 Component Properties for Exercise 14.7.

Component Tci (R) pci (psi) ωi

C1 343.37 667.8 0.0104
C2–C6 757 545.71 0.099
C7+ 1,044 348.75 0.36

Figure 14.47 Ternary phase diagram usingWilson’s correlation
for VLE calculations.

Figure 14.48 Single contact miscibility.
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Vaporizing Gas/Solvent Drive Injection
The process involves mixing of injection gas/solvent

with crude oil in the first stage to create composition
M1 (Fig. 14.49). The mixture in phase equilibrium will
then separate into vapor and liquid phases, L1 and V1.
The vapor phase formed from phase equilibrium separa-
tion is richer in intermediates than the original gas
injected. Considering that vapor (gas) is more mobile than
liquid, the vapor phase moves to next stage where it forms
new mixture M2, which is also separated into L2 and
V2 with V2 richer in intermediates than V1 (Fig. 14.49).
This process continues until full miscibility is achieved,
so leading to extra recovery. Full miscibility is character-
ized by a final dilution path that does not cross the
two-phase region but is rather a tangent line passing
through the critical point (Fig. 14.49). A very simple
approach for identifying vaporization drive from the ter-
nary phase diagram is that injection gas/solvent and crude
oil must be on different sides of the critical tie line, with
gas/solvent on the side closer to the C1 apex (C1 = 1) or
light component as shown in Fig. 14.49.
Condensing Gas/Solvent Drive Injection
In this process, at the first stage when the solvent comes

in contact with the reservoir, phase separation occurs with
the formation of L1 and V1. The V1 created then moves
to the next stage and L1, which is richer in intermediates
than the original reservoir oil composition, is further
diluted with solvent to form a new mixture, M2, which
is separated into L2 and V2 (Fig. 14.50). The liquid phase
is continuously enriched along the bubble point curve
until the critical point is reached and miscibility attained.
When the composition required to form a single phase is
reached, the liquid forms single-phase mixture with sol-
vent directly. Considering that gas is more mobile, the
miscible front will be behind the gas phase flowing
through the reservoir, which is in two-phases with reser-
voir oil. In this case, the miscibility is achieved through

enrichment of the oil with lighter hydrocarbons or solvent
until miscibility is achieved. This process is also called rich
gas drive. A simple approach for identifying a condensing
gas/solvent drive from the ternary phase diagram is that
injection gas/solvent and crude oil must be on different
sides of the critical tie line, with solvent on the side
away from the C1 apex (C1 = 1) or light component
(Fig. 14.50).
Immiscible Gas Injection
In this process, on the ternary phase diagram, the dilu-

tion path between the gas/solvent and crude oil are on
the same side of the critical tie line, with the dilution
path intersecting the phase envelope, as shown in
Fig. 14.51. Since there is no miscibility between the
injected gas and the reservoir oil, the recovery process
is an immiscible gas displacement process, as discussed
in Section 14.2.2.
Miscibility can be achieved by increasing the pressure

above the minimum miscibility pressure (MMP), where
the limiting tie line matches with the critical tie line.

Figure 14.49 Vaporizing gas/solvent drive injection. Figure 14.50 Condensing gas/solvent drive injection.

Figure 14.51 Immiscible gas injection.
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14.3.2. Miscible Water Alternating Gas
Injection (MWAG)

The difference between immiscible water alternating gas
(IWAG) injection and miscible water alternating gas
(MWAG) injection is that MWAG is carried out at reser-
voir pressure above the minimum miscibility pressure
(MMP) to ensure miscibility between gas and oil is
achieved. MWAG gives a better recovery than IWAG
due to the effect of miscibility on viscosity reduction, oil
swelling, and solution gas drive.
In IWAG, due to the absence of miscibility between the

gas and oil, combined with high density and viscosity con-
trast, there is the possibility of early gas breakthrough
when compared with MWAG.
In field implementation of MWAG, it may be challeng-

ing to maintain minimum miscibility pressure throughout
the WAG process, hence WAG may alternate from
IMWAG to MWAG.
The fractional flow approach used in Exercise 14.2 can

be used for analysis of MWAG by adjusting the relative
permeability and viscosity in the fractional flow model
to account for changes due to miscibility. Typical addi-
tional recovery from WAG is generally between 5 and
15% of original oil in place.
Miscible water alternate gas injection (MWAG) is illus-

trated in Fig. 14.52.

14.3.3. Chemical Injection

The chemical injection process involves the addition of
polymers, surfactants or caustic to the water used for
flooding.

14.3.3.1. Polymer Flooding. Polymers are long chain
molecules that can be added to the water used for flooding
to increase the viscosity of the injected water to achieve
the mobility ratio required for vertical and area sweep,
thereby increasing the oil recovery rate. Polymers are gen-
erally expensive, hence only a slug maybe injected ahead
of water flooding.

14.3.3.2. Surface Active Agent (Surfactant).
Surfactants can be added to flood water solution to reduce
interfacial tension between the oil and water, reduce resid-
ual oil saturation, and improve the displacement effi-
ciency of oil by water. Surfactants, like most chemical
EOR methods, are injected as slugs then followed by con-
ventional flood water. Slugs of polymer maybe injected
after the surfactant prior to flood water to improve sweep
efficiency.

14.3.3.3. Caustic Solutions. Caustic soda (sodium
hydroxide) can react with natural organic acids, such as
naphthenic acids, which are found predominantly in low
mature heavy crude oils to form soap (surfactants). Sur-
factants formed in situ, in turn reduce interfacial tension
and improve displacement efficiency, thereby enhancing
oil recovery.

14.3.4. Thermal Recovery

Thermal recovery processes enhance oil production by
heating reservoir rock and oil in the rock to reduce oil vis-
cosity, reduce interfacial tension, alter wettability in ways
that improve relative permeability of oil, and vaporize
mobile and residual oil, thereby adding gas drive to oil
recovery. The sources of heat for thermal EOR include
in situ combustion, steam injection, or hot water injection.

Figure 14.52 Miscible water alternate gas injection (MWAG).
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14.3.4.1. In Situ Combustion. In situ combustion
involves generating the heat required to improve oil
mobility in situ via combustion (Fig. 14.53). Air is injected
into the reservoir using high pressure compressors. The
crude oil at the wellbore is then ignited at the wellbore.
This is followed by continuous injection of air, which
causes the combustion zone to spread into the reservoir
and heat the oil ahead of it. The traveling combustion
zone creates a vapor and condensing zone. The conden-
sing zone, with hot water, pushes the oil bank towards
the production well (Fig. 14.53).

14.3.4.2. Steam Injection. Steam injection can be in the
form of steam flooding/drive, cyclic steam injection or
steam-assisted gravity drainage.

Steam Flooding
Steam flooding involves the continuous injection of

steam from an injection well to recover oil from a produc-
tion well (Fig. 14.54). As the steam travels through the res-
ervoir, it loses energy and its temperature drops creating a
hot water zone. The hot water heats oil ahead of it, redu-
cing it‘s viscosity (Fig. 14.54). Reduction in residual oil
saturation and in interfacial tension improve the relative
permeability of the heated oil; this enhances oil recovery.
In steam zone where oil is vaporized, the gas drive created
also helps to enhance oil recovery.
Reservoir performance during steam flooding can be

represented by a set of steady-state flow equations, as
steam flooding, when equilibrium is reached, will be pro-
ducing at a steady state during a considerable part of its

Figure 14.53 In situ combustion.

Figure 14.54 Steam flooding
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life. The steady-state reservoir flow equation was dis-
cussed in Chapter 9 (9.1).
Cyclic Steam Injection
Cyclic steam injection (CSI) also called “huff and puff”

is an effective thermal method common for stimulating
heavy oil reservoirs. This method enhances oil recovery
through viscosity reduction, gas expansion, and alteration
of the wettability. The process involves injecting steam at
a temperature of about 200–300 C, then allowing the
injected steam to soak for few days. After the soaking
period, the well is opened for production through a natu-
ral tubing flow or with artificial lift systems. A cycle of
steam injection is shown in Fig. 14.55.
During the CSI production of oil, cycles of injection,

soaking, and production are repeated when the rate
declines to an economic limit (Fig. 14.56).
Well injectivity is very important to ensure that suffi-

cient steam can be injected to create the desired volume
of heated oil. Improvements that may be considered in
CSI to further improve the effectiveness of the method
include: well fracturing, where well–reservoir injectivity
and deliverability are low; using horizontal wells to

increase the contact surface area of the well with the for-
mation, thereby enhancing injectivity and productivity;
and the use of chemical additives to alter wettability to
further enhance oil mobility.
Due to the high steam temperature, chemical reactions

occur and produce carbon dioxide, carbon monoxide,
methane, hydrogen, and hydrogen sulfide. These gasses
produce an additional gas drive that enhances oil
recovery.
CSI is a transient flow problem involving cycles of injec-

tion, soaking then production. Various assumptions can
be applied to CSI production to simplify analysis. The
heated area can be described as not having flow from a
cold zone (no-flow boundary,) as shown in Fig. 14.57,
or with flow from a cold zone (boundary defined by
known pressure or flux), as shown in Fig. 14.58.
The Laplace solution for radial flow in an homogeneous

reservoir for different reservoir boundaries is summarized
in Table 8.4. Also, f(s) functions that can be substituted
into homogeneous reservoir models to convert them to
appropriate heterogeneous models were summarized in
Fig. 8.76.
The volume of the steam-stimulated region (Vs) can be

expressed as [Aziz and Gontijo, 1984]:

Vs =
QstinjρsQi +Hlast

ρC total Ts−TR
(14.73)

where Qs is the rate of steam injection (ft3/d), tinj is steam
injection time (days), Qstinj is the cumulative volume of
steam injected (ft3), ρs is the density of the steam (lb/
ft3), (ρC)total is the volumetric heat capacity of reservoir
(btu/ft3/ F), and Qi is the heat injected into the reservoir
per unit mass of steam (btu/lb), and is expressed as:

Qi =Cw Ts−TR +Lvdhfsdh (14.74)

Cw is the average specific heat of water (btu/lb/ F), Ts is
steam temperature ( F), Lvdh is the latent heat of vapori-
zation (btu/lb), fsdh is the steam quality at downhole

Figure 14.55 Cyclic steam injection.

Figure 14.56 Cycles of cyclic steam injection production.
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conditions, and Hlast is the heat remaining after each cycle
(btu/lb), and is expressed as:

Hlast =Vs ρC total Tavg−TR (14.75)

where TR is the initial reservoir temperature ( F) and Tavg

is the average temperature of the steam-stimulated
zone ( F).
Considering radial steam injection to form a cylindrical

steam-stimulated zone, the radius of the steam-stimulated
zone (ro), in feet, can be expressed as:

ro =
Vs

πh
(14.76)

where h is the reservoir thickness (ft).
The properties of the fluid in the stimulated zone are

computed at the average steam zone temperature (Tavg)
determined using:

Tavg−TR

Ts−TR
= fHDfVD 1− fPD − fPD (14.77)

where fHD, fVD, and fPD are dimensionless parameters
that characterize the horizontal, vertical, and production
heat loses, respectively, defined as [Aziz and Gon-
tijo, 1984]:

fHD =
1

1+ 5tDH
(14.78)

where

tDH =
α t− tinj

R2
h

where α is the reservoir thermal diffusivity, Rh is the
heated zone in the horizontal range, and ht is total reser-
voir thickness.

Figure 14.57 Steam-stimulated reservoir with immobile cold zone.

Figure 14.58 Steam-stimulated reservoir with mobile cold zone.

SECONDARY AND TERTIARY RECOVERY METHODS 495



fVD =
1

1+ 5tDV
(14.79)

where

tDV =
4α tinj

h2t

fPD =
1
2Q

t

0

Qpdt (14.80)

where Qp is the rate of heat withdrawal from the reservoir
with produced fluids in btu/d and expressed as:

Qp = 5 615 qoMo + qwMw Tavg−TR (14.81)

where qo and qw are the production rates (bbl/d) of oil and
water, respectively, Mo and Mw are the volumetric heat
capacities (btu/ft3/ F) of oil and water, respectively, and
Q is the maximum heat added to the reservoir in one cycle
(btu).

Exercise 14.8 Cyclic Steam Injection (CSI) Production
Prediction
A heavy oil reservoir is to be produced by CSI using a

well with a sucker-rod pump (SRP) artificial lift. Analysis
of the fluid level in the wellbore using acoustic well

sounders (AWS) suggests that the well can be considered
as producing at constant pressure. Most of the heat
injected is assumed lost during production of the oil and
to the surrounding formation in each cycle. The boundary
between the steam-stimulated zone and the cold zone is
best described as a no-flow boundary system, as the reser-
voir could not produce into the wellbore without steam
stimulation and recharge from cold zone to steam-
stimulated zone during production is considered
insignificant.
Predict the oil production profile given that the pressure

dissipates during soaking to bring the reservoir to equilib-
rium average reservoir pressure.
The latent heat of vaporization (Lvdh) is 1,984.54 btu/lb,

the average specific heat of water (Cw) is 1.0749 btu/lb/ F,
and steam quality at downhole condition (fsdh) is 0.7.
CSI operating parameters are shown in Table 14.11.
Fig. 14.59 shows a schematic of the sandface pressure

for the entire operation.
Reservoir and fluid properties are summarized in

Table 14.12.

Solution.
The entire cycle of operation, which involves steam

injection, soaking, and production, can be described using
the constant terminal pressure (CTP) solution with a no-
flow boundary as suggested by the problem definition.

Table 14.11 CSI Operating Parameters.

Cycle
Steam injection

rate (ft3/d)
Injection

pressure (psia)
Injection
time (days)

Soaking
time (days)

Production
time (days)

Sandface flowing
pressure (psia)

1 5,615 536 27.5 20 250 154
2 5,615 536 27.5 20 250 154
3 5,615 536 27.5 20 250 154

Figure 14.59 Simplified sandface pressure history for CSI operation.
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The constant terminal rate (CTR) solution for an homo-
geneous reservoir with no flow boundary is, fromTable 8.4:

pwD s,rD =
1
s3 2

K0 rD s I1 reD s +K1 reD s I0 rD s
K1 s I1 reD s −K1 reD s I1 s

CTR can be converted to CTP using the transform in
equation (8.70) given as:

qD s =
1

s2pwD s

qD s =
1

s2−3
2

K1 s I1 reD s −K1 reD s I1 s
K0 rD s I1 reD s +K1 reD s I0 rD s

qD s =
1
s

K1 s I1 reD s −K1 reD s I1 s
K0 rD s I1 reD s +K1 reD s I0 rD s

(14.82)

Equation (14.82) is the CTP solution for an homogene-
ous reservoir with no-flow boundary.

Where qD =
141 2Bμ
keffhΔp

q

Since oil rates in this problem are requested to be calcu-
lated at downhole condition, the formation volume factor
(B) qD function above will be equal to 1.

tD =
0 000264k
ϕμct r2w

Δt in hours

tD =
0 0063k
ϕμct r2w

Δt in days

rD =
r
rw

reD =
ro
rw

For pressure measurement at wellbore, r = rw
And rD =

rw
rw

= 1

Hence, for the pressure measured at wellbore, equation
(14.82) becomes:

qD s =
1
s
K1 s I1 reD s −K1 reD s I1 s
K0 s I1 reD s +K1 reD s I0 s

(14.83)

The numerical Laplace inversion equation (equation
(8.73)) can be used to convert qD s to qD t− tj D. Since
the entire operation can be considered as multipressure
change, the solution for the entire CSI operation is a
convolution (superposition) of each of the rate signals
q t− tj .
The concept of superposition in this problem is similar

to that discussed in Chapter 7 (7.3.2.1) and Chapter 8
(8.5.1.4) for the constant terminal rate (CTR) solution.

Using the superposition principle with constant
keffh
Bμ

,

the solution to equation (14.83) can be expressed as
[van Everdingen and Hurst, 1949]:

qo t =
keffh

141 2Bμ

n−1

j = 0

ΔpjqD t− tj D (14.84)

When
keffh
Bμ

is the changing per flow period, equation

(14.84) can be expressed as:

qo t =
n−1

j = 0

keffh
141 2Bμ j

ΔpjqD t− tj D (14.85)

From equation (14.74):

Qi =Cw Ts−TR +Lvdhfsdh

Substituting the parameters given to get Qi:

Qi = 1 0749 449−125 6 + 1984 54× 0 7

Qi = 1736 8btu/lb

Calculating the volume of the steam-stimulated region
using equation (14.73):

Vs =
QstinjρsQi +Hlast

ρC total Ts−TR

Table 14.12 Reservoir and Fluid Properties for Exercise 14.8.

Average initial reservoir pressure (psia) 456
Initial reservoir temperature, TR ( F) 125.6
Reservoir permeability, k (mD) 20
Reservoir porosity, ϕ 0.4
Total reservoir thickness, ht (ft) 75
Total reservoir compressibility during
production (psi−1)

2.61E−05

Total reservoir compressibility during
injection and soaking (psi−1)

2.19E−03

Well radius, rw (ft) 0.4
Steam temperature, Ts ( F) 449
Oil viscosity during production, μo (cp) 2.75
Effective steam viscosity during injection,
μs (cp)

0.017

Average steam density, ρs (lb/ft3) 0.827
Total volumetric heat capacity of reservoir,
(ρC)Total (btu/ft3/ F)

35.8

Relative permeability of oil during
production, kro

0.25

Relative permeability of steam during
injection, krs

0.1
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For the first cycle Hlast = 0.
Substituting the given parameters into equation (14.73):

Vs =
5615× 27 5× 0 827× 1736 8+ 0

35 8× 449−125 6

Vs = 19155ft3

Determining the radius of steam-stimulated zone using
equation (14.76):

ro =
Vs

πh

ro =
19155
π×75

ro = 9 017ft

Time steps can be created as shown in Table 14.13. The
injection and soaking periods are defined as single time
steps while, for simplification, the production period of
250 days is divided into five time steps for each cycle. Time
steps for the entire operation can be made smaller.
The properties required to calculate qD s and the

superposition principle are shown in Table 14.14.
In this problem, it is assumed that most heat is lost dur-

ing production and to the formation; hence, ro can be
assumed constant for all cycle.
In order to solve equations (14.83) and (14.84), t− tj is

calculated for each flow period (Table 14.15). tj is taken
from Table 14.14 and t is shown in Table 14.13.

t− tj is converted to dimensionless time, t− tj D,

by multiplying by
0 0063k
ϕμct r2w

(equation (12.42)) for each

flow period. t− tj D calculations are summarized in
Table 14.16.
Using t− tj D, qD t− tj D is calculated using the call

function qD(tD, reD) with VBA script in Appendix 14A.
The VBA code handles the calculation of qD s and then

numerical inversion to qD t− tj D. Calculated qD t− tj D
are shown in Table 14.17.
The results of Δpj qD(t−tj)D are shown in Table 14.18

and qo in Table 14.19.

q t− tj =
keffh

141 2Bμ j
ΔpjqD t− tj D and

qo t =
n−1

j = 0

keff h
141 2Bμ j

ΔpjqD t− tj D

A plot of qo (bbl/d) in Table 14.19 against t (days) in
Table 14.13 gives a production profile for oil

Table 14.13 Time Steps for the Entire Operation.

Cycle number Flow period Operation Time, t (days)

0 0 start 0

1 1 injection 27.5
2 soaking 47.5
3 producing 97.5

producing 147.5
producing 197.5
producing 247.5
producing 297.5

2 4 injection 325
5 soaking 345
6 producing 395

producing 445
producing 495
producing 545
producing 595

3 7 injection 622.5
8 soaking 642.5
9 producing 692.5

producing 742.5
producing 792.5
producing 842.5
producing 892.5
producing 942.5

Table 14.14 Properties for Each Flow Period.

Operation
Flow
period tj pj

Δpj =
pj−pj−1

ro
(calculated) roD =

ro
rw keff=kr × k μo (cp) ct (psi

−1)

tD
t
=

0 0063keff
ϕμct r2o

qD
q

=

141 2μ
keffhΔp

injection 1 0.0 536 −80 9.017 22.54 2 0.017 2.19E−03 104.0623 62.4896
soaking 2 27.5 456 80 9.017 22.54 2 0.017 2.19E−03 104.0623 62.4896
production 3 47.5 154 302 9.017 22.54 5 2.75 2.61E−05 134.9439 0.9657
injection 4 325.0 536 −80 9.017 22.54 2 0.017 2.19E−03 104.0623 62.4896
soaking 5 345.0 456 80 9.017 22.54 2 0.017 2.19E−03 104.0623 62.4896
production 6 395.0 154 302 9.017 22.54 5 2.75 2.60E−05 134.9439 0.9657
injection 7 622.5 536 −80 9.017 22.54 2 0.017 2.19E−03 104.0623 62.4896
soaking 8 642.5 456 80 9.017 22.54 2 0.017 2.19E−03 104.0623 62.4896
production 9 692.5 154 302 9.017 22.54 5 2.75 2.61E−05 134.9439 0.9657
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Table 14.15 Calculation of (t − tj) for all Flow Periods.

t (t − t1) (t − t2) (t − t3) (t − t4) (t − t5) (t − t6) (t − t7) (t − t8) (t − t9)

(days) (days)

0 0
27.5 27.5 0
47.5 47.5 20 0
97.5 97.5 70 50

147.5 147.5 120 100
197.5 197.5 170 150
247.5 247.5 220 200
297.5 297.5 270 250
325 325 297.5 277.5 0
345 345 317.5 297.5 20 0
395 395 367.5 347.5 70 50 0
445 445 417.5 397.5 120 100 50
495 495 467.5 447.5 170 150 100
545 545 517.5 497.5 220 200 150
595 595 567.5 547.5 270 250 200
622.5 622.5 595 575 297.5 277.5 227.5 0
642.5 642.5 615 595 317.5 297.5 247.5 20 0
692.5 692.5 665 645 367.5 347.5 297.5 70 50 0
742.5 742.5 715 695 417.5 397.5 347.5 120 100 50
792.5 792.5 765 745 467.5 447.5 397.5 170 150 100
842.5 842.5 815 795 517.5 497.5 447.5 220 200 150
892.5 892.5 865 845 567.5 547.5 497.5 270 250 200
942.5 942.5 915 895 617.5 597.5 547.5 320 300 250

Table 14.16 Calculation of (t − tj)D.

(t − t1)D (t − t2)D (t − t3)D (t − t4)D (t − t5)D (t − t6)D (t − t7)D (t − t8)D (t − t9)D

0.00
2,861.71 0.00
4,942.96 2,081.25 0.00

10,146.07 7,284.36 6,747.19
15,349.19 12,487.47 13,494.39
20,552.30 17,690.59 20,241.58
25,755.42 22,893.70 26,988.78
30,958.53 28,096.82 33,735.97
33,820.24 30,958.53 37,446.93 0.00
35,901.49 33,039.78 40,145.81 2,081.25 0.00
41,104.60 38,242.89 46,893.00 7,284.36 5,203.11 0.00
46,307.72 43,446.01 53,640.20 12,487.47 10,406.23 6,747.19
51,510.83 48,649.12 60,387.39 17,690.59 15,609.34 13,494.39
56,713.95 53,852.24 67,134.58 22,893.70 20,812.46 20,241.58
61,917.06 59,055.35 73,881.78 28,096.82 26,015.57 26,988.78
64,778.78 61,917.06 77,592.74 30,958.53 28,877.29 30,699.73 0.00
66,860.02 63,998.31 80,291.61 33,039.78 30,958.53 33,398.61 2,081.25 0.00
72,063.14 69,201.42 87,038.81 38,242.89 36,161.65 40,145.81 7,284.36 5,203.11 0.00
77,266.25 74,404.54 93,786.00 43,446.01 41,364.76 46,893.00 12,487.47 10,406.23 6,747.19
82,469.36 79,607.65 1,00,533.20 48,649.12 46,567.87 53,640.20 17,690.59 15,609.34 13,494.39
87,672.48 84,810.77 1,07,280.39 53,852.24 51,770.99 60,387.39 22,893.70 20,812.46 20,241.58
92,875.59 90,013.88 1,14,027.59 59,055.35 56,974.10 67,134.58 28,096.82 26,015.57 26,988.78
98,078.71 95,217.00 1,20,774.78 64,258.46 62,177.22 73,881.78 33,299.93 31,218.69 33,735.97
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Table 14.17 Calculation of qD(t − tj)D using VBA script in Appendix 14A.

qD(t − t1)D qD(t − t2)D qD(t − t3)D qD(t − t4)D qD(t − t5)D qD(t − t6)D qD(t − t7)D qD(t − t8)D qD(t − t9)D

0.000
1.389 0.000
1.029 1.613 0.000
0.629 0.799 0.842
0.453 0.535 0.503
0.354 0.402 0.359
0.291 0.322 0.279
0.246 0.269 0.228
0.227 0.246 0.207 0.000
0.215 0.232 0.194 1.613 0.000
0.190 0.203 0.168 0.799 0.997 0.000
0.170 0.181 0.148 0.535 0.617 0.842
0.154 0.162 0.132 0.402 0.447 0.503
0.141 0.148 0.120 0.322 0.350 0.359
0.129 0.135 0.109 0.269 0.288 0.279
0.124 0.129 0.104 0.246 0.262 0.248 0.000
0.120 0.125 0.101 0.232 0.246 0.230 1.613 0.000
0.112 0.116 0.093 0.203 0.214 0.194 0.799 0.997 0.000
0.105 0.109 0.087 0.181 0.189 0.168 0.535 0.617 0.842
0.098 0.102 0.081 0.162 0.169 0.148 0.402 0.447 0.503
0.093 0.096 0.076 0.148 0.153 0.132 0.322 0.350 0.359
0.088 0.090 0.072 0.135 0.140 0.120 0.269 0.288 0.279
0.083 0.086 0.068 0.125 0.129 0.109 0.231 0.245 0.228

Table 14.18 Calculation of ΔpjqD(t − tj)D.

Δp1qD(t − t1)D
Δp1qD
(t − t2)D

Δp1qD
(t − t3)D

Δp1qD
(t − t4)D

Δp1qD
(t − t5)D

Δp6qD
(t − t6)D

Δp7qD
(t − t7)D

Δp8qD
(t − t8)D

Δp9qD
(t − t9)D

0.000
−111.158 0.000
−82.292 129.002
−50.292 63.950 254.394
−36.233 42.815 151.916
−28.318 32.185 108.314
−23.242 25.784 84.163
−19.709 21.507 68.819
−18.189 19.709 62.547 0.000
−17.222 18.580 58.660 −129.002 0.000
−15.203 16.251 50.770 −63.950 79.742 0.000
−13.608 14.441 44.752 −42.815 49.335 254.394
−12.316 12.994 40.009 −32.185 35.733 151.916
−11.247 11.811 36.175 −25.784 28.012 108.314
−10.350 10.825 33.012 −21.507 23.036 84.163
−9.914 10.350 31.497 −19.709 20.985 74.969 0.000
−9.620 10.030 30.480 −18.580 19.709 69.452 −129.002 0.000
−8.956 9.310 28.202 −16.251 17.109 58.660 −63.950 79.742 0.000
−8.377 8.686 26.242 −14.441 15.115 50.770 −42.815 49.335 254.394
−7.869 8.141 24.536 −12.994 13.537 44.752 −32.185 35.733 151.916
−7.419 7.660 23.039 −11.811 12.257 40.009 −25.784 28.012 108.314
−7.017 7.233 21.714 −10.825 11.199 36.175 −21.507 23.036 84.163
−6.657 6.851 20.533 −9.991 10.309 33.012 −18.448 19.561 68.819
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(Fig. 14.60). The plot is scaled with a minimum of zero, as
negative values indicate water injection.

Exercise 14.8 demonstrates the tedium of using analyt-
ical models for CSI production prediction, even with sim-
plifications, such as neglecting Hlast and using a reduced
number of multipressure changes.
A more rigorous analytical calculation would include

the effect of Hlast from the previous cycle, more refined
time steps to capture subtle changes in pressure, and the
effect of changing Tavg with time.
Equation (14.77) in an implicit function in terms of

Tavg, where fpD is also a function of Tavg, as shown in
combination of equations (14.80) and (14.81). Calcula-
tion of Tavg is, therefore, iterative. Due to the tedium
of analytical calculations in CSI, numerical simulation
is commonly used for CSI production prediction.
Steam-Assisted Gravity Drive (SAGD)
SAGD is an advanced form of steam injection that

involves using two horizontal wells drilled a few meters
vertically apart. High-pressure steam is continuously
injected from the upper horizontal well to reduce the vis-
cosity of oil around both wells. Heated oil with reduced
viscosity then drains due to gravity and reduced viscosity

to the lower horizontal well. This method is used in the
production of extra heavy oil and bitumen.

14.3.4.3. Hot Water Injection. Hot water injection is
also called hot water flooding. This involves injecting
hot water from an injection well and producing oil from
another well. The injected hot water reduces the viscosity

Table 14.19 Calculation of q t− tj and qo(t).

q(t − t1) q(t − t2) q(t − t3) q(t − t4) q(t − t5) q(t − t6) q(t − t7) q(t − t8) q(t − t9)
qo= q(t − tj)

(bbl/d)

0.00 0.00E+00
−6,946.24 −6.95E+03
−5,142.41 −5.14E+03
−3,142.74 3,996.22 245.68 1.10E+03
−2,264.17 2,675.51 146.71 5.58E+02
−1,769.60 2,011.22 104.60 3.46E+02
−1,452.39 1,611.24 81.28 2.40E+02
−1,231.62 1,343.98 66.46 1.79E+02
−1,136.61 1,231.62 60.41 0.00 1.55E+02
−1,076.22 1,161.04 56.65 −8,061.28 0.00 −7.92E+03
−950.05 1,015.53 49.03 −3,996.22 4,983.05 0.00 1.10E+03
−850.35 902.43 43.22 −2,675.51 3,082.92 245.68 7.48E+02
−769.59 812.01 38.64 −2,011.22 2,232.97 146.71 4.50E+02
−702.84 738.05 34.94 −1,611.24 1,750.48 104.60 3.14E+02
−646.75 676.44 31.88 −1,343.98 1,439.49 81.28 2.38E+02
−619.55 646.75 30.42 −1,231.62 1,311.35 72.40 0.00 2.10E+02
−601.17 626.74 29.44 −1,161.04 1,231.62 67.07 −8,061.28 0.00 −7.87E+03
−559.65 581.75 27.24 −1,015.53 1,069.12 56.65 −3,996.22 4,983.05 0.00 1.15E+03
−523.50 542.78 25.34 −902.43 944.51 49.03 −2,675.51 3,082.92 245.68 7.89E+02
−491.73 508.71 23.70 −812.01 845.91 43.22 −2,011.22 2,232.97 146.71 4.86E+02
−463.60 478.66 22.25 −738.05 765.95 38.64 −1,611.24 1,750.48 104.60 3.48E+02
−438.51 451.96 20.97 −676.44 699.81 34.94 −1,343.98 1,439.49 81.28 2.70E+02
−416.00 428.09 19.83 −624.33 644.18 31.88 −1,152.78 1,222.34 66.46 2.20E+02

Figure 14.60 Oil production profile from cyclic steam
injection.
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of the oil, thereby creating a bank of heated oil that is
pushed towards the producing well. Hot water injection
is generally less effective than steam injection due to lower
heat per unit volume.
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APPENDIX 14A VBA SCRIPT FOR
EXERCISE 14.8

Function LaplaceQD(i, td, reD)
constant terminal pressure solution function
lns = WorksheetFunction.Ln(2) / td
Srts = (i * lns) ^ 0.5
“upper is numerator of constant terminal pressure solu-
tion

“lower is denominator of constant terminal pressure solu-
tion

upper = WorksheetFunction.BesselI(reD * Srts, 1)
* WorksheetFunction.BesselK(Srts, 1) - Worksheet
Function.BesselK(reD * Srts, 1) * Worksheet
Function.BesselI(Srts, 1)

lower = Srts * (WorksheetFunction.BesselI(Srts, 0)
* WorksheetFunction.BesselK(reD * Srts, 1) +
WorksheetFunction.BesselK(Srts, 0) *
WorksheetFunction.BesselI(reD * Srts, 1))

LaplaceQD = upper / lower

End Function

Function QD(td, reD)
''Stehfest Numerical Laplace inversion using N= 10
QD = (WorksheetFunction.Ln(2) / td) * (0.0833 *
LaplaceQD(1, td, reD) - 32.1 * LaplaceQD(2, td, reD)
+ 1280# * LaplaceQD(3, td, reD) - 15600# *
LaplaceQD(4, td, reD) + 84200# * LaplaceQD
(5, td, reD) - 237000# * LaplaceQD(6, td, reD) +
376000# * LaplaceQD(7, td, reD) - 340000# *
LaplaceQD(8, td, reD) + 164000# * LaplaceQD
(9, td, reD) - 32800# * LaplaceQD(10, td, reD))

End Function
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INDEX

absolute openhole flow potential, 333
acid fracturing, 381
acidizing, 3, 223, 381
active probe, 184, 196, 197, 321
Amott–Harvey technique, 32–34, 37
Antoine equation, 83
apparent mobility-thickness (apparent transmissibility), 288
apparent skin effect, 274, 279, 311, 315, 316

bilinear flow, 225, 232
binary interaction coefficient, 105, 106, 110
bottomhole sampling, 88
bubble point pressure, 65, 66, 78–80, 87, 93–95, 115
Buckles constant, 163
Buckley–Leverett equation, 466–472, 476
buildup

development stage, 15, 451, 452
buildup test, 186, 227, 230, 243, 244, 253, 277
bulk density, 137, 138, 141–143

Campbell plot, 424, 425, 431, 437
c and n equation, 350
capillary pressure, 17, 36–44
capillary pressure measurement

centrifuge method, 43
dynamic method, 43
mercury injection method, 43
porous diaphragm method, 43

cap rock, 3, 36
Cardano’s method, 75, 106, 112
Carter–Tracy aquifer model, 438
casing head spool, 374
casing pressure gauges, 373
casings, 369
casing valves, 374
changing wellbore storage, 307
Christmas tree, 365, 372–374
closed chamber testing, 264
cokriging, 13
Colebrook–White equation, 385
Cole plot, 444
commingled tubing production, 289, 291, 292, 366–368
Compton effect, 137
Compton scattering, 199
computed gamma ray, 129, 175
condensate bank(ing), 287, 288
condensate dropout, 32, 69, 90, 91, 108, 109
conductor pipe, 369
connate water saturation, 13, 32, 36, 163, 164, 423
constant compositional expansion experiment (CCE), 91
constant mass expansion, 91
constant terminal pressure solution, 267, 434, 451

constant terminal rate, 267, 497
constant volume depletion (CVD) experiment, 89
contact angle, 31, 32, 37, 43, 44
continuous gas lift, 406, 411, 413
conventional back pressure equation for gas, 351
conventional gas lift valves, 406
coriolis effect, 199
corrosion, 382, 420
Craig’s wettability criteria, 32, 35–37
cricondenbar, 65
cricondentherm, 65, 69
critical point, 65, 66, 69, 110, 487, 488, 490, 491
cross-plot

neutron-density, 143, 157
permeability-porosity, 166, 168
sonic-density, 148, 149

crown valve, 374
cubic equation of states, 74, 103, 106, 107, 112, 118
cycle skipping, 148
cyclic steam injection, 494, 496, 501

convolution, 497

Darcy’s law, 21–24
datum pressure correction, 398
deep resistivity log, 144, 149, 151, 154, 176
derivative end effect, 308, 310
developed reserves, 12
deviation survey, 122, 123, 205
dew point pressure, 85–87, 91, 114, 115, 117, 287, 288, 319
diagenesis, 121, 462
Dietz shape factor, 338, 340
differential liberation experiment, 94
differential vaporization experiment, 94
diffusivity equation, 211–213, 215, 246

gas diffusivity equation, 213, 215, 310, 318
solution to diffusivity equation, 216, 265

drawdown test, 226, 243, 252
drill stem test(ing), 89, 117, 245, 307
drive pipe, 369
dry tree system/completion, 374
dual laterolog, 151, 152
dual water model, 157, 158
Duhamel’s principle, 262

Economides horizontal well IPR model, 361
effective decline, 452
effective wellbore radius, 274–276, 376
electrical submersible pump, 401, 404
end point mobility ratio, 465, 466
enhanced oil recovery, 9, 459, 485
equation of state (EOS), 69, 73, 74, 76, 83, 89, 103, 107

Peng Robinson, 74, 103, 104
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equation of state (EOS) (cont’d)
Redlich–Kwong, 73, 103, 104
Soave–Redlich–Kwong, 73, 103, 104
van der Waals, 74, 76

erosion velocity, 400
excess pressure, 206, 208
exponential law

permeability dependence on pressure, 31
porosity dependence on pressure, 1

extended well test, 14

facies, 13, 121, 168, 170
biofacies, 121
depositional facies, 121
diagenetic facies, 121
lithological facies, 121

fall-off test, 244
Fetkovich semisteady state aquifer model, 438
flash expansion, 91, 93
flash liberation experiment, 91, 93
flash vaporization, 91, 93
flow assurance, 88, 196, 412
flowing pressure gradient

acceleration pressure gradient, 383, 389
frictional pressure gradient, 383, 385, 407
hydrostatic pressure gradient, 383, 388, 407

flowline storage effect, 183, 184, 319
Forchheimer equation, 26
Forchheimer IPR, 345
formation pressure log, 181, 184, 186, 199–209
formation resistivity, 148, 149, 151, 154
formation test(ing), 184–186, 189, 196–200, 244
formation volume factor

gas formation volume factor, 7, 72, 95, 107
oil formation volume factor, 8, 78–80, 95, 107

frac packing, 381, 382
fractional flow equation, 463, 466, 469, 478
fracture conductivity, 275
fractured well, 274–276
fracture half-length, 224, 247, 275, 278
fugacity, 112, 113, 115
fugacity coefficient, 112–114

gamma ray index, 126, 127
gamma ray log, 125, 126, 128, 130
gas bank(ing), 223, 287, 288
gas breakthrough, 98
gas condensate, 68

experiment, 89, 91–93
fluid behavior, 68, 69, 77, 81
inflow performance relationship, 344, 352
reservoir material balance, 446–448
well test behavior, 223, 287, 288, 319

gas crossover
neutron-density well log, 141, 142, 175

gas expansion factor, 72
gas hydrate, 413

anti-agglomerants, 418, 419
formation, 413
kinetic hydrate inhibitors, 418
low dosage hydrate inhibitors, 416, 418
prediction, 414
prevention and inhibition, 416
types, 413

gas lift, 401, 402, 405, 406, 408

gas lift design, 411, 412
gas lift valves, 405, 408, 410
gas oil ratio, 68–69, 79, 80
gas solubility, 78
gas specific gravity, 70, 77, 79–80
gauge noise, 308
gauge pressure correction, 398
generalized material balance for gas
geometric factor, 187, 188, 192
geothermal gradient, 3, 132
gradient reversal point, 407
gross rock volume, 7, 8, 10

Hammerschmidt equation, 417
Havlena–Odeh material balance method, 425–427, 444
Hoffmann quality plot, 90, 92, 109, 110
homogeneous tubing flow, 383
horizontal interference test, 195
horizontal well test behavior, 285
Horner

buildup equation, 228
plot, 232, 237–239, 302
time, 228, 229

hot water injection, 492, 501–502
Hurst–van Everdingen (HVE) unsteady State aquifer model, 434
hydrate see gas hydrate
hydraulic diffusivity, 213, 216, 231, 287
hydraulic fracture, 223, 224, 275, 382
hydraulic jet, 401
hydraulic piston, 401
hydrogen index, 140, 175

imbibition, 32–34, 40
immiscible gas injection, 459, 460, 481, 491
immiscible water alternating gas injection, 459, 460, 483, 484
improved oil recovery, 460
impulse test, 244
index of oil movability, 154
Indonesia equation, 157, 158
induction logs, 149, 151, 153
induction tools, 149, 151–153
infinite conductivity fracture, 224, 255, 257, 278
inflow performance relationship

Fetkovich, 351, 352, 354
gas, 343–346, 351
two-phase, 344, 351, 352
Vogel, 315–354

initial gas in place see original gas in place
injection test, 244
inorganic scale deposition, 419
in-place hydrocarbon volume calculation

deterministic, 8, 9, 12
stochastic, 8, 12

in-situ combustion, 459, 492, 493
interfacial tension, 31, 32, 37, 43, 82, 97, 483, 485, 492, 493
interference test, 244
interlayer cross flow coefficient, 292
intermediate casing, 370
intermittent gas lift, 405, 406
interporosity flow coefficient, 236, 237, 286
irreducible water saturation, 32, 162, 163, 174
isothermal compressibility, 71, 80, 99, 318

jet perforator(perforation), 370, 373
Jones and Raghavan pseudo-pressure transformation, 319, 344
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Jones IPR for gas, 346
Jones IPR for oil, 346
Joshi IPR model, 360

Kay’s rules, 71
Kerogen(s), 2, 3
kill wing valve, 374
kinetic hydrate inhibitors
Klinkenberg correction (and Klinkenberg effect), 25, 26
Kozeny–Carman, 161, 162
kriging, 13

laminar clay (and laminar model), 155, 156, 158
Laplace’s equation, 38
laterolog, 149, 151, 152, 158
leaky fault, 275, 296
Leverett J-function, 44, 45
lever rule, 487
limestone compatible scale, 142, 143
limestone porosity unit, 141
limited entry well, 184, 195, 218, 223, 225, 258, 259,

273, 274
linear composite reservoir, 239, 288
linear flow regime, 224, 232, 259, 284
liner completions, 375
liquid holdup, 383, 384
liquid-junction potential, 130
liquid permeability, 22, 25
lithification, 2
lithofacies, 121, 168
lithology, 121
logging depth, 122
logging while drilling, 124
Lohrenz–Bray–Clark viscosity model, 81
lower master valve, 374
lower well completion, 375

openhole completion, 375
perforated casing completions, 376
perforation skin effect, 376
tubingless or reduced diameter completions, 376

mass continuity equation, 467
material balance correction

well test analysis, 318
matrix acidizing, 3, 223, 381
matrix concentration, 236
measured depth, 122, 205
mechanical skin, 222, 223, 279, 281, 315, 316
mercury injection method

capillary pressure measurement, 43
microlog, 151
microresistivity, 151
minimum connected volume, 13, 14, 264
minimum miscibility pressure, 97, 485, 490–492
miscible gas injection, 97, 459, 460, 481, 485, 490, 491
miscible water alternating gas injection, 459, 460, 483–485, 492
mobility ratio

fraction flow equation, 464–466, 485, 492
well test analysis, 287, 289, 292

modified Simandoux equation, 156–158
Monte Carlo methods, 8
Moody friction factor chart, 385, 388
movable hydrocarbon, 154
mud acid, 382
mud hydrostatic pressure, 195

multilateral well completion, 381, 382
multilayered reservoirs, 289, 291, 292, 365, 366
multilayered reservoir with crossflow, 289, 292, 365. 366
multilayered reservoir without crossflow, 289, 291, 292, 365, 366
multiphase flow regimes

annular/mist flow, 386
bubble/dispersed flow, 386
slug flow, 386
transition flow, 386

multiple contact miscibility, 97, 99, 485, 490

naphthenic acids, 492
naphthenic hydrocarbons, 419
natural gamma ray, 125, 128, 175
natural segregated gas cap drive, 459, 460
natural water drive, 459, 460
near critical fluids, 104, 116, 288, 490
near wellbore effects, 218
net rock volume, 7
net to gross ratio, 7, 10, 11, 13
neutron log, 140, 141, 144, 148, 175
neutron porosity, 140–143, 175
Nielsen–Bucklin equation, 417
non-Darcy coefficient, 26, 316
non-Darcy skin coefficient, 311, 315
nonproducing reserve, 12
nonsegregation-drive gas caps, 429
normalized pseudopressure, 215, 310, 312, 314, 343,

344, 348
normalized pseudotime, 318
normally pressured, 5–7, 219, 318
nuclear magnetic resonance, 161, 164, 174

observation probe, 184, 197, 321, 322
oil compressibility, 80, 219
oil density, 77–80
oil viscosity, 79, 80, 465
openhole completion, 375
openhole gravel pack, 375
openhole sand control, 375
optical spectroscopy

contamination monitoring, 198, 199
downhole fluid analysis, 198, 199

organic acids, 382, 492
original gas in place, 7, 318, 443, 444, 446
original oil in place, 7, 422, 424–427, 471
overburden pressure, 3, 4, 21
overpressured, 5, 6

paraffin wax, 419
partially penetrating well see limited entry well
pay net-to-gross ratio, 10
perforated casing completions, 376
perforated liner completion, 375
perforating gun(s), 370–373
perforation skin effect, 376
peripheral water injection, 483
permeability, 3, 10, 13, 21

absolute, 48, 49
anisotropy, 187, 360
averaging, 27–30
core, 159, 161
crushed zone, 377
effective, 48, 49
effect of confining pressure, 30, 31
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permeability (cont’d)
fissure, 36
formation logs, 159, 161
formation testing, 182, 184–186, 194
gas, 22
horizontal, 226, 265
liquid, 22
log prediction, 162–174
logs, 159, 161, 162, 164, 166, 167, 170, 172, 174
matrix, 236
measurement, 22–25
radial, 226, 228, 265, 301, 321
reduction, 222
relative, 13, 14, 17, 48
spherical, 225, 226
stress-dependent, 31
vertical, 194, 226, 321
well testing, 161

petroleum resources classification
contingent, 11, 12, 14, 15
prospective, 11, 12, 14
reserves, 11, 12, 14

photoelectric absorption, 137, 139
planktons, 2
plunger lift system, 401, 402
polymer flooding, 492
pore pressure, 186
porosimeter, 19, 20
porosity, 3, 13, 17

absolute, 18, 19
core, 20
density log (density porosity), 137–139
effective, 18, 20, 21, 139, 143, 154
effect of confining pressure, 30
neutron-density, 143
neutron log (neutron porosity), 140, 141
stressed, 30
total, 154
true porosity, 143
unconnected, 21

power law
permeability dependence on pressure, 31
permeability model, 162, 164, 167
porosity dependence on pressure, 31
relative permeability model, 51

pretest chamber, 181–184, 189, 192
primary drainage, 31, 32
primary migration, 3
primary oil recovery, 459, 460
primary production, 423, 459, 460
prismoidal method for gross rock volume calculation, 9, 10
probe–packer configuration, 184, 195, 196, 319–322
probe–probe configuration, 184, 195, 196, 319–322
producing reserve, 12
production casing, 370, 374–376
production decline model, 13, 267, 451

exponential production decline model, 13, 267, 451
harmonic production decline, 451, 453
hyperbolic production decline, 451, 454

production packer, 370
production system plot, 397–399, 404
production tubing, 370, 373, 376, 379
production well test, 243, 268
production wing valve, 374

productivity index, 333, 334, 363, 366, 438, 441
progressing cavity pump, 401, 402
propped hydraulic fracturing, 381, 382
pseudocomponent(s), 82, 84, 85, 108, 109
pseudocritical properties (density, pressure and temperature),

71, 75, 77
pseudopressure, 214, 215, 310, 312, 343, 344, 348
pseudoradial flow, 284
pseudo-reduced properties, 72
pseudo-steady state flow regime, 91, 216, 240,

267, 291, 292, 317, 318, 327, 334, 337,
338, 361, 368, 438

pseudotime, 317, 318
pumpout module, 181
p/z plot

depletion effect during well test, 317, 318
gas condensate material balance, 448
gas material balance, 444, 445, 447

radial composite model, 286–288
radial superposition function, 251, 252, 313
Raghavan’s pseudopressure transform, 319
Raoult’s law, 83
rate dependent skin, 223, 279, 310, 344–346, 348, 349
reduced diameter completions, 376
relative permeability

calculating, 477, 480–481
capillary end effect, 52
denormalizing, 51, 52
end point, 464, 465
gas-oil, 50, 53
models, 51
normalizing, 51, 52
quality control, 52
refining, 52, 55
three-phase, 51, 61, 63
two-phase, 51, 61
unstable flood, 52
water flood, 50, 476, 482
water-gas, 51
water-oil, 50, 52

relative volume, 91, 93–95, 97, 107
reservoir compartment volume, 264
reservoir drive mechanism

compaction drive, 429, 448
depletion drive, 429, 448
segregating gas-cap drive, 429, 448
water drive, 429, 448

reservoir material balance
convolution, 421, 422
deconvolution, 422

reservoir net-to-gross ratio, 10
reservoir pressure

abnormally pressured, 5–7
normally pressured, 5–7

reservoir quality index, 45, 59, 168
residual oil saturation, 32, 63, 492, 493
residual plots, 204, 207
resistivity logs, 148–151, 153, 154, 157, 158
retort method, 20
Reynolds number, 385, 388
rod pump, 401, 496
rotational viscometer, 198
routine core analysis, 17
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sand net-to-gross ratio, 10
sand production, 419
sandstone compatible scale, 142
sandstone porosity unit, 142
saturation-height function, 13, 48
secondary migration, 3
secondary oil recovery, 459, 460
segregated gas-cap drive, 429, 459, 460
separated tubing flow, 383
shape factor

Dietz shape factor, 338, 340
grain shape factor, 162
horizontal well shape factor, 364

shift parameter see volume shift parameter
Simandoux equation, 156–158
simple mixing rule, 104, 105
slant well, 279, 284
slip velocity, 384
slug test(ing) 244, 264
slumping effect, 201
small pot aquifer model, 434
solubility swelling test, 97
solvent drive injection, 491
solvent injection, 485, 486, 490
sonic cross-plot, 148

Wyllie time-average, 147
compaction factor, 147
Raymer–Hunt, 148

sonic porosity calculation, 148
sonic travel time logs, 144, 147
special core analysis, 17
spectrometry gamma ray log, 129
spherical flow, 185, 187, 225, 232, 274, 319
spherical permeability, 225, 226, 319
spontaneous potential log, 129, 130
standard gamma ray log, 128–130
static fluid pore pressure, 186
static spontaneous potential, 130
steady state pretest analysis, 184, 186
steam assisted gravity drainage (SAGD), 501
steam flooding, 493
steam injection, 459, 492, 493
Stehfest numerical Laplace inversion, 216, 267–269
stock tank oil initially in place see original oil in place
storativity ratio, 236, 237, 286, 288, 292
straddle/dual packer, 195, 196
stratigraphic traps, 4
structural traps, 3, 4
subsea wellhead, 374
superposition function, 230–232, 249–254, 262, 434, 435,

438, 497
bilinear flow superposition function, 232
linear flow superposition function, 232
radial flow superposition function, 232, 251, 252, 313
spherical flow superposition function, 232

superposition principle, 228, 230, 232, 262, 268, 303, 304, 307,
434, 497, 498

surface active agent, 492
surface casing, 369
surface equipment, 369, 373
surface sampling, 89
surface wellhead desanders, 419
sustained casing pressure, 373
swab valve, 374

swelling test, 97
system plot, 327, 397, 398, 404

ternary diagram
for enhanced oil recovery, 485, 486
for three-phase relative permeability, 63

ternary phase diagram, 486
tertiary oil recovery, 459, 460, 485
tertiary production, 459
thermodynamic inhibitors, 416, 419
three-phase relative permeability calculation

saturated-weighted interpolation, 61, 63
Stone I model, 61
Stone II model, 61, 63

through tubing guns, 372
tortuosity, 162
tortuosity factor, 149, 154
total equivalent rate, 319, 359, 360
total flowing fluid gradient, 383, 386, 407
total mobility, 319
total organic content, 2
total petroleum initially-in-place, 11
tough logging condition, 124
transient well test, 195, 243
trapezoidal method for gross rock volume calculation, 8–10
true vertical depth, 122, 205
tubing completion type, 379

dual completion, 380
horizontal well completion, 381
multilateral well completion, 381
single string commingled completions, 379
single string selective zone completion, 380
single string sequential completions, 379

tubing conveyed perforating gun, 372, 373
tubing head spool, 374
tubing performance relationship

Beggs and Brill, 391
Duns and Ros, 391
Fancher Brown, 391
Griffith and Wallis, 391
Hagedorn and Brown, 391
Orkiszewski, 391

tubing pressure gauge, 374
turner critical velocity see turner velocity
turner velocity, 400
two-phase Z-factor, 448
type curves

Bourdet type curves, 248
Cinco-Ley type curve, 275
Gringarten type curves, 247
Hurst–van Everdingen type curves, 434

underpressured, 5
undeveloped reserves, 12
unstable flood, 52
upper master valve, 374
uranium free gamma ray, 129, 130
USBM wettability technique, 32, 34, 35

van der Waals and Platteeuw hydrate model, 414
van der Waals mixing rule, 105
vapor equivalent of stock of the stock tank liquid, 358
variable-rate test, 228, 230, 251, 252, 307, 308
vertical convergence skin effect, 377, 378

INDEX 507



vertical interference test(ing), 184, 195, 196, 319, 321
vertical radial flow, 259, 281, 284, 285
vibrational viscometers, 198
volatile oil, 68

experiment, 91, 94, 95, 97
fluid behavior, 68, 77, 81
reservoir material balance, 447
well test behavior, 223, 287, 288

volume shift parameter, 106

WAG ratio, 483, 484
water breakthrough, 397, 465, 466, 470
water compatibility test (injection water compatibility test),

419, 462
water drive, 429, 448, 459, 460
water injection, 459, 460, 462, 463, 483
water saturation calculation

Archie equation, 149, 153, 154, 156, 158
Pickett plot, 154
ratio method, 153

wax, 419
formation and deposition, 419

Waxman–Smits method, 157, 158
Welge method, 470, 477
wellbore damage, 274, 376, 381
wellbore skin effect, 226, 228, 274, 377, 378, 398
wellbore storage effect, 218–221, 246, 247, 254, 264–266,

268, 273
wellhead, 369, 373, 397
wellhead choke, 374
well loading, 220, 308, 310, 389
well perforations, 370
well stimulation, 218, 223, 345, 381, 382
well test analysis

convolution, 246, 261–262
deconvolution, 246, 261–264, 308

well test boundaries
channel boundary (parallel boundary), 259, 261, 296
closed rectangular boundary, 297, 298
closed reservoir boundary, 240, 261, 264, 334
constant pressure boundary, 186, 216, 238, 239, 259, 261, 267,

279, 293, 297, 299, 339
leaky fault, 245, 295, 296
open rectangle, 240, 296, 297
single linear boundary, 293
single no-flow boundary, 259, 261
single sealing fault, 238, 239, 293, 301, 302, 306
wedge boundary, 239, 259, 261, 293–295

well test derivative
derivative calculation, 251, 254, 255
derivative plot, 248, 250, 252, 253, 259–263, 286, 299, 315

well test design, 323
well test reservoir models/behavior

double permeability model, 291, 292
double porosity model, 235, 236, 248, 259, 260, 285
homogeneous, 214, 226, 248, 264, 266, 269, 277
linear composite, 288
multilayered, 289, 291, 292
radial composite, 286–288

well types
development wells, 451
exploratory wells, 451
reentry wells, 451
step-out wells, 451
wildcat wells, 451

Wenner array, 199
wet gas, 69, 70, 77, 81
wettability, 17, 31, 32, 37, 201, 459, 460, 462, 466, 492, 494
wet tree system/completion, 374
Whitson and Torp correlation, 83
Wilson’s correlation, 83–85, 88, 113, 115, 490
wireline-retrievable gas lift valve, 406
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