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Preface

As global energy consumption is steadily growing, the
hydrocarbon sources from unconventional shale reser-
voirs are increasing rapidly. Although the shale industry
has made rapid progress in recent years, there is still a
lack of knowledge both in industrial and academic fields.
Because shale reservoirs have distinctive features
different from those of conventional reservoirs, an ac-
curate evaluation on the behavior of shale reservoirs
needs an integrated understanding on the characteristics
and transport of reservoir and fluids. This book aims to
present a comprehensive andmathematical treatment of
characterization and modeling of shale reservoirs.

While several books exist for shale gas reservoir, many
of them focused on geological, economic, environ-
mental aspects. There has been a void for a compre-
hensive book that focuses on the transport phenomena
through shale reservoirs. This book emphasizes all rele-
vant aspects of petrophysical characteristics and their
impact on transport mechanisms. The book also dis-
cusses a systematic approach in the modeling of shale
reservoirs based on the complicated transport mecha-
nisms. The authors’ desire is that the information in this
book provides a clear presentation of the transport

principles in shale reservoirs, state-of-the-art technology
on the modeling, applications in the real field, and ideas
for future research.

Chapter 1 serves as an introduction to the topic by
tracing the development and current status of shale res-
ervoirs. Chapter 2 reviews petrophysical characteristics of
shale reservoirs such as lithology, mineral composition,
organic matter, pore geometry, and fracture-matrix sys-
tem. Chapter 3 discusses major transport mechanisms in
shale reservoirs including non-Darcy flow, gas sorption,
molecular diffusion, geomechanics, and phase behavior
in nanopores. Chapter 4 focuses on the simulation of
shale gas and oil reservoirs. Chapter 5 presents emerging
technologies in shale reservoirs including multicompo-
nent transport in the CO2 injection process and consid-
eration of organic material in shale reservoir simulation.

This book would never have been published without
the able assistance of Elsevier staff for their patience and
their excellent editing job. We shall appreciate any
comments and suggestions.

Kun Sang Lee
Seoul, Korea
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CHAPTER 1

Introduction

ABSTRACT
As conventional hydrocarbon resources have depleted
and global energy consumption has grown steadily,
interest of unconventional resources has increased
steadily. Especially, production of shale gas and oil
resources increases rapidly after development of
hydraulic fracturing and horizontal drilling techniques
in North America. Even though shale industry has grown
dramatically, fluid flow in shale reservoirs still has not
been fully understood. Unconventional shale reservoirs
showed complex flow mechanisms compared with con-
ventional reservoirs. Shale reservoirs have intricate petro-
physical characteristics such as various lithologies and
mineral composition, organic component, tiny pore ge-
ometry, and natural fracture system, and they affect fluid
behavior significantly. Non-Darcy flow, adsorption/
desorption, fluid flow and phase behavior change in
nanoscale pores, molecular diffusion, and stress-
dependent deformation should be considered for
evaluation of fluid flow in shale reservoirs. For accurate
understanding of transport in shale reservoirs, this
book presents comprehensive study of petrophysical
characteristics, transport mechanisms, and application
in field-scale reservoir simulation.

Because of rapid depletion of conventional resources and
increase of global energy consumption, conventional hy-
drocarbon resources cannot satisfy the energy demand.
According to World Energy Outlook 2017 (IEA, 2017),
global energy will expand by 30% between today and
2040. Although various researches have been performed
to develop sustainable and renewable energy, it is still
significantly expensive to be commercialized. Conse-
quently, unconventional oil and gas resources have
attracted considerable attention in recent decades.
Unconventional oil and gas are hydrocarbon resources
that cannot be produced with conventional extraction
techniques. Fig. 1.1 shows the hydrocarbon resources
pyramid. Unconventional resources include tight oil,
shale oil, oil shale, coalbed methane (CBM), tight gas,
shale gas, and gas hydrates. Oil shale is a rock that
includes significant amounts of organic matters such as

kerogen. CBM is natural gas contained in the coal
seam. Gas hydrate is an icelike form of crystalline
water-based solid that contains gas molecules in its
molecular cavities. In general, unconventional resources
are more expensive and more difficult to extract and
process. As shown in Fig. 1.1, resources in the lower
part of the pyramid present a higher amount of reserves,
the increased difficulty of production, and higher devel-
opment cost than resources in the upper part. Among
various unconventional resources, shale gas and oil are
the most commercialized resources so far.

GEOLOGIC FEATURES OF SHALE
RESERVOIRS
Recently, shale reservoirs have received significant atten-
tion because of their potential to supply the world with
an immense amount of energy and the depletion of con-
ventional reservoirs. Because shale reservoirs have
various specific features different from conventional res-
ervoirs, there is still a lack of understanding for them.
Conventional reservoirs are comprised of source rock,
reservoir rock, trap, and seal. In a typical source rock,
some of the hydrocarbons are driven out and migrate
into reservoir rock under the traps. In shale oil and gas
reservoirs, the generated hydrocarbon cannot be
migrated, and the source rock itself becomes the reservoir
rock because of its tight features. Shale is a fissile and
laminated sedimentary rock mainly composed of clay-
sized mineral grains. Normally, in a broad sense, shale
reservoir rock contains clastics (quartz, feldspars, and
micas), carbonates (calcite, dolomite, and siderite), clay
minerals (montmorillonite, illite, smectite, and
kaolinite), pyrite, and the other minor minerals (Passey,
Bohacs, Esch, Klimentidis, & Sinha, 2010; Quirein et al.,
2010; Ramirez, Klein, Ron, &Howard, 2011; Sondergeld,
Newsham, Comisky, Rice, & Rai, 2010). Especially,
black-colored shale rock includes organic matters such
as kerogen and is an essential source of shale oil and gas.

Amount of organic materials, which indicates the
capacity to produce and store hydrocarbons, is signifi-
cant in shale reservoirs. As a conventional source rock,
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roughly 0.5% total organic carbon (TOC) is considered
as a minimum or threshold. For shale reservoirs,
approximately 2% is regarded as a minimum TOC for
commercial production, and it may exceed 10%e12%
in some reservoirs. Kerogen types are primarily classi-
fied into four categories (Tissot & Welte, 1984). Based
on the character, elemental contents, and depositional
environments of kerogens, kerogens are classified to
types I, II, III, and IV. Investigation of these kerogen
types is important to understand the processes of
storage, retention, and release of hydrocarbons.
Commonly, oil is produced from shale reservoir con-
taining kerogen types I and II, and gas is produced
from a reservoir containing kerogen type III. Thermal
maturity, which indicates maximum temperature
exposure of rock and extent of temperature-time-driven
reactions, is another critical parameter in shale reser-
voirs. The organic materials whose vitrinite reflectance
is lower than 0.65%Ro are considered as immature
organic matters (Mani, Patil, & Dayal, 2015). Thermally
mature organic matters, which present 0.6%e1.35%Ro
of vitrinite reflectance, commonly produce oil. The
postmature organic materials, which show higher than
1.5%Ro of vitrinite reflectance, generate wet and dry
gas (Mani et al., 2015; Tissot & Welte, 1984).

Unconventional shale reservoirs also show complex
pore geometry because of various lithology, mineral
composition, and organic matters. Pore networks of
shale formations consist of organic matter pores,
inorganic material pores, and natural fracture system

(Fig. 1.2). Organic matter pores can be divided into
primary organic pores and secondary organic pores. Sec-
ondary organic matter pores also can be divided into
organic matter bubble and spongy pores. Inorganic
pores can be divided into interparticle and intraparticle
mineral pores. The pore size of shale reservoirs ranges
from nanometers to micrometers. The complexity of
pore geometry and fracture networks significantly
affects the behavior of hydrocarbon in shale reservoirs.
Understanding of geologic features of shale rock is an
important prerequisite for analysis of transport in shale
reservoirs.

FIG. 1.1 Hydrocarbon resources pyramid.

FIG. 1.2 View of organic and inorganic matters and natural
fracture in shale reservoirs.
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SHALE BOOM
Although the commercialization of shale oil and gas
was performed in the 2000s, the existence of shale res-
ervoirs was discovered in about two centuries ago,
and there are tremendous exertions to develop the shale
reservoirs. In 1821, the shallow shale gas reservoir was
discovered and drilled in the Devonian Dunkirk Shale
in Chautauqua County, New York (Wang, Chen, Jha,
& Rogers, 2014). After this discovery, numerous shallow
shale wells were drilled along the Lake Erie shoreline
(Hill, Lombardi, & Martin, 2004). In 1863, shale gas
reservoirs were discovered in the western Kentucky
part of Illinois Basin. By 1920s, drilling of shale gas
was established to West Virginia, Kentucky, and Indiana
(Wang et al., 2014). In the 1940s, hydraulic fracturing is
first used to stimulate gas wells operated by Pan Amer-
ican Petroleum Corporation in Grant County, Kansas.

After the oil crisis in the 1970s, the US federal gov-
ernment has invested in research and development of
shale gas for alternative energy of oil. In late 1976, the
US Department of Energy performed Eastern Gas Shale
Project, which lasted to 1992. In this project, a series of
geologic, geochemical, and petroleum engineering
studies were conducted to evaluate the gas potential
and to enhance gas production from extensive Devo-
nian and Mississippian organic-rich black shale within
the Appalachian, Illinois, and Michigan basins of the
eastern United States (NETL, 2011). In the meantime,
private oil companies also invested in unconventional
natural gas due to the high oil prices (Cleveland,
2005; Henriques & Sadorsky, 2008). However, deep
shale reservoirs such as Barnett Shale in Texas and
Marcellus Shale in Pennsylvania were not considered
as economically feasible reservoirs owing to ultralow
permeability at that time.

For the economic production of shale gas, several
pioneering oil enterprises had tried to perform hydrau-
lic fracturing. From the 1980 to 1990s, the Mitchell
Energy & Development Corporation tested various
processes of hydraulic fracturing to produce natural
gas in Barnett shale, eventually finding the relevant
technique economically. The hydraulic fracturing tech-
nique developed by Mitchell Energy & Development
Corporation has been widely used by the oil company,
and it changed the face of the petroleum industry in the
2000s. In other words, exertions of US government and
various companies for several decades have made
tremendous shale boom in these days.

Annual Energy Outlook 2018 expected that produc-
tion of natural gas and oil in United States will increase
due to the result of continued development of shale gas
and tight oil plays (EIA, 2018). EIA expected tight oil

and shale gas account for 65% and 75% of crude
oil and natural gas production, respectively, in the
United States as shown in Figs. 1.3 and 1.4. In addition,
shale resources are abundant in the world. Fig. 1.5
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FIG. 1.3 Expectation of natural gas production in the United
States by 2050. (Source: U.S. Energy Information
Administration (Feb 2018).)
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States by 2050. (Source: U.S. Energy Information
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presents a map of basins assessed shale oil and gas
formations (EIA, 2013). According to EIA (2015), shale
resources are located in 46 countries. EIA report also
estimates unproved technically recoverable tight oil of
419 billion barrels and shale gas of 7577 trillion cubic
feet in the world (EIA, 2015). Table 1.1 presents the
estimates of unproved technically recoverable shale
gas and tight oil categorized by continents (EIA,
2015). As shown in Fig. 1.5 and Table 1.1, the potential
of shale oil and gas is tremendous due to an abundant
amount of reserves in a wide region. Although commer-
cialization of shale resources is still limited in the
United States in these days, estimated reserves are
higher in other continents. Therefore, many countries
are interested in these cheaper and cleaner energy sour-
ces from shale reservoirs.

TRANSPORT MECHANISMS IN SHALE
RESERVOIRS
Unconventional shale reservoirs have significantly
different characteristics compared with conventional
reservoirs. Therefore, flow behavior in shale reservoirs
cannot be explained with conventional processes. The
most critical feature of shale reservoir is tight reservoir
condition. Shale reservoirs have low permeability and
low porosity matrix condition. Generally, shale

reservoirs have nano-Darcy to micro-Darcy scale of
permeability and less than 10% of porosity. To extract
oil and gas from these tight formations, the hydraulic
fracturing should be performed. Millions of gallons of
water with proppant and chemicals are injected to break
the shale formation. Because injected fluid induces frac-
tures and rejuvenates the existing natural fractures
around the wellbore, oil and gas are extracted through
the high permeability fracture networks as shown in

FIG. 1.5 World shale oil and gas resources. (Source: U.S. Energy Information Administration (Jun 2013).)

TABLE 1.1
Estimates of Unproved Technically Recoverable
Shale Gas and Tight Oil in the World

Region Gas (Tcf) Oil (Billion bbl)

North America 1741 100

South America 1433 60

Europe 907 93

Asia/Australia 1802 72

Africa 1406 54

Middle East 288 40

Reproduced from EIA (2015). World shale resource Assessments.
https://www.eia.gov/analysis/studies/worldshalegas/.
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Fig. 1.6. In addition, because of the relatively thin and
widespread reservoir structure of shale reservoirs,
horizontal wells are used. Horizontal well increases
the contact area of the wellbore that improves fluid
flow from the reservoir to the wellbore and decreases
completion cost.

Even though most conventional reservoir system can
be computed by Darcy’s law (1856), fluid behavior in
shale reservoir system cannot be directly calculated. In
hydraulic fractures, where the fluid velocity is very
high, inertial forces cannot be ignored compared with
viscous forces. In this situation, the pressure behavior
deviates from Darcy’s law so that Forchheimer equation
(1901) with non-Darcy coefficient is used to calculate
pressure responses. In shale gas reservoirs, the hydrocar-
bon gas is stored in free and adsorbed states. Some gas
exists in pore spaces of the matrix and fractures, and the
other gas is adsorbed on the surface of organic matters.
Because of nano- tomicroscale pore size of shale matrix,
slippage effect and Knudsen diffusion were presented
(Javadpour, 2009; Javadpour, Fisher, & Unsworth,
2007). In addition, small pore size induces high
capillary pressure and changes the behavior of fluid
properties. This effect is called capillary condensation
or confinement effect. Molecular diffusion should also
be considered because of the ultratight condition of
reservoirs. In addition, the conductivity of fractures is
susceptive to change of stress and strain caused by pres-
sure variation. Reservoir deformation in shale reservoir
significantly affects the productivity of the fractured
well.

OBJECTIVES
In most field cases of shale reservoirs, operators
commonly cannot consider specific fluid behavior in
the subsurface system. They concentrate on hydraulic
fracturing and horizontal drilling. However, for the
accurate prediction of oil and gas production in shale
reservoirs, exact transport mechanisms, which are
significantly different from a conventional reservoir,
should be thoroughly understood. Transport mecha-
nisms occurred in shale reservoir include non-Darcy
flow, adsorption/desorption, microscale flow, molecu-
lar diffusion, stress-dependent deformation, and
confinement effects. To help readers understand princi-
ples of these mechanisms, the scope of this book ranges
from the basic geology of shale reservoir to mathemat-
ical formulation of various transport mechanisms.
Because studies for shale reservoir are still in an early
stage and may not reach a consensus, this book tried
to present all information from established basic the-
ories to various up-to-date theories. In addition, based
on multiple transport mechanisms, numerical simula-
tions were performed in several field examples of shale
gas and oil reservoirs. Finally, for the more advanced
subject, CO2 injection in shale reservoirs and effects of
organic matters are presented.
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CHAPTER 2

Petrophysical Characteristics of Shale
Reservoirs

ABSTRACT
Shale reservoirs have distinctive petrophysical charac-
teristics compared with conventional reservoirs. Shale
is a fine-grained sedimentary rock generated from the
compaction of silt and clay-size mineral particles. How-
ever, commonly, shale resources represent oil and natu-
ral gas hosted in a broad spectrum of lithology from
mudstone to fine-grained sandstone as well as shale.
Shale reservoirs contain varying amounts of organic
matters, clay mineral, quartz, carbonates, and
numerous minor minerals depending on plays. Organic
matters such as kerogen and bitumen play an essential
role in hydrocarbon generation and gas storage. Gas
can be adsorbed on the surface of organic pores and dis-
solved in organic matters. The pore size of shale reser-
voirs ranges from nanometers to micrometers. In
addition, the natural fracture system of shale reservoirs
affects fluid flow in shale reservoirs, especially with hy-
draulic fractures. For an understanding of fluid behavior
in shale reservoir, accurate petrophysical characteriza-
tion should be preceded.

LITHOLOGY AND MINERALOGY
Lithology is the composition or type of rock such as
sandstone or limestone (Hyne, 1991). The lithology
of a rock unit is a description of its physical character-
istics such as color, texture, grain size, and composi-
tion (Allaby and Allaby, 1999; Bates, Jackson, &
Institute, 1984). It can also be a summary of the gross
physical character of rock as well as a detailed descrip-
tion of physical characteristics. Reservoir characteriza-
tion of oil and gas reservoirs starts with identifying
and quantifying the lithology and mineral composi-
tion. The difference in lithology and mineral composi-
tion can impact on reservoir productivity and
efficiency of fracture stimulation. The physical and
chemical features of the reservoir rock can affect the
response of measuring tool for formation properties.
Understanding reservoir lithology and mineral

composition is the foundation from which all other
petrophysical calculations are made. To make accurate
petrophysical estimations of porosity, permeability,
water saturation, and so forth, the various lithologies
and mineral composition of the reservoir interval
must be identified, and their implications should be
understood. Accurate determination of lithology and
mineral composition can be accomplished by a combi-
nation of conventional wireline logging or logging
while drilling technologies, a variety of petrological
and geochemical analyses core and cuttings, and
wireline elemental spectroscopy logging (Ahmed
& Meehan, 2016).

Basic Lithology and Mineralogy of Shale
Shale is a fine-grained sedimentary rock generated from
the compaction of silt and clay-size mineral particles,
which are normally called mud. Shale is different
from other mudstones because it is fissile and lami-
nated. Therefore, shale rock is made up of many thin
layers, and the rock easily splits into small pieces along
the laminations.

Shale is a rock comprised primarily of clay-sized
grains, which are usually clay minerals such as mont-
morillonite, illite, smectite, and kaolinite. Shale also
contains clastic mineral particles such as quartz, feld-
spar, and chert; carbonate minerals; sulfide minerals;
iron oxide minerals; and organic particles. The deposi-
tion environment of shale often determines these other
constituents in the rock, which often decide the color of
the rock. Like most rocks, just a small percent of specific
materials such as iron and organic matters can consider-
ably alter the rock color. Shales deposited in oxygen-
rich environments often contain tiny particles of iron
oxide or iron hydroxide minerals such as hematite,
goethite, or limonite. Just a small percent of these min-
erals distributed through the rock can generate the red,
brown, yellow, and black colors of shale. The hematite
can create a red shale. The limonite or goethite can pro-
duce a yellow or brown shale. These shales can be
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crushed to produce clay and cement, which can be used
to make a variety of useful objects.

Black color in sedimentary rocks almost indicates the
existence of organic matters. Just 1% or 2% organic mat-
ters can generate a black or dark gray color to the rock.
In addition, this black color implies that the shale
formed from sediment deposited in an oxygen-
deficient environment. Any oxygen entering the envi-
ronment quickly reacted with the decaying organic
debris. If a large amount of oxygen was present, all
organic debris would have been decayed. An oxygen-
poor environment also provides the proper conditions
for the formation of sulfide minerals such as pyrite,
which is generally found in black shales. The presence
of organic debris in black shales makes them the candi-
dates for oil and gas generation. If the organic material
is preserved and heated adequately after burial, oil and
natural gas might be generated. Various shale gas and
oil reservoirs in the United States, such as the Barnett
Shale, Marcellus Shale, Haynesville Shale, Fayetteville
Shale, Bakken Shale, and Eagle Ford Shale, are all dark
gray or black shales.

Oil shale is a rock that contains substantial amounts
of organic materials in the form of kerogen. Up to one-
third of the rock can be solid kerogen in oil shale.
Although liquid and gaseous hydrocarbons can be
extracted from oil shale, the rock must be heated and
treated with solvents. The extraction process of oil shale
is usually inefficient than drilling rocks, which yield oil
or gas directly into a well. Extracting the hydrocarbons
from oil shale produces emissions and waste products
that cause significant environmental concerns. There-
fore, extensive oil shale deposits in the world have not
been aggressively used yet. In this book, oil shale is
out of scope.

As mentioned earlier, the definition of shale that
best describes the reservoir is organic-rich and fine-
grained rock. However, generally, the term shale is
used very loosely, and it does not represent the lithol-
ogy of the reservoir (Rokosh, Pawlowicz, Berhane,
Anderson, & Beaton, 2008). Lithologic variations in
shale gas and oil reservoirs indicate that natural gas
and oil are hosted not only in shale but also in a broad
spectrum of lithology and texture from mudstone to
siltstone and fine-grained sandstone, any of which
may be of siliceous or carbonate composition. The ma-
trix mineral composition of these organic-rich shale res-
ervoirs is typically heterogeneous containing varying
amounts of kerogen, clays (montmorillonite, illite,
smectite, and kaolinite), clastics (quartz, feldspar, and
mica), carbonates (calcite, dolomite, and siderite), py-
rite, and minor occurrences of additional minerals.

Generally, shale reservoirs present low to moderate
clay volumes, variable quartz content, where decreasing
quartz volume is commonly offset with increasing
calcite volume. The formations typically contain up to
12%e15% by volume of kerogen, the source of
methane gas present in the pore space. There is also
adsorbed gas in association with the kerogen. Shale
rocks contain small amounts of uranium and other
radioactive elements that render the conventional
gamma ray (GR) log essentially useless for quantitative
interpretation (Ramirez, Klein, Ron, & Howard, 2011).

According to Jiang et al. (2016), different assem-
blages and proportions of laminated structures lead to
different lithofacies. There are four kinds of a basic lami-
nated structure such as organic matter-rich laminated
structure, clastic-rich laminated structure, carbonate
laminated structure, and clay laminated structure.
Various mineral compositions determine the types
and arrangements of shale pores. The rigidity of quartz
is favorable for the preservation of intergranular pore.
The instability of feldspar results in dissolution pores
along the cleavage. Carbonate minerals are not only
easily dissolved to form intergranular or intragranular
dissolved pores but also easily recrystallized to form
intergranular pores. Clay minerals are often curly
shaped flakes with considerable intergranular pores.
Different mineral compositions also control the brittle-
ness of shale and further influence the later reservoir
reconstruction. The higher content of brittle minerals
such as quartz and calcite can result in the formation
of natural fractures. During fracturing and stimulation,
it is also easy to form complex-induced fractures and
achieve the extension and connection of fracture net-
works. However, the elastic deformation of clay min-
erals during fracturing tends to block the channels,
which is undesirable for reservoir stimulation. Accord-
ing to the investigation of the mineral compositions
of shale reservoirs in different regions (Jiang et al.,
2016), the marine shale usually has high siliceous con-
tent. The lacustrine shale usually has a high content of
carbonate minerals, and the content of clay mineral is
generally lower than 50%.

The multiple rock types of organic-rich shale imply
that there are numerous gas storage mechanisms. Gas
may be adsorbed on organic materials and stored as a
free gas in micropores and macropores. Solute or solu-
tion gas, which may be held in micropores and nano-
pores of bitumen, may be an additional source of gas,
although normally this is thought to be a minor
component. Free gas may be the most dominant source
of production in a shale gas reservoir. Determining the
percentage of free gas, solute gas, and desorbed gas is
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essential for resource and reserve evaluation and is a sig-
nificant issue in gas production and reserve calculations,
as desorbed gas diffuses at a lower pressure than free
gas. Some of the clay minerals in shale are also able
to absorb or adsorb large amounts of water, natural
gas, ions, or other substances. This property can enable
shale to selectively and tenaciously hold or freely release
fluids or ions.

Because shale has a tiny particle size, the interstitial
spaces are very small. They are so small that oil, natural
gas, and water have difficulty moving through the rock.
Shale can, therefore, serve as a cap rock for oil and nat-
ural gas traps, and it is also an aquiclude that blocks or
limits the flow of groundwater. Although the size of
interstitial space in shale is very small, they can account
for a significant volume of the rock. This volume allows
the shale to hold substantial amounts of water, gas, or
oil. However, shale cannot effectively transmit them
because of the low permeability. The oil and gas indus-
try overcame these limitations of shale by horizontal
drilling and hydraulic fracturing techniques to create
artificial porosity and permeability within the shale
rock.

Measurement of Lithology and Mineralogy
In shale reservoirs, accurate petrophysical evaluation is
difficult because of low porosity and permeability, var-
iable and complex mineral composition, the presence
of organic content, and acquisition problem of native
state core samples. These conditions provide significant
difficulty in the characterization of shale reservoir so
that various methods were presented to evaluate lithol-
ogy and mineralogy of shale reservoirs (Ahmed &
Meehan, 2016; Ballard, 2007; Passey, Bohacs, Esch,
Klimentidis, & Sinha, 2010; Quirein et al., 2010;
Ramirez et al., 2011; Sondergeld, Newsham, Comisky,
Rice, & Rai, 2010; Sondergeld & Rai, 1993). Determina-
tion methods for lithology and mineralogy in shale
reservoirs include X-ray diffraction (XRD), Fourier
transform infrared (FTIR) transmission spectroscopy,
X-ray fluorescence (XRF), conventional log, elemental
spectroscopy log, and cluster analysis.

Quantitative analysis of reservoir mineralogy is usu-
ally obtained from an evaluation of core samples,
which are collected by side wall or conventional form
or cuttings. Generally, XRD is commonly used to assess
primary mineralogy. XRD, which is based on diffraction
of X-rays by the crystal planes of minerals, measures the
physical structure of a material (Ruessink & Harville,
1992). This method works sufficiently well but gener-
ally overpredicts quartz in clay-rich systems when clay
separation is not performed (Sondergeld et al., 2010).

FTIR transmission spectroscopy, which relies on detec-
tion of molecular bond vibrations, measures the chem-
ical composition of material (Ruessink & Harville,
1992). FTIR provides a fast and efficient way to elimi-
nate this shortcoming without requiring clay fraction
separation although organics must be removed before
analysis. XRF is used by some laboratories to determine
the mineralogy of clay-rich reservoirs (Ross & Bustin,
2006). XRF quantifies the elemental abundances that
are then stoichiometrically apportioned to common
minerals; excess carbon can be assigned to kerogen.
XRF does not overpredict the amount of quartz
(Sondergeld et al., 2010).

The conventional log also can determine lithology
and mineral composition with supplementation of
core analyses results such as XRD. A simplifiedmeasure-
ment of lithology and mineralogy is performed by esti-
mating the shale volume and cross-plotting multiple
porosity responses in common with processes per-
formed in conventional reservoirs. In unconventional
shale reservoir, however, the amount of organic content
should be determined before the process to extract the
impact of the organic matters on the log responses
(Ahmed &Meehan, 2016). Weight and volume percent-
ages of kerogen can be acquired by conventional logs,
such as density, GR, and Passey methods (Passey,
Moretti, Kulla, Creaney, & Stroud, 1990), and core total
organic carbon (TOC) measurements. Detail of kerogen
measurements is presented in Organic Matters section.
Conventional log measurements of GR, resistivity, den-
sity, sonic, neutron, and NMR can be input into the
least squares error minimization solver. Results of
core measurement can guide the selection of minerals
to be input into the model.

The GR log is used to measure the formation of nat-
ural GR radioactivity. It measures the general GR emis-
sions of all the radioactive elements such as potassium,
uranium, and thorium together. Among the various
sediments, shales present the strongest GR radiation
so that the GR log is mainly used to quantify the shale
volume. For most fine-grained rock evaluation, the GR
is a critical well log to help differentiate shales from
common reservoir lithologies, such as sandstone or
carbonate. For shale gas plays, the source, seal, and
reservoir are often entirely contained within the fine-
grained rock lithofacies, and the GR curve may or may
not be as useful as in conventional reservoirs. Generally,
the potassium is included in the clays considerably.
Although kaolinite and smectite show the very little
amount of potassium, illite contains a large amount
of potassium (Dresser Atlas, 1979). The clay mixtures
with high kaolinite or high smectite content will have

CHAPTER 2 Petrophysical Characteristics of Shale Reservoirs 9



lower potassium radioactivity than clays made up prin-
cipally of illite. Because most of clays are mixtures of
several clay minerals, potassium radioactivity is
observed in general shale reservoirs. The average
content of potassium in shale reservoir is about
2%e3.5% (Rider, 2002). If shales are deposited under
the marine condition, uranium forms unstable soluble
salts. In this situation, uranium content has a positive
relationship with organic matters so that the uranium
content can be an indicator of organic substance (Fertl
& Rieke, 1980). In lacustrine settings, there is generally
a lack of uranium, and more often than not there is no
relation between uranium and TOC (Bohacs, 1998;
Bohacs & Miskell-Gerhardt, 1998). In these cases, the
total GR curve remains an indicator of overall clay con-
tent in the rock (Bhuyan & Passey, 1994). In addition, it
should be noted that the use of uranium is suitable for
gas shale reservoirs that do not have uranium-enriched
minerals such as apatite (Kochenov & Baturin, 2002).

The resistivity of a formation is directly related to
electrically conductive components. The measurement
of reservoir resistivity is of importance in logging
because it is a method for identifying and quantifying
hydrocarbons and water saturations. In conventional
reservoirs, formation water is the primary conductor
of electricity when the formation waters are brackish
to saline, allowing for ionic conduction. Formation
filled with saline water shows low resistivity. The larger
the volume of saline water, the lower the resistivity of
the rock filled with saline water. Inversely, hydrocar-
bons are nonconductive. When they are present in suf-
ficient quantities, they displace the amount of water in a
given formation. The rock sufficiently filled with hydro-
carbons presents higher resistivity values than the rock
filled with saline formation water (Archie, 1942).
Many other factors affect the interpretation of resistivity,
such as overburden pressure and pore pressure, temper-
ature, and rock lithology and the percentage of conduc-
tive minerals.

Interestingly, some shale reservoirs show high con-
ductivity, whereas others are not owing to the different
depositional environment of the shale layers or
different thermal history of the formation. Although it
is usually expected that the resistivity of the formation
will increase owing to the hydrocarbons and organic
matters, it is correct only when the thermal maturity
of the formation is high enough to generate hydrocar-
bons. Conversely, Anderson, Barber, Lüling, Sen,
Taherian, Klein et al. (2008) showed that some shale
layers could have high electric conductivity so that
they show low resistivity. The cause of high conductivity
is attributed to the presence of conductive minerals such

as pyrite or graphite. Pyrite is commonly present in
organic-rich shale gas formations and may play a role
in decreased resistivity response. In some shale gas res-
ervoirs that are at very high maturities (Ro >> 3), the
formation resistivity can be lower than resistivity
observed in the same formation at lower thermal matu-
rities (Ro between 1 and 3). It was thought that the car-
bon in the organic contents recrystallizes to the mineral
graphite (Passey et al., 2010). In extremely high-
maturity organic-rich shale reservoirs (Ro > 3), the
rock may be much more electrically conductive because
of other mineral phases being present.

Cation-exchange capacity (CEC) of the clay minerals
is another property that affects the resistivity of the shale
layers. CEC value varies with the surface area of the
clays. This means that the difference between the con-
ductivity of clay species should be related to the surface
area (Rider, 2002). Smectite has a larger specific surface
area than the other clays and is, therefore, more conduc-
tive (Passey et al., 2010). The effect of CEC on shale
conductivity depends on the salinity of the formation
water. If the formation water salinity is greater than
seawater salinity, the impact of excess conductivity
due to clay minerals is small (Passey et al., 2010).

Neutron log measures the amount of hydrogen in a
formation. Like other conventional well log interpreta-
tions, neutron log in gas shale layers is complex because
most hydrogen in the organic matter, clay minerals, for-
mation water, and hydrocarbons should be considered.
Neutron log is affected not only by the hydrogen in the
organic matter but also by the hydrogen in the hydroxyl
(OH�) in the clay minerals, as well as by the hydrogen
in the formation of water and hydrocarbons (Passey
et al., 2010). It is expected that neutron log response
will be reduced in the gas shale layers because of the
lower hydrogen of gas and organic matter compared
with water. Owing to the increase in hydroxyl ions,
this technique has limited application when the forma-
tion is not clay rich.

In shale reservoirs, elemental spectroscopy log has
been used extensively to measure the lithology and
mineral composition (Ahmed & Meehan, 2016).
Elemental spectroscopy log tools record the energy
spectra of the induced GRs to calculate the weight frac-
tions of diverse elements in the formation. Neutrons
released from a chemical source or pulsed neutron
source emit induced GRs, and they interact with ele-
ments in the formation. Induced GRs are emitted
from both the capture and inelastic energy spectra.
Chemical source elemental spectroscopy log measures
the formation elements in the capture energy spectrum,
and pulsed neutron source elemental spectroscopy log
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measures the formation elements in both the capture
and inelastic energy spectrum. The advantage of a
pulsed neutron source elemental spectroscopy log is
the ability to measure additional elements in the inelas-
tic spectrum, mainly carbon. Even if some elements
such as aluminum and magnesium are measurable in
the capture energy spectrum, quantifying of these ele-
ments is problematic. The additional presence of these
elements in the inelastic energy spectrum allows for a
more accurate characterization of lithology and miner-
alogy (Pemper et al., 2006).

A spectral GR tool is also run in combination with
the instrument to measure responses in the natural
GR spectrum. These GRs are measured by a scintillation
detector and processed to obtain elemental yields, and
those are converted to elemental weight fractions
(Pemper et al. 2006). A conversion for spectral decon-
volution or inversion of the recorded GR spectra is
applied to obtain relative elemental yields, which typi-
cally include aluminum, carbon, calcium, iron, gadolin-
ium, hydrogen, potassium, magnesium, manganese,
sodium, oxygen, sulfur, and silicon. Several service
companies used individual spectroscopy instruments
such as FLeX of Baker Hughes, and ECS and LithoScan-
ner of Schlumberger to measure formation elements
(Ahmed & Meehan, 2016).

Chemical source elemental spectroscopy log instru-
ments measure the formation elements in the capture
GR spectrum. The elemental weight fractions for silicon,
calcium, magnesium, aluminum, iron, and sulfur may
be input along with uranium, thorium, and potassium
from spectral GR instruments and conventional log
measurements of resistivity, density, neutron, and
acoustic into the least squares error minimization
solver. The selection of minerals to be input into the
model is guided by core XRD analyses in the same shale
play reservoir. Quirein et al. (2010) and Ramirez et al.
(2011) presented the detailed workflow for establishing
and predicting mineralogy, grain density, and porosity
from chemical source elemental spectroscopy log.
Core XRD bulk mineralogy data were used to determine
the mineral model, and it was used as constraints in the
log interpretation. Using chemical source logs, apparent
volume, kerogen, and conventional logs such as
porosity and resistivity, mineral bulk volumes were
calculated simultaneously. The input for kerogen
volume is obtained from basic regressions of core
TOC weight fractions and conventional log measure-
ments, such as density, uranium, GR, or the Passey
method (Passey et al., 1990).

Pulse neutron source elemental spectroscopy logs
have been used to measure the lithology and

mineralogy of shale reservoirs. The capture and inelastic
GR energy spectra from pulsed neutron source logging
tools and natural GR from the conventional GR spec-
troscopy instrument are used to extract the chemistry
of the subsurface formation being investigated (Jacobi
et al., 2008; Pemper et al., 2006, 2009). The elemental
concentrations measured in these methods include
aluminum, calcium, iron, gadolinium, magnesium, sul-
fur, silicon, potassium, thorium, uranium, titanium,
and carbon. The strength of pulse neutron source
elemental spectroscopy log is a measurement of carbon.
Inelastic spectrum generated by pulsed neutron source
enables to measure carbon. Neutrons emitted from
the instrument interact with formation elements so
that capture and inelastic energy spectrums are emitted.
The GRs from each spectrum are separated based on the
characteristic GR emission of the individual compo-
nent, and then algorithms are used to convert these
yields into concentrations. Pemper et al. (2006) pro-
vided diagnostic methods. It begins with a broad evalu-
ation of the general lithology, followed by a more
detailed assessment of the specific lithology, ultimately
leading to a determination of the mineralogic content
of the formation. After this is determined, the amount
of carbon can be identified as organic carbon. Wang
and Carr (2013) constructed a three-dimensional (3-
D) lithofacies model for the Marcellus Shale with the
workflow shown in Fig. 2.1. They integrated core data,
pulsed neutron spectroscopy logs, conventional logs,
and seismic data as well as regional geologic
knowledge.

Lithology and Mineralogy in Several Shale
Plays
Although completion treatments in Barnett Shale with
horizontal drilling and hydraulic fracturing have been
successful in North America, the same methods did
not succeed in all other shale formations. As demon-
strated by several previous studies, all shale plays are
not clones of the Barnett Shale, and they show
extremely various lithology andmineralogy even within
the single shale play (He et al., 2016; Rickman, Mullen,
Petre, Grieser, & Kundert, 2008; Rutter, Mecklenburgh,
& Taylor, 2017; Sone & Zoback, 2013). Mineralogic
characteristics affect significantly on the petrophysical
and geomechanical properties, which considerably
affect productivity in shale reservoirs. The dominant
mineral components in shales are quartz, feldspar, py-
rite, various clay minerals such as montmorillonite,
illite, smectite, and kaolinite, and carbonate minerals
in varying proportions. Fig. 2.2 presents the ternary di-
agram with dominant mineral contents in several shale
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reservoirs (Morley et al. 2018). As shown in Fig. 2.2,
various shale plays present extensive types of mineral
compositions. In the following section, lithology and
mineralogy of several shale plays are briefly introduced.

The Barnett Shale is present across the Fort Worth Ba-
sin and adjoining Bend Arch in north-central Texas,
extending over a total area of 28,000 square miles
(NETL, 2011). The shale play covers approximately
approaching 7000 square miles, which is a fourth of
the entire geographic area of the Barnett and roughly
4000 square miles have been currently activated
(Ahmed & Meehan, 2016). The depth is 6500 to
8500 ft with the gross thickness increasing from 100
to 600 ft through west to east. NETL (2011) reported
detailed geology of Barnett Shale including lithology

and mineralogy. Depending on several studies for the
formation lithology, Barnett Shale consists of black sili-
ceous shale, limestone, and minor dolomite (Loucks &
Ruppel, 2007; Montgomery, Jarvie, Bowker, & Pollastro,
2005; NETL, 2011; Papazis, 2005). Bowker (2003) re-
ported that the mineral composition with 45% of
quartz, 27% of illite with minor smectite, 8% of calcite
and dolomite, 7% of feldspars, 5% of pyrite, 3% of
siderite, and the slightest amount of native copper
and phosphate material. Givens and Zhao (2004) pre-
sented a similar mineral composition except for consid-
erably higher calcite and dolomite, which is 15%e19%.
Jarvie, Hill, Ruble, and Pollastro (2007) measured min-
eral contents in a Barnett well with 40%e60% of
quartz, 40%e60% of clay minerals, and a variable
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FIG. 2.1 The workflow to construct a three-dimensional (3-D) lithofacies model for the Marcellus Shale of the
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calcite content. Loucks and Ruppel (2007) reported
mineralogy for siliceous-mudstone lithofacies with
41% of quartz, 29% of clays, 9% of pyrite, 8% of feld-
spar, 6% of calcite, 4% of dolomite, and 3% of phos-
phate. Based on these various studies of mineralogy,
the mean mineral composition of Barnett Shale is
35%e50% of quartz, 10%e50% of clay minerals pri-
marily with illite, 0%e30% of calcite, dolomite, and
siderite, 7% of feldspars, 5% of pyrite, and trace of
phosphate and gypsum (NETL, 2011). Jarvie et al.
(2007) presented that the relative brittleness of shale
can be assessed by the ratio of quartz to the sum of
quartz, calcite, and clay minerals. In other words, the
formation of Barnett Shale, which is dominant with sili-
ceous shale, is brittle, and has a suitable condition for
performing hydraulic fracturing technique.

The Middle Devonian Marcellus Shale is located
through the central Appalachian Basin extending for
roughly 600 miles. Marcellus Shale is presented in
Ontario, New York, Pennsylvania, Ohio, West Virginia,

Maryland, and Virginia with a total area of almost
75,000 square miles (NETL, 2011). Various reports
were also presented for lithology and mineral composi-
tion for Marcellus Shale (Harper, 1999; Larese & Heald,
1976; Milici & Swezey, 2006; Nuhfer, Vinopal, &
Klanderman, 1979; Potter, Maynard, & Pryor, 1980;
Roen, 1993; Wrightstone, 2009). Geologically, Marcel-
lus Shale is similar to Barnett Shale. Lithology and
mineral composition are also analogous. Typical min-
eral composition of Marcellus Shale is 10%e60% of
quartz, 10%e35% of clay minerals primarily with illite,
3%e50% of calcite, dolomite, and siderite, 0%e4% of
feldspars, 5%e13% of pyrite, 5%e30% of mica, and
trace of phosphate and gypsum (NETL, 2011). Both
Marcellus and Barnett plays show significant success
because of their siliceous shale, which behaves in a brit-
tle fashion so that it is prone to hydraulic fracturing.

As shown in Fig. 2.3, there are various current-
producing and prospective shale plays in the United
States (EIA, 2016). Including Barnett and Marcellus,
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FIG. 2.2 Ternary diagram of several shale gas reservoirs. (Credit: Morley, C. K., von Hagke, C., Hansberry, R.,
Collins, A., Kanitpanyacharoen, W.,& King, R. (2018). Review of major shale-dominated detachment and thrust
characteristics in the diagenetic zone: Part II, rock mechanics and microscopic scale. Earth-science Reviews,
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Fayetteville, Woodford, Haynesville, and Eagle Ford
plays are known as the Big Six Shale in the United States
(Ahmed & Meehan, 2016). The Fayetteville is geologi-
cally equivalent to the Barnett shale characteristics.
Lithology of the Fayetteville is termed as siliceous shale
with 20%e60% of silica, with very little carbonate and
clay. Woodford Shale presents a dark gray to black
shale, which has a high TOC roughly up to 9.8%.
Woodford Shale is composed of 50%e65% of silica,
5%e10% of carbonate, and 30%e35% clay. Lithology
of the Haynesville shale, generally termed siliceous
marl, consists of 25%e45% of silica, 15%e40% of
carbonate, and 30%e45% of clay, which makes it a
more ductile formation and difficult to hydraulic frac-
turing. Eagle Ford Shale is composed of organic-rich
calcareous mudrock with mineral composition ranging
from 10% to 25% of silica, 60%e80% carbonate, and
10%e20% clay.

ORGANIC MATTERS
The conventional petroleum system is composed of
source rock, reservoir rock, trap, and seal. In a typical
source rock, some of the hydrocarbons are expelled
and migrate into reservoir rock to become conventional
reservoirs. In unconventional shale gas and oil reser-
voirs, a substantial volume of the generated hydrocar-
bon cannot be expelled from the source rock, and the
source rock itself becomes the reservoir. The most
important characteristic of a source rock is that it
contains a high amount of organicmatters. Organicmat-
ters, which has the capacity to produce and store hydro-
carbons, play an essential role in the unconventional
petroleum system of shale. TOC consists of three
components such as the gas or oil that is already present
in the rock, the kerogen that represents the available car-
bon that could be generated, and residual carbon that
has no potential to create hydrocarbons (Jarvie, 1991).

FIG. 2.3 Current and prospective shale plays in the United States. (Source: U.S. Energy Information
Administration (Jun 2016).)
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Hydrocarbon is formed within the source rock from
kerogen and bitumen when they are subjected to
increasing temperature and pressure. Kerogen is a solid
mixture of organic chemical compounds that are
insoluble in usual organic solvents because of the vast
molecular weight of its component, and bitumen is a
solid or nearly solid inflammable organic matter
generated from kerogens such as asphalt and mineral
wax.

The quantity of organic carbon is measured as the
TOC content of rocks. Expressed generally by the
weight percent of organic carbon, TOC is the concen-
tration of organic matters in the rocks. The volume
percent of TOC is approximately twice larger than
the weight percent. As a conventional effective source
rock, a value of about 0.5% TOC by weight percent is
considered a minimum or threshold. For shale
reservoirs, values of about 2% are considered as a min-
imum and may exceed 10%e12%. According to Dayal
and Mani (2017), hydrocarbon generation potentials
are evaluated as the following: very poor: <0.5%;
poor: 0.5%e1%; fair: 1%e2%; good: 2%e4%; very
good: 4%e12%; and excellent:>12%. For commercial
shale gas production, several studies suggested a target
of TOC at least 2%e3% as a lower limit in the United
States (Lu et al., 2012). Typical TOC values for the
Barnett and Marcellus shales are 2%e6% and
2%e10%, respectively. Depending on the examina-
tion of shale gas formations worldwide by Passey
et al. (2010), the total porosity and gas content is
directly associated with the TOC content of the rock
(Fig. 2.4). Fig. 2.4 presents that high local TOC is a
critical factor to evaluate the potential of shale gas
reservoirs because it relates to both porosity and gas
saturation.

As mentioned earlier, organic-rich shales show
considerable compositional variability (Passey et al.,
2010; Plint, Macquaker, & Varban, 2012; Quirein
et al., 2010; Ramirez et al., 2011; Sondergeld et al.,
2010; Trabucho-Alexandre, Hay, & De Boer, 2012). It
is because of the diverse and dynamic nature of the
depositional processes and environments of shale
formations. The composition, structures, and organic
contents of shale reservoirs rely on the physical,
chemical, and biological depositional processes and
their depositional environments. The depositional
processes affect grain assemblages, mineralogy, and
types of deposited kerogen. Unconventional shales
can be generated in various environments from the
bottom of lakes to the plains of the deep ocean
(Schieber, 2011; Stow, Huc, & Bertrand, 2001;
Trabucho-Alexandre et al., 2012).

Type of Kerogen
Type of kerogen is generally classified into four primary
categories (Tissot & Welte, 1984) or seven specific types
currently used in the hydrocarbon industry (Ahmed &
Meehan, 2016). Kerogen types of I, II, III, and IV are pre-
sented by Tissot and Welte (1984), and then kerogen
types of IS, IIS, IIIC, and IIIV have been additionally
considered in these days. These types of kerogens are
based on the kerogen character, elemental contents,
and depositional environments. Original hydrogen
and oxygen contents and organic-type origin can be
distinguished by kerogen types. Investigation of these
kerogen types is critical to understand the processes of
storage, retention, and release of hydrocarbons.

Type I kerogen is mainly generated from the lacus-
trine depositional environment. It has the original con-
tent of highest hydrogen and lowest oxygen from a
microorganism source, such as algae, plankton, and
other organic matters that have been reworked by bac-
teria. Type II kerogen is normally formed in anoxic ma-
rine or the transitional marine depositional
environment and is characterized as being hydrogen
rich and oxygen deficient. Type II kerogen is derived
from mixtures of algal, plankton, and other organic
matters from bacteria along with structured kerogen
plant materials. Type IS and IIS kerogens are generated
in depositional environments with increased sulfur
compounds in the kerogen. The generation of oil in
Type IS and IIS kerogens starts much earlier because
of kinetic reactions involving sulfur-containing com-
pounds. Source rocks including Types I, IS, II, and IIS
kerogens are prone to generate liquid hydrocarbons
mainly.

Types IIIC, IIIV and Type IV kerogens are defined as
having debris materials from structured woody plant
origin that were originally deposited within terrestrial
or transitional marine environments, such as swamps,
delta complexes, or shallow lagoons. These kerogen
types exhibit much lower original hydrogen content
and higher oxygen content. Type IIIC kerogens are
most often assigned to a transitional marine deposi-
tional system where hydrogen-rich algal microorgan-
isms have been preserved. Type IIIV is defined as
dominantly structured plant vitrain macerals that are
most often gas prone. Type IV kerogen originates chiefly
from residual organic matters so that it is incapable of
generating hydrocarbons. These kerogens are either ker-
ogens that are fully transformed by weathering, com-
bustion, and biologic oxidation or charcoal materials
that are assigned as burnt plant materials. This type of
kerogen has almost no potential for hydrocarbons
(Hunt, 1996; Tissot & Welte, 1984).

CHAPTER 2 Petrophysical Characteristics of Shale Reservoirs 15



Kerogen types can be illustrated within the Van Kre-
velen diagram (Fig. 2.5). This plot includes the defined
relationship of rock pyrolysis originated hydrogen in-
dex (HI) versus oxygen index (OI) to original TOC
(TOCo). This plot is also useful in defining the transfor-
mation of specific kerogen types with greater maturity.
This helps explain how present-day TOC (TOCpd) is
different from the original TOC. Four primary kerogen
types can be quickly assessed in this plot of HI versus

OI. It is easy to use HI and OI values due to Rock-Eval
pyrolysis analyses, which are less expensive and quicker
to obtain than the atomic H/C versus O/C analysis
(Tene, Bosma, Al Kobaisi, & Hajibeygi, 2017; Peters &
Cassa, 1994).

Thermal Maturity
With the identification of TOC content and type of
kerogen, thermal maturity is another essential character
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to understand the overall petroleum generation poten-
tial. Thermal maturity is an indication of the maximum
temperature exposure of sediment and extent of
temperature-time-driven reactions (Ahmed & Meehan,
2016; Bust, Majid, Oletu, & Worthington, 2011; Dayal
& Mani, 2017; Rezaee, 2015). In other words, thermal
maturity is the effectiveness of the organic sources. It
is used to describe the thermal degradation and conver-
sion of sedimentary organic contents to oil and gas as
being in the petroleum window. In cases of reservoirs
that are Type I and II kerogen dominant, kerogens trans-
form into liquid hydrocarbons within a phase that is
termed catagenesis. Through attaining the required acti-
vation energy levels, these kerogen types develop gases
and an intermediate liquid hydrocarbon phase that is
termed bitumen. Bitumen then transforms into liquid
petroleum hydrocarbons. With higher levels of time,
pressure, and temperature, the metagenesis phase in-
volves cracking these generated liquid hydrocarbons
and gases into thermally stable hydrocarbon gases of
propane, ethane, and methane. With even higher levels
of time, temperature, and pressure, the secondary

cracking phase will also transform these thermally sta-
ble gas types into methane gas. In Type III and IV
kerogen-dominant reservoirs, the sequence of primary
hydrocarbon generation is simple that kerogens convert
to a minor amount of hydrocarbon fluids and then
finally to pure methane gas.

Thermal maturity generally can be quantified by vit-
rinite reflectance (%Ro), which is an indication of the
maximum paleo-temperature exposure. Vitrinite is an
organoclast, fossilized wood particle altered from
woody plant tissues (Rezaee, 2015). When such parti-
cles are identified in kerogen, a light beam is shined
onto the polished surface, and the amount of light re-
flected recorded by a photomultiplier. Thermally imma-
ture source rocks, which present lower than 0.6%Ro of
vitrinite reflectance, do not have a pronounced effect
of temperature (Mani, Patil, & Dayal, 2015). Thermally
mature organic matters, which present 0.6%e1.35%Ro
of vitrinite reflectance, generates oil. The postmature
organic matters, which show higher than 1.5%Ro of vit-
rinite reflectance, is in wet and dry gas zones (Mani
et al., 2015; Tissot & Welte, 1984). In addition, Rock-
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Eval pyrolysis temperature (Tmax) is also popularly used
to evaluate the thermal maturity of kerogen. Tmax value
is the temperature at which the maximum amount of
hydrocarbons is generated from the decomposition
and conversion of kerogen. The Tmax values under
435�C specify an immature kerogen for generation of
hydrocarbons, the temperature range between 435
and 465�C suggests a mature stage, and those more
than 465�C show a postmature stage, suitable for gener-
ation of gas (Hunt, 1996; Mani et al., 2015; Tissot &
Welte, 1984).

PORE GEOMETRY
Previous studies presented that various depositional
processes and sources of sediment supply affect grain
accumulations, lithology, mineral composition, and
deposited kerogen types (Ko, Loucks, Ruppel, Zhang,
& Peng, 2017; Macquaker, Keller, & Davies, 2010;
Myrow & Southard, 1996; Schieber, Southard, & Kevin,
2007; Young & Southard, 1978). Furthermore, in
conjunction with maturity and diagenesis, they
contribute to the complexity and heterogeneity of shale
rock pore types and morphology, which directly affect
hydrocarbon productivity. In unconventional shale
reservoirs, intricate pore network system enormously
contributes to complex flow mechanisms. Pore
networks of shale plays are comprised of organic mat-
ters and inorganic materials as well as natural fractures.
Generally, pores observed in shale reservoirs show
nanometer to micrometer size range. The complexity
of pore geometry and microscale heterogeneity can
considerably impact matrix permeability and flow be-
haviors in shale reservoirs (Ko et al., 2017). Under-
standing complex pore geometry is fundamental for
defining storage capacity and fluid flow models of shale
reservoirs.

Classification of Pore Types
Pores in shale reservoirs are classified as inorganic min-
eral pores and organic matter pores (Ko, Zhang, Loucks,
Ruppel, & Shao, 2015, Ko, Zhang, Loucks, Ruppel, &
Shao, 2017; Loucks, Reed, Ruppel, & Hammes, 2012;
Pommer & Milliken, 2015). The inorganic mineral
pores can be subdivided into primary interparticle or
intraparticle mineral pores originally saturated with for-
mation water and modified mineral pores containing
migrated petroleum such as bitumen and residual oil.
The organic matter pores comprise three categories
based on their morphology and interpreted origins.
The organic matter pores can be divided into primary
organic matter pores and secondary organic matter

pores. Secondary organic matter pores also can be sub-
divided into organic matter bubble and spongy pores.
Primary organic matter pores are related to the original
structure of kerogen, and organic matter bubble pores
and spongy pores are the results of the maturation of
kerogen (Ko et al., 2015). Generally, the size of organic
matter bubble pores is larger, and the amount of them
is lower than organic matter spongy pores in shale res-
ervoirs (Ko et al., 2017).

Primary mineral pores include interparticle pores
and intraparticle pores. The interparticle pores are
defined as pores which occur between grains and crys-
tals. The interparticle pores are commonly well con-
nected and form an effective pore network that can
contribute to permeability. The intraparticle pores are
generated within grain and crystal boundaries. As a
result of clay mineral deformation, some of the pores
within clay mineral platelets can be generated. Clay
minerals are soft and ductile so that they are easily
bent around rigid grains during compaction. Their
origin commonly controls the shape and size of the
intraparticle pores. The intraparticle pores are relatively
isolated and normally cannot contribute to perme-
ability. Fig. 2.6A and B illustrate intraparticle pores be-
tween cemented coccolith hash and elongated
intraparticle pores within clay platelet, respectively
(Ko et al., 2017).

To avoid misinterpretation and misidentification as
organic matter pores, Ko et al. (2017) separated modi-
fied primary mineral pores from interparticle and intra-
particle pores. Modified primary mineral pores are in
contact with organic matters so that it is crucial to recog-
nize modified primary mineral pores correctly when
quantifying pore types. Two processes can generate
modified primary mineral pores. First, oil and gas leave
the original mineral pore, and then residual oil is
formed when heavy hydrocarbon component is
adsorbed on the mineral surface. The shape and size
of modified primary mineral pores depend on the
pore formed by the original mineral pores or the sur-
rounding grains. Second, modified primary mineral
pores can also be generated by migration of petroleum
and infill of surrounding mineral pores, which include
early gas or connate water on the edge of minerals. In
this case, the pores are in contact with both minerals
and organic matters. The size of modified primary min-
eral pores ranges generally from a few micrometers to
tens of micrometers in diameter, but some of the pores
show nanometer scale. Althoughmost of the pores have
irregular shapes, some pores are rounded. Fig. 2.6C
shows modified primary mineral pores in Eagle Ford
Shale (Ko et al., 2017).
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Primary organic matter pores include original kero-
gens such as cells in wood and leaf fragments or spores.
These pores are normally particulate and noncompacti-
ble owing to rigid cell structures. Primary organic pores,
which are originally inherited from kerogen, are not
related to thermal maturation. Secondary organic mat-
ter bubble and spongy pores are related to thermal
maturation. Organic matter bubble pores are generated
from bitumen cracking to hydrocarbon liquids (Loucks
& Reed, 2014). Bubble pores are commonly rounded,
and their size ranges from hundreds of nanometers to
a few micrometers. Organic matter spongy pores are
generated from high maturation stage in which gas is
created (Loucks et al., 2012). Therefore, spongy pores
are generally found in migrated solid bitumen,

pyrobitumen, or char (Bernard, Wirth, Schreiber,
Schulz, & Horsfield, 2012a; Bernard, Wirth, Schreiber,
Schulz, & Horsfield, 2012b; Loucks & Reed, 2014).
Organic matter spongy pores have various pore shapes
ranging commonly from 2.5 to 200 nm in size. Gener-
ally, organic matter spongy pores are smaller and much
more abundant than organic matter bubble pores in
shale reservoirs (Ko et al., 2017). In addition, there is
a special case of organic matter pores depending on
the pore location rather than origin. Organic matter
pores in kerogen and solid-bitumen complex are special
but common in shale reservoirs. Organic matter spongy
can be generated in a complex of kerogen and bitumen,
a solid bitumen or pyrobitumen, which is trapped
within kerogen or adsorbed on the kerogen surfaces.

FIG. 2.6 Scanning electron microscope photomicrographs of three different pore types: (A) interparticle, (B)
intraparticle, and (C) modified primary mineral pores in Eagle Ford samples. (Credit: Ko, L.T., Loucks, R.G.,
Ruppel, S.C., Zhang, T., & Peng, S. (2017). Origin and characterization of Eagle Ford pore networks in the south
Texas Upper Cretaceous shelf. AAPG Bulletin, 101(3), 387e418. https://doi.org/10.1306/08051616035.)
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Fig. 2.7 presents the primary organic matter pores in
compacted kerogen, the organic matter bubble pores
in bitumen within the globigerinid chamber, the
organic matter spongy pores in the bitumen inside a
foraminifera chamber, and the organic matter pores in
a complex of kerogen and bitumen complex.

Pore Network Evolution
Pores within organic-rich shale reservoirs have become
a subject of increased attention so that the nature of
pore and pore network evolution in shale reservoir are
documented by several studies (Ambrose, Hartman,
Diaz Campos, Akkutlu, & Sondergeld, 2010; Bernard

et al., 2012a; Curtis, Ambrose, & Sondergeld, 2010;
Fishman et al., 2012; Houben, Desbois, & Urai, 2014;
Kuila & Prasad, 2011, Kuila & Prasad, 2013; Loucks
et al., 2012, Loucks et al., 2009; Pommer & Milliken,
2015). These researches presented heterogeneity in the
character of pore network in shale reservoirs and model
of pore network evolution which is controlled by both
the composition of grain accumulations and burial
conditions.

In early, uncompacted sediment statement, fine-
grained sediments show large pore volumes up to
80% (Velde, 1996). In this stage, primary mineral inter-
particle and intraparticle pores can be generated, and

FIG. 2.7 Scanning electron microscope photomicrographs showing three types of organic matter: (A)
primary organic matter pores, (B) organic matter bubble pores, (C) organic matter spongy pores, and (D)
organic matter pores in kerogen and solid-bitumen complex. B ¼ bitumen (dark gray), K ¼ kerogen (yellow)).
(Credit: Ko, L.T., Loucks, R.G, Ruppel, S.C, Zhang, T., & Peng, S. (2017). Origin and characterization of Eagle
Ford pore networks in the south Texas upper cretaceous shelf. AAPG Bulletin, 101(3), 387e418. https://doi.
org/10.1306/08051616035.)
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they are prone to compaction with some early cementa-
tion (Desbois, Urai, & Kukla, 2009; Loucks et al., 2012;
Milliken, Ko, Pommer, & Marsaglia, 2014; Milliken and
Reed, 2010). During early compaction, much of the pri-
mary pore space is destroyed, especially within abun-
dant ductile components such as marine kerogen
(Loucks et al., 2012; Milliken et al., 2014; Mondol
et al., 2007; Pommer, 2014; Velde, 1996). In this early
burial stage, large and rigid grains protect large pores
from compaction so that they preserve primary pore
space (Desbois et al., 2009; Milliken et al., 2014; Milli-
ken and Reed, 2010; Pommer, 2014). For example, Ea-
gle Ford Shale presents a positive correlation between
calcite abundance and pore volume (Pommer & Milli-
ken, 2015). In this case, rigid skeletal calcite grains resist
to compaction so that they shelter porosity between
grains. On the contrary, Eagle Ford Shale shows nega-
tive correlation between organic matter abundance
and pore volume, and it suggests that detrital organic
matters behave in a ductile manner. Organic matters
are particularly sensitive to compaction during early
diagenesis. In both early sediment and burial stage,
organic matter pores exist only in a trace amount in
kerogen (Fishman et al., 2012; Milliken et al., 2014).
Minerals precipitated from solution in diagenesis pro-
cesses may occlude pore spaces. Calcite, quartz, pyrite,
kaolinite, and apatite are most commonly generated
as pore-filling cement as well as replacements of detrital
grains.

Fig. 2.8 provides a common diagenetic pathway of
Eagle Ford sediments (Pommer & Milliken, 2015). In
the low-maturity situation, mineral-associated pores
are dominated with a trace of primary organic matter
pores in pore networks. However, because of compac-
tion and infill of pore space by organic matters such
as bitumen, inorganic mineral pores, primary organic
matter pores are absent in high-maturity condition. In
high-maturity formations that represent the gas and
condensate window, porosity is well developed within
organic matters due to later burial diagenetic processes
(Fishman, Guthrie, & Honarpour, 2013; Pommer &
Milliken, 2015; Reed & Ruppel, 2012). Substantial vol-
umes of secondary organic matter pores are formed as
volatiles are generated and expelled. Thermal maturity
has the greatest impact on the development of organic
matter pores, and thus, on the overall pore networks
of shale reservoirs (Fishman et al., 2013).

Pore Size Classification
In unconventional shale reservoirs, nanometer to
micrometer size of pores form flow networks in the ma-
trix, and they significantly contribute to oil and gas

flows. Generally, pore size in shale reservoir is less
than 1 mm. Understanding of detailed pore size distri-
bution can help accurate characterization of reservoirs.
International Union of Pure and Applied Chemistry
(IUPAC) presented pore size terminology and classifica-
tion standard (Rouquerol et al., 1994). Rouquerol et al.
(1994) defined three distinct pore size distributions:
micropores, which have width less than 2 nm; meso-
pores, which have width between 2 and 50 nm; and
macropores, which have width greater than 50 nm as
shown in Fig. 2.9. However, with this classification,
nearly all mudrock pores would be grouped with larger
pores in carbonates and sandstones as macropores.
Although the pore size classification of Rouquerol
et al. (1994) is appropriate for chemical products, it
would be an insufficient standard for reservoir systems,
especially in shale reservoirs. Modifying the pore size
classification of Choquette and Pray (1970), Loucks
et al. (2012) provided a useful pore classification for
the reservoir. Loucks et al. (2012) presented five distinct
pore size distributions such as picopores, which have
width less than 1 nm; nanopores, which have width be-
tween 1 nm and 1 mm; micropores, which have width
between 1 and 62.5 mm; mesopores, which have width
between 62.5 mm and 4 mm; and macropores, which
have width larger than 4 mm (Fig. 2.9).

In nanoscale pores in an unconventional shale reser-
voir, thermodynamic phase behavior of oil and gas are
slightly different from the conventional pore system.
According to several studies, spatial confinement in
nanopores changes the phase behavior and fluid prop-
erties due to pore-proximity effects (Alharthy, Weldu
Teklu, Nguyen, Kazemi, & Graves, 2016; Barsotti, Tan,
Saraji, Piri, & Chen, 2016; Chen, Mehmani, Li, Georgi,
& Jin, 2013). Because of nanoscale pore size, van der
Waals intermolecular forces, which are ignored in the
conventional system, should be considered. To consider
this effect in confined pore system, Alharthy et al.
(2016) suggested another pore size classification. They
presented three pore size distributions: confined pores,
which have width between 2 and 3 nm; midconfined
pores, which have width between 3 and 25 nm; and un-
confined pores, which have width larger than 1000 nm.
To consider accurate fluid behavior in nanopore system,
confinement pore system should be clearly understood.
Details of phase behavior mechanisms in nanopores are
presented in Chapter 3 of this book.

FRACTURE SYSTEM
Fracture is a discontinuity or parting caused by a brittle
failure in a reservoir (Narr, Schechter, & Thompson,
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2006). In the Earth’s crust, there are extremely
numerous natural fracture systems that are caused by
tectonic forces in formations. Generally, there are three

types of principal natural fractures: join, fault, and
contractional fracture. These types of natural fractures
show separate features such as origins, occurrences,

FIG. 2.8 Simplified diagram displaying common diagenetic pathways of Eagle Ford sediments. (Credit:
Pommer, M., & Milliken, K. (2015). Pore types and pore-size distributions across thermal maturity, Eagle
Ford formation, southern Texas Pores across thermal maturity, Eagle Ford. AAPG Bulletin, 99(9), 1713e1744.
https://doi.org/10.1306/03051514151.)
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and characteristics so that the impacts of them on reser-
voir fluid flow are also different. The most significant
discrimination between joint and fault is the existence
of shear displacement. Joint, or extension fracture, is
formed only with tension. Fracture walls are pulled
perpendicularly away from each other, and there is no
shear displacement during this process. On the con-
trary, the fault is generated from shear movements par-
allel to the fracture plane and at angles that range from
parallel to perpendicular to the fracture propagation
orientation (Rezaee, 2015). Fig. 2.10 shows general
fracture style including joint, normal fault, reverse or
thrust fault, and strike-slip fault (Narr et al., 2006).
Contractional fractures can be generated by contrac-
tional displacements that are caused by volume loss
across a plane. The volume loss can result from crushing
(deformation bands), grain rearrangement (compac-
tion bands), or by chemical dissolution (stylolites).
The orientation of natural fractures is dominated by

the direction of the Earth’s stress field. In most petro-
leum reservoirs, the stress field varies in direction and
magnitude with location. Therefore, understanding
complex natural fracture systems is significantly crucial
for effective hydrocarbon production.

In most productive unconventional shale reservoirs,
natural fractures are present. Natural fractures have
been considered as a critical factor for high productivity
in shale reservoirs with low porosity and low perme-
ability. Natural fractures can be classified into three
types based on seismic responses: open, partially
open, and mineralized fractures, which indicate
conductive, mixed, and resistive fractures, respectively,
in a natural state (Ahmed & Meehan, 2016). In produc-
tion from shale reservoir, even partially open and
mineralized fractures can positively affect hydrocarbon
productivity by reactivation of hydraulic fracture stimu-
lation. Natural fractures combined with the hydraulic
fractures can generate a complex fracture network
(Gale, Laubach, OlsonEichhubl, & Fall, 2014). There-
fore, understanding the natural fracture system is critical
for successful completion in shale reservoirs. In addi-
tion, during reservoir transition to an enhancement pro-
cess such as CO2 injection, natural fracture system can
become paramount. In the enhancement process, natu-
ral fractures, which are ineffective under primary pro-
duction process, can be important because of the
strong reactivation effect. As shown in Section 5.1, nat-
ural fracture systems can be amajor factor for CO2 injec-
tion because the connectivity of horizontal wells
depends on natural fractures. In shale reservoirs, natural
fractures improve the movement of fluids, increase the
conductivity, and affect fluid recovery efficiency.

In the petroleum industry, several methods have
been used to simulate the natural fracture system: single
effective medium, dual porosity and dual permeability,
and discrete fracture models. The single effective me-
dium model uses the properties whose matrix and frac-
tures are combined to generate a single effective
reservoir continuum (Narr et al., 2006). In this model,
the fluid interaction between matrix and fracture is
considered by pseudorelative permeability functions.
Although single effective medium model is simple, it
cannot simulate complex matrix-fracture networks. It
is appropriate only where reservoir performance is
dominated mainly by fluid behavior rather than
matrix-fracture interactions and where fluid flow in
the reservoir is single phase. Being initially presented
by Warren and Root (1963), dual porosity model has
been commonly used for the natural fracture system
in the oil industry. In the dual porosity model, fractures
are considered mainly as a flow path of hydrocarbon,

FIG. 2.9 Pore size classifications for mudrock pores, which
are defined by Loucks et al. (2012) and Rouqueraol et al.
(1994) of IUPAC, respectively. (Credit: Loucks, R. G., Reed,
R., Ruppel, S.C., and Hammes, U. (2012). Spectrum of pore
types and networks in mudrocks and a descriptive
classification for matrix-related mudrock pores. AAPG
Bulletin, 96(6):1071e1098.)
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whereas the matrix is regarded as hydrocarbon storage
room. Matrix and fractures are separated into discrete
continua which have respective hydraulic properties.
Although a dual porosity model requires more detailed
data and computational cost than the single effective
medium model, it is not immense problems these
days. The more critical problem of dual porosity model
is the enormously various configurations of fracture sys-
tems. Shale reservoirs present distinct and unique frac-
ture characteristics. Dual porosity model, which
excessively simplifies complex fracture system, can
cause a misunderstanding of overall reservoir process.
To consider specific characteristics of the fracture sys-
tem, discrete fracture model can be applied. Discrete
fracture model considers the geometry of a fully defined
individual fracture and then simulates fluid flows in a
generated complex fracture system. Discrete fracture
model presents the most geologically realistic approach

to model the flows of fluid in a fracture system. Howev-
er, discrete fracture model requires significantly longer
computational time and more detailed data than dual
porosity model so that it cannot be applied for full-
field unconventional shale reservoir simulation yet.

Dual Porosity Model
In the petroleum industry, naturally fractured reservoirs
are generally characterized by dual porosity system.
Barenblatt, Zheltov, and Kochina (1960) first intro-
duced the concept of a dual porosity model, which pre-
sents two distinctive porous regions with different
properties. The first region is the continuous system
connected with the wells, whereas the second region
only supports the first region with locally feeding fluid.
These regions indicate fractures and matrix that have
different properties of fluid storage and conductivity.
This concept presented by Barrenblatt et al. (1960)
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FIG. 2.10 General fracture styles with their displacements and orientations relative to principal stress
orientations. (Credit: Narr, W., Schechter, D.S., & Thompson, L.B. (2006). Naturally fractured reservoir
characterization: Society of Petroleum Engineers.)
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was based on heat conduction problem in a composite
medium, which consists of a continuous, high-
conductivity material and low-conductivity substance
dispersed in the form of discrete particles (Stewart,
2011). The mechanism of transient heat conduction
problem in this composite medium is mathematically
similar to the pressure behavior in a dual porosity
model.

A naturally fractured reservoir is comprised of
complicated rock structure surrounded by irregular
vug and natural fracture systems. To simplify this
actual reservoir system, Warren and Root (1963) first
presented the idealized system with an orthogonal
set of cubic matrix blocks with intersecting fractures
as shown in Fig. 2.11. In several studies, it has been
proven that a simplified homogeneous dual porosity
model can constitute to analyze an actual heteroge-
neous naturally fractured reservoir (Kazemi, Merrill,
Porterfield, & Zeman, 1976; Lim & Aziz, 1995; Warren
& Root, 1963). In addition, to make the dual porosity
model more realistic, several improved models of dual
porosity system are presented: the subdomain method
(Gilman, 1986; Saidi, 1983), the multiple interacting
continua (MINC) method (Pruess & Narasimhan,
1982), pseudocapillary pressure and relative perme-
ability techniques (Dean & Lo, 1988; Thomas, Dixon,
& Pierson, 1983), and dual permeability models

(Blaskovich, Cain, Sonier, Waldren, & Webb, 1983;
Hill & Thomas, 1985; Dean & Lo, 1988). In the classic
dual porosity system, reservoir fluids flow through the
interconnected fracture networks, whereas matrix plays
only a storage role and feeds fluids to the fractures.
However, in realistic shale reservoir system, fluid
flow can be performed in the matrix. Dual perme-
ability model, which considers fluid flow from the
matrix to matrix blocks as well as flows from the matrix
to fracture and from fracture to fracture blocks.
Detailed numerical models of dual porosity and dual
permeability systems are presented in Section 4.1.

The dual porosity model assumes that the matrix has
ample storage capacity but low permeability compared
with the natural fracture system. The fractures are
assumed to have little storage capacity but high perme-
ability relative to the matrix system. Warren and Root
(1963) introduced two dual porosity variables such as
storativity ratio, u, and interporosity flow coefficient,
l, which are used to describe the naturally fractured sys-
tem. The storativity ratio, u, is defined as:

u ¼ ffbcf
ffbcf þ fmbcm

; (2.1)

where f is the porosity and c is the compressibility. Sub-
scripts f and m indicate fracture and matrix. Subscript b
presents bulk property. In the dual porosity system,

Vugs Matrix
Matrix

Fracture

Fracture

(A) (B)

FIG. 2.11 (A) Actual reservoir system and (B) idealized orthogonal dual porosity model. (Credit: Warren, J. E.,
& Root, P. J. (1963). The behavior of naturally fractured reservoirs. Society of Petroleum Engineers Journal,
3(03), 245e255. https://doi.org/10.2118/426-PA.)
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properties based on total volume give representative
values rather than intrinsic properties, which would
bemeasured by direct measurements such as core exper-
iments. The bulk fracture porosity and permeability can
be calculated with the intrinsic properties given below:

ffb ¼
Vf

Vfþm
ffi; (2.2)

kfb ¼
Vf

Vfþm
kfi; (2.3)

where subscription i indicates intrinsic property.
Consequently, the storativity ratio means the relative
fracture storage capacity in the dual porosity reservoir.
The interporosity flow coefficient, l, indicates the dy-
namics of the fluid exchange between matrix and frac-
tures. The interporosity flow coefficient is defined as
follows:

l ¼ ar2w
kmb

kfb
; (2.4)

where

a ¼ 4nðnþ 2Þ
h2m

; (2.5)

a is the parameter characteristics of the system geome-
try, or shape factor, n the number of normal fracture
planes, and hm the thickness of the matrix block. The
number of normal fracture planes, n ¼ 1, 2, and 3 indi-
cate the idealized slab, columns, and cube models,
respectively. The interporosity flow coefficient is a
parameter how smoothly fluid flows between matrix
and fractures. This important dimensionless group,
interporosity flow coefficient, dominates the start of

the fluid flow from the matrix. This parameter takes
into account both matrix geometry and the perme-
ability ratio of matrix to fracture systems. As interporos-
ity flow coefficient decreases, fluid flow from matrix to
fractures will be delayed more. The properties of stora-
tivity ratio and interporosity flow coefficient are used
for calculation of dual porosity responses in both pseu-
dosteady state and transient flow models.

There are two common dual porosity models to
describe pressure responses in the naturally fractures
reservoirs: pseudosteady state and transient flow
models. The pseudosteady state flow model was pre-
sented by Warren and Root (1963), and transient flow
model was provided by de Swaan (1976) and Serra,
Reynolds, and Raghavan (1983). Although matrix
flow is almost transient, it may behave like pseudos-
teady state when there is an obstacle for fluid flow
from the low-permeability matrix to high-permeability
fractures. Therefore, pseudosteady state model is more
common than transient model because of effective
computational cost.

The main assumption of pseudosteady state flow
model is that the matrix pressure decreases at the
same rate in all points so that fluid flow from the matrix
to the fracture is proportional to the difference between
matrix and adjacent fracture pressure. In this model, un-
steady state flow does not present, and pseudosteady
state flow starts from the beginning of the flow.
Fig. 2.12 shows the characteristic pressure response of
pseudosteady state flow model in the semilog graph.
In the semilog graph, pressure behavior is characterized
by the first straight line, a transition that looks like a
straight line of nearly a zero slope, and a final straight
line displaying the same slope as the first. The first

FIG. 2.12 Pressure response of pseudosteady state dual porosity flow model in the semilog plot.
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straight line usually shows very short duration and rep-
resents the fracture system alone. The equations of this
line are as follows:

pwD ¼ 1
2
ðln tDÞ � ln uþ ln

4
g

or (2.6)

pwf ¼ pi � qscBm
4pkfbh

 
ln t þ ln

4kfb
ffbcfmr2wg

!
; (2.7)

where pwD is the dimensionless well flowing pressure, tD
the dimensionless time, g the exponential of Euler’s
constant, 1.781 or e0.5772, pwf the well flowing pressure
pi the initial reservoir pressure, qsc the rate at the stan-
dard condition, B the formation volume factor, m the
viscosity, and rw the well radius. In initial straight line
stage, the reservoir behaves like a homogeneous forma-
tion because fluids flow only in fracture system without
contribution from the matrix system. After a transi-
tional stage that presents a discrete pressure drop, the
fluid starts to flow from the matrix into the fracture,
and it presents a nearly flat line in semilog plot. The
final straight line represents total system behavior,
and the equations of this period are given by

pwD ¼ 1
2

�
ln tD þ ln

4
g

�
or (2.8)

pwf ¼ pi � qscBm
4pkfbh

"
ln t þ ln

4kfb
ðfctÞmþfmr

2
wg

#
; (2.9)

where ct is the total compressibility. The separation be-
tween the lines is lnu, which becomes larger in absolute
value as u become smaller. In the final stage, matrix and
fracture reach an equilibrium condition. At this time,

the reservoir also behaves like a homogeneous system
although this system is comprised of both matrix and
fractures. Because the permeability of fractures is
extremely greater than that of matrix, slope of the sec-
ond straight line is almost same with that of the initial
straight line.

Transient or unsteady state flow is more common
than pseudosteady state flow in the matrix system. In
the transient dual porosity system, pressure drawdown
starts at the interface of matrix and fracture, and then
it moves further into the center of the matrix as time
goes on. In this case, pseudosteady state flow can be
achieved only at a late time. Fig. 2.13 presents a charac-
teristic pressure response of the transient flow model in
semilog graph. The shape is different from that of pseu-
dosteady state flow model. In this graph, three distinct
flow regimes are identified. The first flow regime, which
presents an initial straight line, occurs when fluids flow
in only fractures. In the second flow regime, the fluid
flow from the matrix into the fracture starts, and it con-
tinues until the fluid flow from the matrix to fracture
reaches equilibrium. The straight line of the second
flow regime in a semilog plot shows a slope of approx-
imately one-half compared with that of first and last
flow regimes (Serra et al., 1983). After fluid flow from
the matrix to fractures reaches equilibrium, the last
flow regime, which is dominant from the matrix
through the wellbore, is presented.

Discrete Fracture Model
Although dual porosity models are commonly used for
the simulation of naturally fractured shale reservoirs, it
may not be adequate in some complex fracture net-
works. Because dual porosity systems simplify complex

FIG. 2.13 Pressure response of transient dual porosity flow model in the semilog plot.
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connectivity and scale-dependent heterogeneity, they
present a vast difference between reality and models.
Discrete fracture models have been developed to over-
come the inherent problems in dual porosity models
(Hui, Karimi-Fard, Mallison, & Durlofsky, 2018;
Karimi-Fard, Durlofsky, & Aziz, 2004; Moinfar, Narr,
HuiMallison, & Lee, 2011). Discrete fracture models
fully define the individual fracture geometry and simu-
late the fluid flow through the fracture geometry. Most
of discrete fracture models use the unstructured grid sys-
tem to present realistic fracture system geometry.
Discrete fracture models are easily adaptable and updat-
able because discrete fracture models are not con-
strained by grid-defined fracture geometry (Moinfar
et al., 2011). In addition, interpretation of fluid ex-
change between matrix and fracture system is more
straightforward because of directly visible fracture ge-
ometry. Although discrete fracture models have fatal
disadvantages such as difficulty and the high cost of
data acquisition and numerical computation in a full-
field reservoir model, they should be considered for ac-
curate modeling of more complex fracture systems.

Numerous studies have been presented for discrete
fracture model to simulate the flow behavior in natu-
rally fractured reservoirs. The finite element method
was used to simulate single-phase flow in fractured res-
ervoirs by Noorishad and Mehran (1982) and Baca,
Arnett, and Langford (1984). The finite element
method is extended to two-phase flow in fractured res-
ervoirs by Kim and Deo (2000) and Karimi-Fard and
Firoozabadi (2003). The interest on discrete fracture
models has grown particularly in recent years. Based
on methods for fracture generation, they can be sepa-
rated into two types: unstructured discrete fracture
model and embedded discrete fracture model (Hui
et al., 2018; Moinfar et al., 2011). In unstructured
discrete fracture models, explicit features are consid-
ered, and the surrounding matrix rock is gridded to
conform to the fractures (Fu, Yang, & Deo, 2005;
Geiger-Boschung, Matthäi, Niessner, & Helmig, 2009;
Hoteit & Firoozabadi, 2005; Karimi-Fard et al. 2004;
Matthäi, Mezentsev, & Belayneh, 2005; Mallison, Hui,
& Narr, 2010). In embedded discrete fracture models,
fractures are embedded within matrix blocks, and
matrix-fracture interactions are dominated by a single
connection with transmissibility with suitable local
flow assumptions (Fumagalli, Pasquale, Zonca, &
Micheletti, 2016; Li & Lee, 2008; Moinfar, Varavei,
Sepehrnoori, & Johns, 2014; Vitel & Souche, 2007).

Unstructured discrete fracture model is based on
unstructured gridding with local refinement near frac-
tures. In this model, the fracture geometry,

connectivity, and fracture-matrix network are gener-
ated explicitly without simplifying assumptions. It is
necessary to apply an unstructured discretization
scheme to model the complex fractured porous me-
dium accurately. However, reservoir simulation using
unstructured discrete fracture model presents consider-
ably expensive calculation cost because of the high res-
olution of fracture and matrix system. Even if several
papers demonstrated that it is possible to apply un-
structured discrete fracture models in actual full-field
applications using state-of-the-art linear solvers and
parallelization (Hui, Glass, Harris, & Jia, 2013; Lim,
Hui, & Mallison, 2009), unstructured discrete fracture
models are still expensive owing to the quantification
of uncertainty, such as various fracture generations,
reservoir parameters, and production scenarios.

Hui et al. (2018) presented full-field simulation re-
sults considering a comprehensive set of unstructured
discrete fracture method with efficiently simulating re-
covery processes in the naturally fractured reservoir.
The method includes grid generation, discretization,
and aggregation-based upscaling of discrete fracture
models. The method of Mallison et al. (2010) was
used for grid generation. This specialized grid genera-
tion technique provides high-quality polyhedral and
polygonal cells while allowing precise control of the
minimum cell size in the grid. This is achieved by allow-
ing slight modifications in the geometry of fracture in-
tersections that ensure high grid quality without
introducing arbitrarily small cells. For discretization,
treatment suggested by Karimi-Fard et al. (2004) and
Karimi-Fard and Durlofsky (2016) was used. The
discrete fracture model is discretized with a finite-
volume method that applies an optimized two-point
flux approximation. Coarse-grid control models are
generated by aggregating fine-grid cells. General flow-
based upscaling procedures calculate the coarse-scale
transmissibilities. This aggregation-based upscaling
idea has been adopted by Fumagalli, Zonca, and
Formaggia (2017) and Lie, Møyner, and Natvig
(2017). Hui et al. (2018) presented numerical results
for water flood, sour-gas injection, and primary gas-
condensate production for fracture models with matrix
and fracture heterogeneities (Fig. 2.14). Although the
accuracy of coarse-scale model decreases with increasing
levels of coarsening, as expected, results demonstrated
that two orders of magnitude of speedup can be
achieved with approximately less than 10% of error
with their methodology.

To reduce the challenges of grid generation from un-
structured discrete fracture model, embedded discrete
fracture model, which includes simpler structured
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fractures in a conventional grid, is presented. Embedded
discrete fracture model provides the accurate represen-
tation of fractures and keeps the matrix grid in uni-
formly refined and relatively coarse form. However, in
this model, problems such as strong pressure and satu-
ration gradients in the matrix would significantly affect
the accuracy and efficiency of numerical computation
so that some adjustive matrix grid refinement may be
needed to describe detailed physics in reservoirs.
Recently, Tene et al. (2017) presented the extension of
embedded discrete fracture model. Representing
matrix-fracture interactions more generally, it is similar
to the unstructured discrete fracture model.

REFERENCES
Ahmed, U., & Meehan, D. N. (2016). Unconventional oil and gas

resources: Exploitation and development. CRC Press.
Alharthy, N. S., Weldu Teklu, T. W., Nguyen, T. N., Kazemi, H.,

& Graves, R. M. (2016). Nanopore compositional
modeling in unconventional shale reservoirs. SPE Reservoir
Evaluation & Engineering, 19(03), 415e428. https://doi.org/
10.2118/166306-PA.

Allaby, A., & Allaby, M. (1999). A dictionary of Earth sciences.
Oxford University Press.

Ambrose, R. J., Hartman, R. C., Diaz Campos, M., Akkutlu, I. Y.,
& Sondergeld, C. (2010). New pore-scale considerations for
shale gas in place calculations. In Paper presented at the SPE
unconventional gas conference, Pittsburgh, Pennsylvania, USA.
https://doi.org/10.2118/131772-MS.

Anderson, B., Barber, T., Lüling, M., Sen, P., Taherian, R., &
Klein, J. (2008). Identifying potential gas-producing shales
from large dielectric permittivities measured by induction
quadrature signals. In Paper presented at the 49th annual log-
ging symposium, Austin, Texas.

Archie, G. E. (1942). The electrical resistivity log as an aid in
determining some reservoir characteristics. Transactions of
the AIME, 146(01), 54e62. https://doi.org/10.2118/
942054-G.

Baca, R. G., Arnett, R. C., & Langford, D. W. (1984). Modeling
fluid flow in fractured-porous rock masses by finite element
techniques. International Journal for Numerical Methods in
Fluids, 4.

Ballard, B. D. (2007). Quantitative mineralogy of reservoir
rocks using fourier transform infrared spectroscopy. In Pa-
per presented at the SPE annual technical conference and exhibi-
tion, Anaheim, California, USA. https://doi.org/10.2118/
113023-STU.

Barenblatt, G. I., Zheltov, I. P., & Kochina, I. N. (1960). Basic
concepts in the theory of seepage of homogeneous liquids
in fissured rocks [strata]. Journal of Applied Mathematics and
Mechanics, 24(5), 1286e1303. https://doi.org/10.1016/
0021-8928(60)90107-6.

Barsotti, E., Tan, S. P., Saraji, S., Piri, M., & Chen, J.-H. (2016).
A review on capillary condensation in nanoporous media:
Implications for hydrocarbon recovery from tight
reservoirs. Fuel, 184, 344e361. https://doi.org/10.1016/
j.fuel.2016.06.123.

Bates, R. L., Jackson, J. A., & Institute, A. G. (1984).Dictionary of
geological terms. Anchor Press/Doubleday.

FIG. 2.14 Schematic view of discrete fracture model. (A) matrix permeability, (B) fracture permeability.
(Credit: Hui, M.-H., Karimi-Fard, M., Mallison, B., & Durlofsky, L.J. (2018). A general modeling framework for
simulating complex recovery processes in fractured reservoirs at different resolutions. SPE Journal, 23(02),
598e613. https://doi.org/10.2118/182621-PA.)

CHAPTER 2 Petrophysical Characteristics of Shale Reservoirs 29

https://doi.org/10.2118/166306-PA
https://doi.org/10.2118/166306-PA
https://doi.org/10.2118/131772-MS
https://doi.org/10.2118/942054-G
https://doi.org/10.2118/942054-G
https://doi.org/10.2118/113023-STU
https://doi.org/10.2118/113023-STU
https://doi.org/10.1016/0021-8928(60)90107-6
https://doi.org/10.1016/0021-8928(60)90107-6
https://doi.org/10.1016/j.fuel.2016.06.123
https://doi.org/10.1016/j.fuel.2016.06.123
https://doi.org/10.2118/182621-PA


Bernard, S., Horsfield, B., Schulz, H.-M., Wirth, R., Schreiber, A.,
& Sherwood, N. (2012a). Geochemical evolution of
organic-rich shales with increasing maturity: A STXM and
TEM study of the posidonia shale (lower Toarcian, North-
ern Germany). Marine and Petroleum Geology, 31(1),
70e89. https://doi.org/10.1016/j.marpetgeo.2011.05.010.

Bernard, S., Wirth, R., Schreiber, A., Schulz, H.-M., & Horsfield, B.
(2012b). Formation of nanoporous pyrobitumen residues
during maturation of the Barnett shale (Fort Worth Basin).
International Journal of Coal Geology, 103, 3e11. https://
doi.org/10.1016/j.coal.2012.04.010.

Bhuyan, K., & Passey, Q. R. (1994). Clay estimation from Gr
and neutron-density porosity logs. In Paper presented at the
SPWLA 35th annual logging symposium, Tulsa, Oklahoma.

Blaskovich, F. T., Cain, G. M., Sonier, F., Waldren, D., &
Webb, S. J. (1983). A multicomponent isothermal system
for efficient reservoir simulation. In Paper presented at the
Middle East oil technical conference and exhibition, Manama,
Bahrain. https://doi.org/10.2118/11480-MS.

Bohacs, K. M. (1998). Contrasting expressions of depositional
sequences in mudstones from marine to non-marine envi-
rons. In Shales and mudstones. Stuttgart: E. Schweizerbart.

Bohacs, K. M., & Miskell-Gerhardt, K. (1998). Well-log expres-
sion of lake strata; controls of lake-basin type and prove-
nance, contrasts with marine strata. In AAPG annual
convention and exhibition, Salt Lake City, Utah, USA.

Bowker, K. (2003). Recent development of the Barnett Shale play
(Vol. 42). Fort Worth Basin.

Bust, V. K., Majid, A., Oletu, J. U., & Worthington, P. F. (2011).
The petrophysics of shale gas reservoirs: Technical chal-
lenges and pragmatic solutions. In Paper presented at the in-
ternational petroleum technology conference, Bangkok, Thailand.
https://doi.org/10.2523/IPTC-14631-MS.

Chen, J.-H., Mehmani, A., Li, B., Georgi, D., & Jin, G. (2013).
Estimation of total hydrocarbon in the presence of capillary
condensation for unconventional shale reservoirs. In Paper
presented at the SPEMiddle East oil and gas show and conference,
Manama, Bahrain. https://doi.org/10.2118/164468-MS.

Choquette, P. W., & Pray, L. C. (1970). Geologic nomenclature
and classification of porosity in sedimentary carbonates.
Aapg Bulletin, 54(2), 44.

Curtis, M. E., Ambrose, R. J., & Sondergeld, C. H. (2010). Struc-
tural characterization of gas shales on the micro- and nano-
scales. In Paper presented at the Canadian unconventional
resources and international petroleum conference, Calgary,
Alberta, Canada. https://doi.org/10.2118/137693-MS.

Dayal, A., & Mani, D. (2017). Shale gas: Exploration and environ-
mental and economic impacts.

de Swaan, O.,A. (1976). Analytic solutions for determining
naturally fractured reservoir properties by well testing. Soci-
ety of Petroleum Engineers Journal, 16(03), 117e122. https://
doi.org/10.2118/5346-PA.

Dean, R. H., & Lo, L. L. (1988). Simulations of naturally frac-
tured reservoirs. SPE Reservoir Engineering, 3(02),
638e648. https://doi.org/10.2118/14110-PA.

Desbois, G., Urai, J., & Kukla, P. (2009). Morphology of the
pore space in claystones-evidence from BIB/FIB ion beam
sectioning and cryo-SEM observations. eEarth, 4, 15e22.
https://doi.org/10.5194/ee-4-15-2009.

Dresser, Atlas. (1979). Dresser atlas log interpretation charts.
Houston, Tex: Dresser Industries.

EIA. (2016). Maps: Oil and gas exploration, resources, and
production. https://www.eia.gov/maps/maps.htm.

Fertl, W. H., & Rieke, H. H., III (1980). Gamma ray spectral
evaluation techniques identify fractured shale reservoirs
and source-rock characteristics. Journal of Petroleum Tech-
nology, 32(11), 2053e2062. https://doi.org/10.2118/
8454-PA.

Fishman, N., Guthrie, J., & Honarpour, M. (2013). The
stratigraphic distribution of hydrocarbon storage and its
effect on producible hydrocarbons in the Eagle Ford
formation, south Texas. In Paper presented at the
unconventional resources technology conference, Denver,
Colorado, USA.

Fishman, N. S., Hackley, P. C., Lowers, H. A., Hill, R. J.,
Egenhoff, S. O., Eberl, D. D., et al. (2012). The nature of
porosity in organic-rich mudstones of the upper Jurassic
Kimmeridge clay formation, north sea, offshore United
Kingdom. International Journal of Coal Geology, 103,
32e50. https://doi.org/10.1016/j.coal.2012.07.012.

Fu, Y., Yang, Y. K., & Deo, M. (2005). Three-dimensional,
three-phase discrete-fracture reservoir simulator based
on control volume finite element (CVFE) formulation.
In Paper presented at the SPE reservoir simulation
symposium, The Woodlands, Texas. https://doi.org/
10.2118/93292-MS.

Fumagalli, A., Pasquale, L., Zonca, S., & Micheletti, S. (2016).
An upscaling procedure for fractured reservoirs with
embedded grids. Water Resources Research, 52(8),
6506e6525. https://doi.org/10.1002/2015WR017729.

Fumagalli, A., Zonca, S., & Formaggia, L. (2017). Advances in
computation of local problems for a flow-based upscaling
in fractured reservoirs. Mathematics and Computers in
Simulation, 137, 299e324. https://doi.org/10.1016/
j.matcom.2017.01.007.

Gale, J. F. W., Laubach, S. E., Olson, J. E., Eichhubl, P., & Fall, A.
(2014). Natural fractures in shale: A review and new obser-
vationsNatural fractures in shale: A review and new
observations. AAPG Bulletin, 98(11), 2165e2216. https://
doi.org/10.1306/08121413151.

Geiger-Boschung, S., Matthäi, S. K., Niessner, J., & Helmig, R.
(2009). Black-oil simulations for three-component, three-
phase flow in fractured porous media. SPE Journal,
14(02), 338e354. https://doi.org/10.2118/107485-PA.

Gilman, J. R. (1986). An efficient finite-difference method for
simulating phase segregation in the matrix blocks in
double-porosity reservoirs. SPE Reservoir Engineering,
1(04), 403e413. https://doi.org/10.2118/12271-PA.

Givens, N., & Zhao, H. (2004). The Barnett shale: Not so sim-
ple after all. In AAPG Annual Meeting, Dallas, Texas.

30 Transport in Shale Reservoirs

https://doi.org/10.1016/j.marpetgeo.2011.05.010
https://doi.org/10.1016/j.coal.2012.04.010
https://doi.org/10.1016/j.coal.2012.04.010
https://doi.org/10.2118/11480-MS
https://doi.org/10.2523/IPTC-14631-MS
https://doi.org/10.2118/164468-MS
https://doi.org/10.2118/137693-MS
https://doi.org/10.2118/5346-PA
https://doi.org/10.2118/5346-PA
https://doi.org/10.2118/14110-PA
https://doi.org/10.5194/ee-4-15-2009
https://www.eia.gov/maps/maps.htm
https://doi.org/10.2118/8454-PA
https://doi.org/10.2118/8454-PA
https://doi.org/10.1016/j.coal.2012.07.012
https://doi.org/10.2118/93292-MS
https://doi.org/10.2118/93292-MS
https://doi.org/10.1002/2015WR017729
https://doi.org/10.1016/j.matcom.2017.01.007
https://doi.org/10.1016/j.matcom.2017.01.007
https://doi.org/10.1306/08121413151
https://doi.org/10.1306/08121413151
https://doi.org/10.2118/107485-PA
https://doi.org/10.2118/12271-PA


Harper, J. A. (1999). Pennsylvania geological survey and pitts-
burgh geological society. In C. H. Shultz (Ed.), The geology of
Pennsylvania (pp. 108e127). Pennsylvania Geological Sur-
vey; Pittsburgh Geological Society.

He, J., Ding, W., Zhang, J., Li, A., Zhao, W., & Peng, D. (2016).
Logging identification and characteristic analysis of
marineecontinental transitional organic-rich shale in the
Carboniferous-Permian strata, Bohai Bay Basin. Marine
and Petroleum Geology, 70, 273e293. https://doi.org/
10.1016/j.marpetgeo.2015.12.006.

Hill, A. C., & Thomas, G. W. (1985). A new approach for simu-
lating complex fractured reservoirs. In Paper presented at the
Middle East oil technical conference and exhibition, Bahrain.
https://doi.org/10.2118/13537-MS.

Hoteit, H., & Firoozabadi, A. (2005). Multicomponent fluid
flow by discontinuous Galerkin and mixed methods in
unfractured and fractured media. Water Resources Research,
41(11). https://doi.org/10.1029/2005WR004339.

Houben, M. E., Desbois, G., & Urai, J. L. (2014). A comparative
study of representative 2D microstructures in Shaly and
Sandy facies of Opalinus Clay (Mont Terri, Switzerland)
inferred form BIB-SEM andMIP methods.Marine and Petro-
leum Geology, 49, 143e161. https://doi.org/10.1016/
j.marpetgeo.2013.10.009.

Hui, M.-H., Glass, J., Harris, D., & Jia, C. (2013). Discrete natural
fracture uncertainty modelling for produced water mitiga-
tion: Chuandongbei gas project, sichuan, China. In Paper
presented at the international petroleum technology conference,
Beijing, China. https://doi.org/10.2523/IPTC-16814-MS.

Hui, M.-H., Karimi-Fard, M., Mallison, B., & Durlofsky, L. J.
(2018). A general modeling framework for simulating com-
plex recovery processes in fractured reservoirs at different
resolutions. SPE Journal, 23(02), 598e613. https://
doi.org/10.2118/182621-PA.

Hunt, J. M. (1996). Petroleum geochemistry and geology. W.H.
Freeman.

Hyne, N. J. (1991). Dictionary of petroleum exploration, drilling &
production. PennWell Publishing Company.

Jacobi, D. J., Gladkikh, M., LeCompte, B., Hursan, G.,
Mendez, F., Longo, J., et al. (2008). Integrated petrophysical
evaluation of shale gas reservoirs. In Paper presented at the
CIPC/SPE gas technology symposium 2008 joint conference, Cal-
gary, Alberta, Canada. https://doi.org/10.2118/114925-MS.

Jarvie, D. M. (1991). Total Organic Carbon (TOC) analysis: In:
Source and migration processes and evaluation techniques.
APG Bulletin, 113e118.

Jarvie, D. M., Hill, R. J., Ruble, T. E., & Pollastro, R. M. (2007).
Unconventional shale-gas systems: The Mississippian Bar-
nett Shale of north-central Texas as one model for thermo-
genic shale-gas assessment. American Association of Petroleum
Geologists Bulletin, 91(4), 475e499. https://doi.org/
10.1306/12190606068.

Jiang, Z., Zhang, W., Liang, C., Wang, Y., Liu, H., & Chen, X.
(2016). Basic characteristics and evaluation of shale oil
reservoirs. Petroleum Research, 1(2), 149e163. https://
doi.org/10.1016/S2096-2495(17)30039-X.

Karimi-Fard, M., & Durlofsky, L. J. (2016). A general gridding,
discretization, and coarsening methodology for modeling
flow in porous formations with discrete geological
features. Advances in Water Resources, 96, 354e372.
https://doi.org/10.1016/j.advwatres.2016.07.019.

Karimi-Fard, M., Durlofsky, L. J., & Aziz, K. (2004). An efficient
discrete-fracture model applicable for general-purpose
reservoir simulators. SPE Journal, 9(02), 227e236. https://
doi.org/10.2118/88812-PA.

Karimi-Fard, M., & Firoozabadi, A. (2003). Numerical simula-
tion of water injection in fracturedmedia using the discrete-
fracture model and the Galerkin method. SPE Reservoir
Evaluation & Engineering, 6(02), 117e126. https://doi.org/
10.2118/83633-PA.

Kazemi, H., Merrill, L. S., Jr., Porterfield, K. L., & Zeman, P. R.
(1976). Numerical simulation of water-oil flow in naturally
fractured reservoirs. Society of Petroleum Engineers Journal,
16(06), 317e326. https://doi.org/10.2118/5719-PA.

Kim, J.-G., & Deo, M. D. (2000). Finite element, discrete-
fracture model for multiphase flow in porous media. AIChE
Journal, 46(6), 1120e1130. https://doi.org/10.1002/
aic.690460604.

Kochenov, A. V., & Baturin, G. N. (2002). The paragenesis of
organic matter, phosphorus, and uranium in marine
sediments. Lithology and Mineral Resources, 37(2),
107e120. https://doi.org/10.1023/A:1014816315203.

Ko, L. T., Loucks, R. G., Ruppel, S. C., Zhang, T., & Peng, S.
(2017). Origin and characterization of Eagle Ford pore net-
works in the south Texas Upper Cretaceous shelf. AAPG
Bulletin, 101(3), 387e418. https://doi.org/10.1306/
08051616035.

Ko, L. T., Zhang, T., Loucks, R. G., Ruppel, S. C., & Shao, D.
(2015). Pore evolution in the Barnett, Eagled Ford (Boquillas),
and Woodford mudrocks based on gold-tube pyrolysis thermal
maturation. Denver, Colorado, USA.

Kuila, U., & Prasad, M. (2011). Understanding pore-structure
and permeability in shales. In Paper presented at the SPE
annual technical conference and exhibition, Denver, Colorado,
USA. https://doi.org/10.2118/146869-MS.

Kuila, U., & Prasad, M. (2013). Specific surface area and
pore-size distribution in clays and shales. Geophysical
Prospecting, 61(2), 341e362. https://doi.org/10.1111/
1365-2478.12028.

Larese, R. E., & Heald, M. T. (1976). Petrography of selected Devo-
nian shale core samples from the CGTC No. 20403 and CGSC
No. 11940 wells. West Virginia. United States: Lincoln and
Jackson Counties.

Lie, K.-A., Møyner, O., & Natvig, J. R. (2017). Use of multiple
multiscale operators to accelerate simulation of complex
geomodels. SPE Journal, 22(06), 1929e1945. https://
doi.org/10.2118/182701-PA.

Li, L., & Lee, S. H. (2008). Efficient field-scale simulation of
black oil in a naturally fractured reservoir through discrete
fracture networks and homogenized media. SPE Reservoir
Evaluation & Engineering, 11(04), 750e758. https://
doi.org/10.2118/103901-PA.

CHAPTER 2 Petrophysical Characteristics of Shale Reservoirs 31

https://doi.org/10.1016/j.marpetgeo.2015.12.006
https://doi.org/10.1016/j.marpetgeo.2015.12.006
https://doi.org/10.2118/13537-MS
https://doi.org/10.1029/2005WR004339
https://doi.org/10.1016/j.marpetgeo.2013.10.009
https://doi.org/10.1016/j.marpetgeo.2013.10.009
https://doi.org/10.2523/IPTC-16814-MS
https://doi.org/10.2118/182621-PA
https://doi.org/10.2118/182621-PA
https://doi.org/10.2118/114925-MS
https://doi.org/10.1306/12190606068
https://doi.org/10.1306/12190606068
https://doi.org/10.1016/S2096-2495(17)30039-X
https://doi.org/10.1016/S2096-2495(17)30039-X
https://doi.org/10.1016/j.advwatres.2016.07.019
https://doi.org/10.2118/88812-PA
https://doi.org/10.2118/88812-PA
https://doi.org/10.2118/83633-PA
https://doi.org/10.2118/83633-PA
https://doi.org/10.2118/5719-PA
https://doi.org/10.1002/aic.690460604
https://doi.org/10.1002/aic.690460604
https://doi.org/10.1023/A:1014816315203
https://doi.org/10.1306/08051616035
https://doi.org/10.1306/08051616035
https://doi.org/10.2118/146869-MS
https://doi.org/10.1111/1365-2478.12028
https://doi.org/10.1111/1365-2478.12028
https://doi.org/10.2118/182701-PA
https://doi.org/10.2118/182701-PA
https://doi.org/10.2118/103901-PA
https://doi.org/10.2118/103901-PA


Lim, K. T., & Aziz, K. (1995). Matrix-fracture transfer shape fac-
tors for dual-porosity simulators. Journal of Petroleum Sci-
ence and Engineering, 13(3), 169e178. https://doi.org/
10.1016/0920-4105(95)00010-F.

Lim, K.-T., Hui, M.-H., & Mallison, B. T. (2009). A next-
generation reservoir simulator as an enabling technology
for a complex discrete fracture modeling workflow. In
Paper presented at the SPE annual technical conference and
exhibition, New Orleans, Louisiana. https://doi.org/
10.2118/124980-MS.

Loucks, R., & Reed, R. (2014). Scanning-electron-microscope
petrographic evidence for distinguishing organic matter
pores associated with depositional organic matter versus
migrated organic matter in mudrocks. GCAGS Journal, 3,
51e60.

Loucks, R. G., Reed, R., Ruppel, S. C., & Hammes, U. (2012).
Spectrum of pore types and networks in mudrocks and a
descriptive classification for matrix-related mudrock
pores. AAPG Bulletin, 96(6), 1071e1098.

Loucks, R. G., Reed, R. M., Ruppel, S. C., & Jarvie, D. M. (2009).
Morphology, genesis, and distribution of nanometer-scale
pores in diliceous mudstones of the Mississippian Barnett
Shale. Journal of Sedimentary Research, 79(12), 848e861.

Loucks, R., & Ruppel, S. (2007).Mississippian Barnett Shale: Lith-
ofacies and depositional setting of a deep-water shale-gas succes-
sion in the Fort Worth Basin (Vol. 91). Texas.

Lu, S., Huang, W., Chen, F., Li, J., Wang, M., Xue, H., et al.
(2012). Classification and evaluation criteria of shale oil
and gas resources: Discussion and application. Petroleum
Exploration and Development, 39(2), 268e276. https://
doi.org/10.1016/S1876-3804(12)60042-1.

Macquaker, J. H. S., Keller, M. A., & Davies, S. J. (2010). Algal
blooms and Marine snow: Mechanisms that enhance pres-
ervation of organic carbon in ancient fine-grained
sediments. Journal of Sedimentary Research, 80(11),
934e942. https://doi.org/10.2110/jsr.2010.085.

Mallison, B., Hui, M. H., & Narr, W. (2010). Practical gridding
algorithms for discrete fracture modeling workflows.

Mani, D., Patil, D. J., & Dayal, A. M. (2015). Organic properties
and hydrocarbon generation potential of shales from few
sedimentary basins of India. In S. Mukherjee (Ed.), Petro-
leum Geosciences: Indian Contexts (pp. 99e126). Cham:
Springer International Publishing.

Matthäi, S. K., Mezentsev, A., & Belayneh, M. (2005). Control-
volume finite-element two-phase flow experiments with
fractured rock represented by unstructured 3D hybrid
meshes. In Paper presented at the SPE reservoir simulation sym-
posium, The Woodlands, Texas. https://doi.org/10.2118/
93341-MS.

Milici, R. C., & Swezey, C. S. (2006). Assessment of Appalachian
Basin oil and gas resources:devonian shale - Middle and
upper paleozoic total petroleum system. In Open-file report.

Milliken, K. L., Ko, L. T., Pommer, M. E., & Marsaglia, K. M.
(2014). SEM petrography of Eastern Mediterranean sapro-
pels: Analogue data for assessing organic matter in oil and
gas shales. Journal of Sedimentary Research, 84(11), 961e974.

Milliken, K. L., & Reed, R. M. (2010). Multiple causes of diage-
netic fabric anisotropy in weakly consolidated mud,

Nankai accretionary prism, IODP Expedition 316. Journal
of Structural Geology, 32(12), 1887e1898. https://doi.org/
10.1016/j.jsg.2010.03.008.

Moinfar, A., Narr, W., Hui, M.-H., Mallison, B. T., & Lee, S. H.
(2011). Comparison of discrete-fracture and dual-
permeability models for multiphase flow in naturally
fractured reservoirs. In Paper presented at the SPE reservoir
simulation symposium, The Woodlands, Texas, USA. https://
doi.org/10.2118/142295-MS.

Moinfar, A., Varavei, A., Sepehrnoori, K., & Johns, R. T. (2014).
Development of an efficient embedded discrete fracture
model for 3D compositional reservoir simulation in frac-
tured reservoirs. SPE Journal, 19(02), 289e303. https://
doi.org/10.2118/154246-PA.

Mondol, N. H., Bjørlykke, K., Jahren, J., & Høeg, K. (2007).
Experimental mechanical compaction of clay mineral
aggregatesdchanges in physical properties of mudstones
during burial. Marine and Petroleum Geology, 24(5),
289e311. https://doi.org/10.1016/j.marpetgeo.2007.03.006.

Montgomery, S. L., Jarvie, D. M., Bowker, K. A., &
Pollastro, R. M. (2005). Mississippian Barnett Shale, Fort
Worth basin, north-central Texas: Gas-shale play with
multi-trillion cubic foot potential. American Association of
Petroleum Geologists Bulletin, 89(2), 155e175. https://
doi.org/10.1306/09170404042.

Morley, C. K., von Hagke, C., Hansberry, R., Collins, A.,
Kanitpanyacharoen, W., & King, R. (2018). Review of major
shale-dominated detachment and thrust characteristics in
the diagenetic zone: Part II, rock mechanics and micro-
scopic scale. Earth-science Reviews, 176, 19e50. https://
doi.org/10.1016/j.earscirev.2017.09.015.

Myrow, P. M., & Southard, J. B. (1996). Tempestite
deposition. Journal of Sedimentary Research, 66(5),
875e887. https://doi.org/10.1306/D426842D-2B26-
11D7-8648000102C1865D.

Narr, W., Schechter, D. S., & Thompson, L. B. (2006). Naturally
fractured reservoir characterization. Society of Petroleum
Engineers.

NETL. (2011). A comparative study of the Mississippian Barnett
shale, Fort Worth Basin, and devonian Marcellus shale, Appala-
chian Basin. U.S. Department of Energy.

Noorishad, J., & Mehran, M. (1982). An upstream finite
element method for solution of transient transport equation
in fractured porous media. Water Resources Research, 18(3),
588e596. https://doi.org/10.1029/WR018i003p00588.

Nuhfer, E. B., Vinopal, R. J., & Klanderman, D. S. (1979).
X-radiograph Atlas of lithotypes and other structures in the devo-
nian shale sequence of West Virginia and Virginia. Department
of Energy, Morgantown Energy Technology Center.

Papazis, P. K. (2005). Petrographic characterization of the Barnett
shale. Texas: Fort Worth Basin. http://worldcat.org.

Passey, Q. R., Bohacs, K., Esch, W. L., Klimentidis, R., &
Sinha, S. (2010). From oil-prone source rock to gas-
producing shale reservoir - geologic and petrophysical char-
acterization of unconventional shale gas reservoirs. In Paper
presented at the international oil and gas conference and exhibi-
tion in China, Beijing, China. https://doi.org/10.2118/
131350-MS.

32 Transport in Shale Reservoirs

https://doi.org/10.1016/0920-4105(95)00010-F
https://doi.org/10.1016/0920-4105(95)00010-F
https://doi.org/10.2118/124980-MS
https://doi.org/10.2118/124980-MS
https://doi.org/10.1016/S1876-3804(12)60042-1
https://doi.org/10.1016/S1876-3804(12)60042-1
https://doi.org/10.2110/jsr.2010.085
https://doi.org/10.2118/93341-MS
https://doi.org/10.2118/93341-MS
https://doi.org/10.1016/j.jsg.2010.03.008
https://doi.org/10.1016/j.jsg.2010.03.008
https://doi.org/10.2118/142295-MS
https://doi.org/10.2118/142295-MS
https://doi.org/10.2118/154246-PA
https://doi.org/10.2118/154246-PA
https://doi.org/10.1016/j.marpetgeo.2007.03.006
https://doi.org/10.1306/09170404042
https://doi.org/10.1306/09170404042
https://doi.org/10.1016/j.earscirev.2017.09.015
https://doi.org/10.1016/j.earscirev.2017.09.015
https://doi.org/10.1306/D426842D-2B26-11D7-8648000102C1865D
https://doi.org/10.1306/D426842D-2B26-11D7-8648000102C1865D
https://doi.org/10.1029/WR018i003p00588
http://worldcat.org
https://doi.org/10.2118/131350-MS
https://doi.org/10.2118/131350-MS


Passey, Q. R., Moretti, F. J., Kulla, J. B., Creaney, S., &
Stroud, J. D. (1990). A practical model for organic richness
from porosity and resistivity logs (Vol. 74).

Pemper, R. R., Han, X., Mendez, F. E., Jacobi, D., LeCompte, B.,
Bratovich, M., et al. (2009). The direct measurement of car-
bon in wells containing oil and natural gas using a pulsed
neutron mineralogy tool. In Paper presented at the SPE
annual technical conference and Exhibition, New Orleans,
Louisiana. https://doi.org/10.2118/124234-MS.

Pemper, R. R., Sommer, A., Guo, P., Jacobi, D., Longo, J.,
Bliven, S., et al. (2006). A new pulsed neutron sonde for
derivation of formation lithology and mineralogy. In Paper
presented at the SPE annual technical conference and exhibition,
San Antonio, Texas, USA. https://doi.org/10.2118/102770-
MS.

Peters, K. E., & Cassa, M. R. (1994). Applied source rock
geochemistry. In AAPG memoir (Vol. 60, pp. 93e120).

Plint, A. G., Macquaker, J. H. S., & Varban, B. (2012). Bedload
transport of mud across a wide, storm-influenced ramp:
Cenomanian-Turonian Kaskapau formation, Western
Canada foreland basin–reply. Journal of Sedimentary
Research, 82.

Pommer, M. E. (2014). Quantitative assessment of pore types
and pore size distribution across thermal maturity, Eagle
Ford Formation, South Texas. In Master of science in geolog-
ical sciences. The University of Texas at Austin.

Pommer, M., & Milliken, K. (2015). Pore types and pore-size
distributions across thermal maturity, Eagle Ford forma-
tion, southern Texas Pores across thermal maturity, Eagle
Ford. AAPG Bulletin, 99(9), 1713e1744. https://doi.org/
10.1306/03051514151.

Potter, P. E., Maynard, J. B., & Pryor, W. A. (1980). Final report of
special geological, geochemical, and petrological studies of the
Devonian shales in the Appalachian Basin. Cincinnati
University. OH (USA): H.N. Fisk Laboratory of
Sedimentology.

Pruess, K., & Narasimhan, T. N. (1982). Practical method for
modeling fluid and heat flow in fractured porous media, confer-
ence: 6. Symposium on reservior simulation, New Orleans, LA,
USA, 1 Feb 1982; other information: Portions of document are
illegible. CA (USA): Lawrence Berkeley Lab.

Quirein, J., Witkowsky, J., Truax, J. A., Galford, J. E.,
Spain, D. R., & Odumosu, T. (2010). Integrating core data
and wireline geochemical data for formation evaluation
and characterization of shale-gas reservoirs. In Paper pre-
sented at the SPE annual technical conference and exhibition,
Florence, Italy. https://doi.org/10.2118/134559-MS.

Ramirez, T. R., Klein, J. D., Ron, B., & Howard, J. J. (2011).
Comparative study of formation evaluation methods for
unconventional shale gas reservoirs: Application to the
Haynesville shale (Texas). In Paper presented at the North
American unconventional gas conference and exhibition,
The Woodlands, Texas, USA. https://doi.org/10.2118/
144062-MS.

Reed, R., & Ruppel, S. (2012). Pore morphology and distribu-
tion in the cretaceous Eagle Ford shale, south Texas, USA.
Gulf Coast Association of Geological Societies, 62, 599e603.

Rezaee, R. (2015). Fundamentals of gas shale reservoirs. Wiley.
Rickman, R., Mullen, M. J., Petre, J. E., Grieser, W. V., &

Kundert, D. (2008). A practical use of shale petrophysics
for stimulation design optimization: All shale plays are
not clones of the Barnett shale. In Paper presented at the
SPE annual technical conference and exhibition, Denver, Colo-
rado, USA. https://doi.org/10.2118/115258-MS.

Rider, M. H. (2002). The geological interpretation of well logs.
Rider-French Consulting.

Roen, J. B. (1993). Petroleum geology of the Devonian and
Mississippian black shale of eastern North America. In
R. C. Kepferle (Ed.), Estimates of unconventional natural
gas resources of the Devonian Shales of the appalachian
basin.

Rokosh, C. D., Pawlowicz, J. G., Berhane, H., Anderson, S. D. A.,
& Beaton, A. P. (2008). What is shale gas? An introduction to
shale-gas geology in Alberta. Energy Resources Conservation
Board.

Ross, D. J. K., & Bustin, R. M. (2006). Sediment geochemistry of
the lower Jurassic Gordondalemember, northeastern British
columbia. Bulletin of Canadian Petroleum Geology, 54(4),
337e365. https://doi.org/10.2113/gscpgbull.54.4.337.

Rouquerol, J., Avnir, D., Fairbridge, C. W., Everett, D. H.,
Haynes, J. M., Pernicone, N., et al. (1994). Recommenda-
tions for the characterization of porous solids (Technical
Report). In Pure and Applied Chemistry.

Ruessink, B. H., & Harville, D. G. (1992). Quantitative analysis
of bulk mineralogy: The applicability and performance of
XRD and FTIR. In Paper presented at the SPE formation damage
control symposium, Lafayette, Louisiana. https://doi.org/
10.2118/23828-MS.

Rutter, E., Mecklenburgh, J., & Taylor, K. (2017). Geomechan-
ical and petrophysical properties of mudrocks:
Introduction. Geological Society, London, Special Publications,
454(1), 1e13. https://doi.org/10.1144/sp454.16.

Saidi, A. M. (1983). Simulation of naturally fractured reser-
voirs. In Paper presented at the SPE reservoir simulation sympo-
sium, San Francisco, California. https://doi.org/10.2118/
12270-MS.

Schieber, J. (2011). Reverse engineering mother natured shale
sedimentology from an experimental perspective. Sedimen-
tary Geology, 238(1), 1e22. https://doi.org/10.1016/
j.sedgeo.2011.04.002.

Schieber, J., Southard, J., & Kevin, T. (2007). Accretion
of mudstone beds from migrating floccule ripples. Sci-
ence, 318(5857), 1760e1763. https://doi.org/10.1126/
science.1147001.

Serra, K., Reynolds, A. C., & Raghavan, R. (1983). New pressure
transient analysis methods for naturally fractured reservoirs
(includes associated papers 12940 and 13014 ). Journal of
Petroleum Technology, 35(12), 2271e2283. https://doi.org/
10.2118/10780-PA.

Sondergeld, C. H., Newsham, K. E., Comisky, J. T., Rice, M. C.,
& Rai, C. S. (2010). Petrophysical considerations in evalu-
ating and producing shale gas resources. In Paper presented
at the SPE unconventional gas conference, Pittsburgh, Pennsylva-
nia, USA. https://doi.org/10.2118/131768-MS.

CHAPTER 2 Petrophysical Characteristics of Shale Reservoirs 33

https://doi.org/10.2118/124234-MS
https://doi.org/10.2118/102770-MS
https://doi.org/10.2118/102770-MS
https://doi.org/10.1306/03051514151
https://doi.org/10.1306/03051514151
https://doi.org/10.2118/134559-MS
https://doi.org/10.2118/144062-MS
https://doi.org/10.2118/144062-MS
https://doi.org/10.2118/115258-MS
https://doi.org/10.2113/gscpgbull.54.4.337
https://doi.org/10.2118/23828-MS
https://doi.org/10.2118/23828-MS
https://doi.org/10.1144/sp454.16
https://doi.org/10.2118/12270-MS
https://doi.org/10.2118/12270-MS
https://doi.org/10.1016/j.sedgeo.2011.04.002
https://doi.org/10.1016/j.sedgeo.2011.04.002
https://doi.org/10.1126/science.1147001
https://doi.org/10.1126/science.1147001
https://doi.org/10.2118/10780-PA
https://doi.org/10.2118/10780-PA
https://doi.org/10.2118/131768-MS


Sondergeld, C. H., & Rai, C. S. (1993). A new exploration tool:
Quantitative core characterization. Pure and Applied
Geophysics, 141(2), 249e268. https://doi.org/10.1007/
BF00998331.

Sone, H., & Zoback, M. D. (2013). Mechanical properties of
shale-gas reservoir rocks d Part 1: Static and dynamic
elastic properties and anisotropy. Geophysics, 78(5),
D381eD392. https://doi.org/10.1190/geo2013-0050.1.

Stewart, G. (2011). Well test design & analysis. PennWell.
Stow, D. A. V., Huc, A. Y., & Bertrand, P. (2001). Depositional

processes of black shales in deep water. Marine and Petro-
leum Geology, 18(4), 491e498. https://doi.org/10.1016/
S0264-8172(01)00012-5.

Tene, M., Bosma, S. B. M., Al Kobaisi, M. S., & Hajibeygi, H.
(2017). Projection-based embedded discrete fracture model
(pEDFM). Advances in Water Resources, 105, 205e216.
https://doi.org/10.1016/j.advwatres.2017.05.009.

Thomas, L. K., Dixon, T. N., & Pierson, R. G. (1983). Fractured
reservoir simulation. Society of Petroleum Engineers Journal,
23(01), 42e54. https://doi.org/10.2118/9305-PA.

Tissot, B. P., & Welte, D. H. (1984). Petroleum formation and
occurrence. Springer Berlin Heidelberg.

Trabucho-Alexandre, J., Hay, W., & De Boer, P. (2012). Phaner-
ozoic environments of black shale deposition and the Wilson
Cycle (Vol. 3).

Velde, B. (1996). Compaction trends of clay-rich deep sea
sediments. Marine Geology, 133(3), 193e201. https://
doi.org/10.1016/0025-3227(96)00020-5.

Vitel, S., & Souche, L. (2007). Unstructured upgridding and
transmissibility upscaling for preferential flow paths in
3D fractured reservoirs. In Paper presented at the SPE reservoir
simulation symposium, Houston, Texas, USA. https://doi.org/
10.2118/106483-MS.

Wang, G., & Carr, T. R. (2013). Organic-rich Marcellus shale
lithofacies modeling and distribution pattern analysis in
the Appalachian Basin Organic-rich shale lithofacies
modeling, Appalachian Basin. AAPG Bulletin, 97(12),
2173e2205. https://doi.org/10.1306/05141312135.

Warren, J. E., & Root, P. J. (1963). The behavior of naturally
fractured reservoirs. Society of Petroleum Engineers Journal,
3(03), 245e255. https://doi.org/10.2118/426-PA.

Wrightstone, G. (2009). Marcellus shale - geologic controls on
production. In AAPG annual convention.

Young, R. N., & Southard, J. B. (1978). Erosion of fine-grained
marine sediments: Sea-floor and laboratory experiments.
GSA Bulletin, 89(5), 663e672. https://doi.org/10.1130/
0016-7606(1978)89<663:EOFMSS>2.0.CO;2.

34 Transport in Shale Reservoirs

https://doi.org/10.1007/BF00998331
https://doi.org/10.1007/BF00998331
https://doi.org/10.1190/geo2013-0050.1
https://doi.org/10.1016/S0264-8172(01)00012-5
https://doi.org/10.1016/S0264-8172(01)00012-5
https://doi.org/10.1016/j.advwatres.2017.05.009
https://doi.org/10.2118/9305-PA
https://doi.org/10.1016/0025-3227(96)00020-5
https://doi.org/10.1016/0025-3227(96)00020-5
https://doi.org/10.2118/106483-MS
https://doi.org/10.2118/106483-MS
https://doi.org/10.1306/05141312135
https://doi.org/10.2118/426-PA
https://doi.org/10.1130/0016-7606(1978)89<663:EOFMSS>2.0.CO;2
https://doi.org/10.1130/0016-7606(1978)89<663:EOFMSS>2.0.CO;2
https://doi.org/10.1130/0016-7606(1978)89<663:EOFMSS>2.0.CO;2
https://doi.org/10.1130/0016-7606(1978)89<663:EOFMSS>2.0.CO;2


CHAPTER 3

Specific Mechanisms in Shale
Reservoirs

ABSTRACT
Fluid flow in shale reservoirs is significantly different
from that in conventional reservoirs because of specific
features of shale such as ultralow permeability matrix,
nanoscale pores, natural and induced fracture system,
gas adsorption/desorption, and high sensitivity on geo-
mechanic deformation. Although several kinds of liter-
ature presented various mechanisms for transport in
shale reservoirs, it is still lack of understanding, and
there is no integrative consensus of transport mecha-
nisms. Especially, non-Darcy flow in hydraulic fractures,
gas adsorption/desorption, microscale flow in nano-
pores, molecular diffusion, geomechanics, and confine-
ment effects have attracted attention in these days. In
this chapter, therefore, numerous specific transport
mechanisms in shale reservoirs are introduced. Details
of fluid transport mechanisms in shale reservoirs are
presented from basic theory to various experimental
and analytic correlations. Understanding of state-of-
the-art approaches for transport in shales is of impor-
tance to improve hydrocarbon production in shale
reservoirs.

NON-DARCY FLOW
In 1856, French engineer Henry Darcy published a
detailed account of his work in improving the water-
works in Dijon. Among his works, the item of present
interest pertains to a problem in designing a suitable
filter for the system (Hubbert, 1956). Darcy needed to
know how large a filter would be required for a given
quantity of water per day so that he proceeded a series
of experiments on the design of a filter. Consider an
experimental apparatus shown in Fig. 3.1. A circular
cylinder of cross-sectional area A is filled with sand
and outfitted with a pair of manometers. During steady
state, the inflow rate Q is equal to the outflow rate. The
experiment shows that specific discharge, v ¼ Q

A, is
directly proportional to Dh ¼ h1 � h2 and inversely
proportional to l.

Darcy established that the following equation gives
the rate of flow:

v ¼ �K
ðh2 � h1Þ

l
; (3.1)

where v is superficial velocity, K a factor of proportion-
ality or hydraulic conductivity, h1 and h2 the hydraulic
head defined by height above a reference level of the
water in manometer terminated above and below the
sand, and l the thickness of the sand.

When the same experiments are carried out with
various fluids of density, r, and viscosity, m, for ideal
porous media consisting of uniform grains of diameter,
d, under a constant hydraulic gradient dhdl , the following
relationships are obtained:

vfd2; (3.2)

vfrg; (3.3)

vf
1
m
: (3.4)

Combined with the original Darcy’s law, these pro-
portionalities lead to a new form of Darcy’s law.

v ¼ �Cd2rg
m

dh
dl
: (3.5)

The generalized form of Darcy’s law used in petro-
leum engineering is shown below:

�dp
dx

¼ mv
k
; (3.6)

where k is the permeability defined by k ¼ Cd2 and
related to hydraulic conductivity by K ¼ krg

m
. A perme-

ability of one Darcy results in a flow of 1 cm/sec for a
fluid of 1 centipoise under a gradient of 1 atmosphere
per centimeter. In most cases of production in reser-
voirs, fluid flow can be described by Darcy’s law.

Darcy’s law cannot be used when the flow rate is
high. The upper limit of Darcy’s law is usually identified
with Reynolds number, a dimensionless number
expressing the ratio of inertial to viscous forces. The
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Reynolds number for the flow through porous media is
defined as:

NRe ¼ rvd
m
: (3.7)

The concept of a constant Darcy permeability, sug-
gesting a linear relationship between flow rate and
potential gradient, is valid when Reynolds number
does not exceed some value between 1 and 10
(Fig. 3.2).

Empirical observations of the flow rate at higher
differential pressures confirmed that the relationship
between flow rate and potential gradient becomes

nonlinear at high velocity. Thus, consideration of
non-Darcy flow is of importance in hydraulic fractures
and near the wellbore.

In 1901, Philippe Forchheimer presented an empir-
ical equation that described the observed nonlinear
flow behavior. Forchheimer observed that the deviation
from linearity in Darcy’s law increased with flow rate.
When the fluid velocity increases, for example near
the drain inside hydraulic fractures, significant inertial
(non-Darcy) effect can occur. This induces an additional
pressure drop in the hydraulic fractures to maintain the
production rate. Forchheimer attributed the nonlinear
increase in pressure gradient to inertial losses in the

FIG. 3.1 Schematic view of Darcy’s experimental apparatus.

V

dh/dl

Re < (1∼10) Re > 100

TurbulentNonlinear laminarLinear laminar
Darcy’s law valid

FIG. 3.2 Validity range of Darcy’s law.
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porous medium, which are proportional to rv2. He
proposed a second proportionality constant b to
describe the increasing contribution to the pressure
drop caused by inertial losses. His equation assumes
that Darcy’s law is still valid, but that an additional pres-
sure drop must be included:

�dp
dx

¼ mv
k
þ brv2; (3.8)

where b is the non-Darcy coefficient and r the fluid den-
sity. The non-Darcy coefficient is usually determined by
the analysis of multirate pressure test results. However,
such data are not always available so that people have
to use correlations obtained from the literature.

Depending on lithology and parameters, there are
various theoretical and empirical correlations of the
non-Darcy flow in literature (Evans & Civan, 1994; Li
& Engler, 2001). Theoretical non-Darcy models can be
classified into two groups: parallel-type models and
serial-type models. Investigators use capillary models
to describe fluid flow through porous media. Scheideg-
ger (1958) and Bear (1988) summarized many re-
searchers’ work on capillary models. Parallel-type
models assume that a porous medium is made up of
a bundle of straight, parallel capillaries of uniform
diameter.

Ergun and Orning (1949) argued that the total en-
ergy loss for fluid flow through porous media comprises
two parts: viscous energy and kinetic energy. Based on
the parallel-type model, by combining the Poiseuille
equation and the equation similar to the one intro-
duced by Brillouin (1907) for capillary flow, Ergun
and Orning developed a theoretical equation to
describe the nonlinear laminar flow,

�dp
dx

¼ 2a0
ð1� fÞ2

f3 S2gvmv þ
b0

8
1� f

f3 Sgvrv2 (3.9)

where a
0
and b

0
are the correction factors, f is the

porosity, and Sgv is the specific surface defined as the
solid surface area divided by the solid volume. Based
on the same model, Irmay (1958) theoretically derived
Darcy and Forchheimer equations from the dynamic
Navier-Stokes equations. When the inertial term is not
zero, Irmay derived the following equation,

�dp
dx

¼ b00ð1� fÞ2m
f3D2

c
v þ a00ð1� fÞr

f3Dc
v2 (3.10)

where a
00
and b

00
are correction factors. Comparing Eqs.

(3.9) and (3.10) with the Forchheimer equation, we can
find an equation for the non-Darcy coefficient b as
follows,

b ¼ c

k0:5f1:5; (3.11)

where c is constant.
A drawback of the parallel models is that all the

pores are assumed to go from one face of the porous
media to the other. Scheidegger (1958) put forward a
serial model in which all the pore space is serially lined
up, so that each particle of fluid would have to enter at
one pinhole at one side of a porous medium, go
through very tortuous channels through all the pores,
and then emerge at only one pinhole at the other face
of the porous medium. This kind of model is called
serial-type model because capillaries of different pore
diameter are aligned in series. Assuming a model of
length x where there are n capillaries per unit area in
each dimensional direction of pore diameter d and
length s, Scheidegger (1958) derived an equation to
describe the non-Darcy flow,

dp
dx

¼ u
3cs2

f
m

0
B@Z N

dR

aðdÞdd
d6

1
CA�Z d2aðdÞdd

�2

þ u2
9c0s3

f2 r

0
@Z dR

0

aðdÞdd
d7

1
A�Z d2aðdÞdd

�3

;

(3.12)

where s is the tortuosity, dR the critical pore diameter
that separates non-Darcy region from Darcy region,
c ¼ 32, c

0 ¼ 1/2, and a(d) the differential pore size dis-
tribution function.

Comparing Eq. (3.12) with the Forchheimer equa-
tion, the non-Darcy coefficient b can be obtained as
follows,

b ¼ c00s
kf

; (3.13)

where c
00
is the constant related to pore size distribution.

Various researchers presented empirical correlations
for non-Darcy flow. Based on the theoretical equation
developed by Ergun and Orning (1949), Ergun
(1952) found an empirical equation by analyzing the
data from 640 experiments, which involved various-
sized spheres, sand, pulverized coke with several gases
such as CO2, nitrogen, methane, and hydrogen. Accord-
ing to Thauvin and Mohanty’s review (1998), the com-
parison of Ergun’s empirical flow equation with the
Forchheimer equation leads to

b ¼ ab�0:5�10�8k
��0:5

f�1:5; (3.14)

where a ¼ 1.75, b ¼ 150, k is expressed in Darcy and b

in 1/cm. Macdonald, Elsayed, Mow, and Dullien
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(1979) analyzed Eq. (3.9) for particles of different
roughness and found that b ¼ 180, in the meantime, a
ranged from 1.8 to 4.

Janicek and Katz (1955) proposed the equation to
predict the non-Darcy coefficient for natural porous me-
dia as shown:

b ¼ 1:82� 108k�1:25f�0:75; (3.15)

where k is expressed in md and b in 1/cm.
Cooke (1973) studied non-Darcy flow for brines,

reservoir oils, and gases in propped fractures and used
only permeability to predict the non-Darcy coefficient,

b ¼ bk�a; (3.16)

where a and b are constants determined by experiments
based on proppant type. Eq. (3.16) is simple and appli-
cable to different types of proppants.

By processing the data measured from unconsoli-
dated media and consolidated media, Geertsma
(1974) found that Eq. (3.11) was not applicable to
consolidated materials but to unconsolidated media.
After he analyzed the data obtained for unconsolidated
sandstones, consolidated sandstones, limestones, and
dolomites from his and other experiments (Cornell &
Katz, 1953; Green & Duwez, 1951), he obtained an
empirical correlation,

b ¼ 0:005

k0:5f5:5; (3.17)

where k is in cm2 and b in 1/cm.
Pascal and Quillian (1980) proposed a mathemat-

ical model to estimate the fracture length and the
non-Darcy coefficient. By using the model and the
data from variable rate tests from low permeability hy-
draulically fractured wells, they calculated the non-
Darcy coefficients. Based on their results, they proposed
an empirical correlation,

b ¼ 4:8� 1012

k1:176
; (3.18)

where k is in md and b in 1/m.
Jones (1987) carried out experiments on 355 sand-

stone and 29 limestone cores, which were in different
core types such as vuggy limestone, crystalline lime-
stone, and fine-grained sandstone. By analyzing the
data from experiments, he arrived at a correlation to es-
timate the non-Darcy coefficient,

b ¼ 6:15� 1010

k1:55
; (3.19)

where k is expressed in md and b in 1/ft.

Liu, Civan, and Evans (1995) plotted Eq. (3.17)
developed by Geertsma (1974) against the data ob-
tained, respectively, by Cornell and Katz (1953),
Geertsma (1974), Evans, Hudson, and Greenlee
(1987), and Whitney (1988). They found that
Eq. (3.17) is inaccurate. By considering the effect of
tortuosity of the porous medium on the non-Darcy
coefficient, they got a better regression fit correlation
than Eq. (3.17),

b ¼ 8:91� 108k�1f�1s; (3.20)

where k is expressed in md and b in 1/ft.
Thauvin and Mohanty (1998) developed a pore-

level network model to describe high-velocity flow.
They input pore size distributions and network coordi-
nation numbers into the model, and they obtained out-
puts such as permeability, non-Darcy coefficient,
tortuosity, and porosity. After analyzing all the data
they collected, they derived the correlation,

b ¼ 1:55� 104s3:35

k0:98f0:29 ; (3.21)

where k is expressed in Darcy and b in 1/cm.
While suspecting tortuosity may influence the non-

Darcy coefficient, by using two different methods to
process data from measurements on limestone and
sandstone samples, Coles and Hartman (1998) pro-
posed two equations to calculate the non-Darcy
coefficient,

b ¼ 1:07� 1012f0:449

k1:88
; (3.22)

and

b ¼ 2:49� 1011f0:537

k1:79
; (3.23)

where k is expressed in md and b in 1/ft. Comparing
Eqs. (3.22) and (3.23) with correlations developed by
other researchers, the exponents for porosity in Eqs.
(3.22) and (3.23) are positive instead of being negative
in other equations.

Cooper, Wang, and Mohanty (1999) conducted
non-Darcy flow studies in anisotropic porous media
with a microscopic model. They also included tortuos-
ity in predicting the non-Darcy coefficient,

b ¼ 10�3:25s1:943

k1:023
; (3.24)

where k is expressed in cm2 and b in 1/cm.
Li, Svec, Engler, and Grigg (2001) incorporated non-

Darcy effect into a reservoir simulator and simulated the
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non-Darcy flow experiments, where nitrogen was
injected at various flow rates, in several different direc-
tions, into a hockey puck-shaped wafer Berea sandstone
core sample with a 3-in diameter and a 3/8-in thickness.
Comparing differential pressures from simulations with
their counterparts from experiments, they found the
correlation of b for Berea sandstone,

b ¼ 11;500
kf

; (3.25)

where k is in Darcy and b in 1/cm.
The above equations for predicting the non-Darcy

coefficient are valid only for single-phase case. Several
researchers conducted non-Darcy flow experiments in
multiphase systems, and they obtained some empirical
equations to predict the non-Darcy coefficient. In addi-
tion to the one-phase correlation of Eq. (3.17),
Geertsma (1974) proposed a new b relationship in a
two-phase flow. He is the first researcher who addressed
non-Darcy flow in the multiphase system. He argued
that, in the two-phase system, the permeability in Eq.
(3.17) would be replaced by the gas effective perme-
ability at certain water saturation, whereas the porosity
would be replaced by the void fraction occupied by the
gas. Therefore, in the two-phase system, where the fluids
are immobile, the b correlation becomes

b ¼ 0:005

k0:5f5:5
1

ð1� SwrÞ5:5k0:5r

; (3.26)

where Swr is the residual water saturation (or called
immobile liquid saturation) and kr is the gas-relative
permeability. The units of kr and f in Eq. (3.26) are
the same as their counterparts in Eq. (3.17). Depending
on Eq. (3.26), the presence of the liquid phase increases
the non-Darcy coefficient. Wong (1970) also found that
b increases by eight times when fluid saturation in-
creases from 40% to 70%. Evans et al. (1987), Grigg
and Hwang (1998), and Coles and Hartman (1998)
presented consistent results that the non-Darcy coeffi-
cient increased with increased liquid saturation.

Based on experimental and analytic investigations,
Kutasov (1993) found that Eq. (3.27) could estimate
b for both with a mobile liquid saturation and with
an immobile liquid saturation.

b ¼ 1; 432:6

k0:5g ½fð1� SwÞ�1:5
; (3.27)

where kg is gas effective permeability expressed in Darcy,
b is in 1/cm, and Sw is water saturation.

Frederick and Graves (1994) obtained 407 data
points from their experiments, where permeability var-
ied from 0.00197 to 1230 md, and data obtained by
Cornell and Katz (1953), Geertsma (1974), and Evans,
Marconi, and Tarazona (1986). By using two different
regression methods to analyze the data and considering
the water saturation effect, Frederick and Graves devel-
oped two empirical correlations:

b ¼ 2:11� 1010

k1:55g ½fð1� SwÞ�; (3.28)

and

b ¼ 1

½fð1� SwÞ�2
e
45�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
407þ81 ln

kg
fð1�Sw Þ

q
; (3.29)

where kg is expressed in md and b is in 1/ft. Although
Eqs. (3.28) and (3.29) were achieved from systems
with immobile liquid saturation, Frederick and Graves
found the two equations can be used in systems with
mobile liquid saturation.

Coles and Hartman (1998) conducted non-Darcy
experiments with nitrogen and paraffin. They found
that b increased with paraffin saturation. When the
paraffin saturation was less than 20%, they found that
Eq. (3.30) fitted their measurements.

b ¼ bdrye
6:265Sp ; (3.30)

where bdry is the one phase non-Darcy coefficient and Sp
is the paraffin saturation.

GAS ADSORPTION
The gas storage mechanisms in shale formations are
entirely different from those in conventional gas reser-
voirs. Natural gas is stored both as an adsorbed phase
on the shale matrix and organic materials and as con-
ventional free gas in the porous space. Compared with
conventional gas reservoirs, shale gas reservoirs may
store a considerable amount of gas as an adsorbed
phase (Mengal & Wattenbarger, 2011; Yu & Sepehr-
noori, 2014). For instance, in the shale formations of
the Appalachian, Michigan, and Illinois basins, several
thousand trillion cubic feet of gas is estimated to be
contained. Experimental measurements have also indi-
cated that more than 50% of the total gas storage in the
Devonian shales may exist as an adsorbed phase (Lu, Li,
& Watson, 1995a).

Gas desorption may be a major gas production
mechanism and can be an essential factor for ultimate
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gas recovery. Neglecting the gas desorption effect might
lead to underestimating gas potential, especially in
shale formations with higher total organic content
(TOC). The unprecedented growth of shale reservoirs
has brought focus to the investigation of potential con-
tributions of adsorbed gas to the estimated ultimate re-
covery (EUR) for short-term and long-term periods of
production. Some studies have suggested that gas
desorption may contribute additional gas production
for EUR in shale gas reservoirs (Yu and Sepehrnoori,
2014). Cipolla, Lolon, Erdle, and Rubin (2010) re-
ported that gas desorption might constitute 5%e15%
of the total gas production in the 30-year period for
both Barnett Shale and Marcellus Shale. However, the
impact of gas desorption is primarily observable during
the later time of well production, depending on reser-
voir permeability, flowing bottom hole pressure, and
fracture spacing. Thompson, Mangha, and Anderson
(2011) observed that gas desorption contributes to
17% increase in the EUR with respect to a 30-year fore-
casting result in a Marcellus Shale well completed with
12 stages of hydraulic fracturing, located in Northeast
Pennsylvania. Mengal and Wattenbarger (2011) pre-
sented that gas desorption can result in approximately
30% increase in original gas in place (OGIP) estimates
and 17% decrease in recovery factor estimates for Bar-
nett Shale and concluded that it is impossible to obtain

accurate estimations and forecasting if the gas desorp-
tion is ignored.

To simulate gas production in shale gas reservoirs, an
accurate model of gas adsorption is very important. Ac-
cording to the standard classification system of the In-
ternational Union of Pure and Applied Chemistry
(IUPAC) (Sing, 1982), there are six different types of
adsorption, as shown in Fig. 3.3 (Donohue & Arano-
vich, 1998). The shape of the adsorption isotherm is
closely related to the properties of adsorbate and solid
adsorbent, and on the pore-space geometry (Silin &
Kneafsey, 2012).

The majority of adsorption isotherms may be group-
ed into the six types as shown in Fig. 3.3, and a detailed
description of these isotherms was presented by Sing
(1982). In most cases, the isotherm reduces to a linear
form at sufficiently low surface coverage, which is often
referred to as Henry’s law region. Henry’s adsorption
isotherm presents that the amount of the adsorbate is
proportional to the partial pressure. The Type I isotherm
is concave to the relative pressure axis and amount of
adsorbate approaches limiting constant value. Type I
isotherms are given by microporous solids having rela-
tively small external surfaces (e.g., activated carbons,
molecular sieve zeolites, and certain porous oxides),
the limiting uptake being governed by the accessible
micropore volume rather than by the internal surface
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FIG. 3.3 The IUPAC classification of adsorption types. (Credit: Donohue, M. D., & Aranovich, G. L. (1998).
Classification of Gibbs adsorption isotherms. Advances in Colloid and Interface Science, 76, 137e152.
https://doi.org/10.1016/S0001-8686(98)00044-X.)
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area. The Type II isotherm is the normal form of
isotherm obtained with a nonporous or macroporous
adsorbent. The Type II isotherm represents unrestricted
monolayer-multilayer adsorption. The beginning of the
almost linear middle section of the isotherm is often
taken to indicate the stage at which monolayer coverage
is complete and multilayer adsorption about to begin.
The Type III isotherm is convex to the relative pressure
axis over its entire range. Isotherms of this type are
not common; the best-known examples are found
with water vapor adsorption on pure nonporous car-
bons. Characteristic features of the Type IV isotherm
are its hysteresis loop, which is associated with capillary
condensation taking place in mesopores, and the
limiting uptake over a range of high pressure. The initial
part of the Type IV isotherm is attributed to monolayer-
multilayer adsorption because it follows the same path
as the corresponding part of a Type II isotherm obtained
with the given adsorptive on the same surface area of
the adsorbent in a nonporous form. Many mesoporous
industrial adsorbents give type IV isotherms. The Type V
isotherm is uncommon; it is related to the Type III
isotherm in that the adsorbent-adsorbate interaction is
weak but is obtained with certain porous adsorbents.
The Type VI isotherm represents stepwise multilayer
adsorption on a uniform nonporous surface. The step-
height represents the monolayer capacity for each
adsorbed layer and, in the simplest case, remains nearly
constant for two or three adsorbed layers.

In 1918, Irving Langmuir derived a scientific-based
adsorption isotherm. The model applies to gases
adsorbed on solid surfaces (Langmuir, 1918). The Lang-
muir adsorption model, which represents Type I of
adsorption classification, explains adsorption by
assuming an adsorbate behaves as an ideal gas at
isothermal conditions. It is also assumed that there is
only a single layer of molecules covering the solid sur-
face, as shown in Fig. 3.4A. It is a semiempirical
isotherm with a kinetic basis and was derived based
on statistic thermodynamics. The general form of Lang-
muir isotherm is presented as follows:

V ¼ VLp
pL þ p

; (3.31)

where V is the adsorbed gas volume at pressure p, VL the
Langmuir volume, which is maximum volume of
adsorption at the infinite pressure, and pL the Langmuir
pressure, which is the pressure corresponding to one-
half Langmuir volume presented in Fig. 3.5. Inherent
within this model, the several assumptions are consid-
ered specifically for the simplest case. All of the adsorp-
tion sites are equivalent, and each site can only
accommodate onemolecule. The surface is energetically
homogeneous, and adsorbed molecules do not interact.
Adsorbed gas is immobile. At the maximum adsorp-
tion, only a monolayer is formed. Adsorption only oc-
curs on localized sites on the surface, not with other
adsorbates. In reality, these assumptions are rarely

FIG. 3.4 The schematic plots of (A) monolayer and (B) multilayer gas adsorption. (Credit: Yu, W.,
Sepehrnoori, K., & Wiktor Patzek, T. (2014). Evaluation of gas adsorption in Marcellus shale. Paper
presented at the SPE annual technical conference and exhibition, Amsterdam, The Netherlands. https://doi.org/
10.2118/170801-MS.)
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true. Surfaces are always heterogeneous, and adsorbed
molecules are not necessarily immobile. In addition,
frequently more molecules will adsorb to the mono-
layer. Nevertheless, the Langmuir isotherm is the first
choice for most models of adsorption and has many ap-
plications in most shale reservoir cases.

In 1938, Stephen Brunauer, Paul Hugh Emmett, and
Edward Teller published the article about the BET the-
ory to explain the physical multilayer adsorption of
gas molecules on the solid surface as shown in
Fig. 3.4B. The concept of the BET isotherm model is
an extension of the Langmuir model, which is a model
for monolayer adsorption to multilayer adsorption. In
BET theory, gas molecules physically adsorb on a solid
in layers infinitely, and the concept of Langmuir theory
can be applied to each layer. The expression of BET
isotherm is shown as follows:

V ¼ VmCp

ðpo � pÞ
�
1þ ðC� 1Þp

po

�; (3.32)

where Vm is the maximum adsorption gas volume when
the entire adsorbent surface is being covered with a
complete monomolecular layer, C a constant related
to the net heat of adsorption, and po the saturation pres-
sure of the gas. C is defined as below:

C ¼ exp
�
E1 � EL

RT

�
; (3.33)

where E1 is the heat of adsorption for the first layer, EL
the heat of adsorption for the second and higher layers
and is equal to the heat of liquefaction, R the gas con-
stant, and T the temperature. The assumptions in the
BET theory include homogeneous surface, no lateral
interaction between molecules, and the uppermost
layer is in equilibrium with the gas phase. A more
convenient form of the BET adsorption isotherm equa-
tion is as follows:

p
Vðpo � pÞ ¼

1
VmC

þ C� 1
VmC

p
po

(3.34)
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FIG. 3.5 Typical Langmuir isotherm curve.
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A plot of p
Vðpo�pÞ against

p
po
should give a straight line

with an intercept of 1
VmC

and slope of C�1
VmC

.

The standard BET isotherm assumes that the number
of adsorption layers is infinite. In the case of n adsorp-
tion layers in some finite number, then a general form
of BET isotherm is given below:

VðpÞ ¼
VmC

p
po

1� p
po

2
641� ðnþ 1Þ

�
p
po

�n

þ n

�
p
po

�nþ1

1þ ðC� 1Þ p
po

� C

�
p
po

�nþ1

3
75; (3.35)

where n is the maximum number of adsorption layers.
When n ¼ 1, Eq. (3.35) will be reduced to the Langmuir
isotherm, Eq. (3.31). When n ¼N, Eq. (3.35) will be
reduced to Eq. (3.32). According to Yu, Sepehrnoori,
and Patzek (2016), at high reservoir pressures, natural
gas adsorbed on the organic carbon surfaces forms
multimolecular layers. They observed that the gas
desorption in some areas of the Marcellus Shale follows
the BET isotherm on the basis of laboratory experi-
ments. In other words, the Langmuir isotherm may
not be a good approximation for the amount of gas
adsorbed on shale reservoir, and the BET isotherm
should be a better choice.

In an effort to improve understanding of adsorption
in shale reservoirs, numerous adsorption experiments
were carried out on shale rocks (Heller & Zoback,
2014; Lu, Li, & Watson, 1995b; Ross & Bustin, 2007;
Nuttall et al., 2005; Vermylen, 2011). They measured
the surface uptake of an adsorbate depending on
various pressures at a constant temperature to quantify
the adsorptive potential of a material, defining an
adsorption isotherm. The magnitude and shape of the
adsorption isotherm give a better understanding of
pore structure and surface properties of the material.
Procedures for measuring adsorption are well estab-
lished and can generally fall into the category of either
mass-based or volumetric-based methods (Heller &
Zoback, 2014). Mass-based methods, which are
commonly used in material science, directly measure
the change of sample mass associated with adsorption.
The advantage of mass-based methods is a very high de-
gree of accuracy, with the trade-off being the need to use
tiny sample sizes. In the oil and gas industry, volumetric
method, which allows us to use much larger sample vol-
umes, has been generally used. Volumetric method is
similar to porosity measurement based on Boyle’s
law. Void volume measurements were performed with
both adsorbing and nonadsorbing gas to calculate the
amount of adsorption.

Heller and Zoback (2014) measured CH4 and CO2
adsorption isotherms on samples from Barnett, Eagle
Ford, Marcellus, and Montney reservoirs (Fig. 3.6). In
Fig. 3.6, all data were fit to Langmuir isotherms. Espe-
cially, CO2 presents a greater capacity for adsorption
compared with CH4. In this experiment, CO2 adsorbed
two times greater in Barnett and Marcellus samples, and
three times greater in the Eagle Ford samples. Several
research reports have shown that the affinity of CO2
adsorption to the shale reservoir is greater than that of
CH4 under subsurface conditions, depending on the
thermal maturity of the organic materials (Busch
et al., 2008; Kim, Cho, & Lee, 2017; Shi & Durucan,
2008). Consequently, interest in CO2 injection for
CO2 storage and enhanced gas recovery (EGR) in shale
reservoirs has grown recently. CO2 injection in shale
reservoirs will be described in detail in Chapter 5.
Although most literature as well as Heller and Zoback
(2014) argue that the monolayer Langmuir isotherm
describes adsorption behavior in shale reservoirs, Yu
et al. (2016) presented that measurements of methane
adsorption deviate from the Langmuir isotherm. In
four Marcellus Shale core samples, adsorption iso-
therms obey not the Langmuir theory but the BET the-
ory as shown in Fig. 3.7. In these experiments, data
correspond with Langmuir adsorption at low pressures.
However, at high reservoir pressures, all data deviate
from Langmuir isotherms and fit better with BET iso-
therms. Most previous researches performed adsorption
experiments at low pressure so that behavior of adsorp-
tion at high pressure should be analyzed in detail. In
addition, according to Vermylen (2011), CO2 adsorp-
tion also obeys BET isotherm.

Recently, the effects of adsorption on shale perme-
ability have been studied by several researchers.
Measuring permeability of shale samples, Sinha et al.
(2013) and Cao et al. (2016) found that gas adsorption
affects the permeability of shale. Although the effect of
adsorption on permeability has not been thoroughly
understood for shale, there are a few studies on adsorp-
tion effects for coal. Palmer and Mansoori (1998)
presented a theoretical model for calculating pore
volume compressibility and permeability in coals as a
function of pressure and matrix shrinkage. They
introduced porosity and permeability multipliers as
follows:

f

fi
¼ 1þ cf

fi
ðp� piÞ þ εl

fi

�
1� K

M

��
pi

pi þ pL
� p
pþ pL

�
; (3.36)

k
ki

¼
�
f

fi

�n

; (3.37)
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where

K
M

¼ 1
3

�
1þ n

1� n

�
; (3.38)

cf is the pore volume compressibility, εl the strain at
infinite pressure, K the bulk modulus, and M the axial
modulus. The third term of Eq. (3.36) indicates strain

change depending on adsorption effects. To couple
the effects of adsorption and stress change on perme-
ability, the term was combined with Eq. (3.31) as
shown below (Kim, 2018):

k ¼ ki
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��b
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�
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(3.39)
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FIG. 3.6 Methane and carbon dioxide adsorption isotherms on samples from the Barnett, Marcellus, Eagle
Ford and Montney shale reservoirs. (Credit: Reproduced from Heller, R., & Zoback, M. (2014). Adsorption of
methane and carbon dioxide on gas shale and pure mineral samples. Journal of Unconventional Oil and Gas
Resources, 8, 14e24. https://doi.org/10.1016/j.juogr.2014.06.001.)
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Kim (2018) matched Eq. (3.39) with experimental
data of Guo, Hu, Zhang, Yu, and Wang (2017). Guo
et al. (2017) performed adsorption and permeability
measurement of shale cores in reservoir condition. They
eliminated the influence of stress sensitivity on shale
permeability measurement to focus on effects of

adsorption to shale permeability. Fig. 3.8 showsmeasured
CH4 adsorption and permeability data and fitting results
with Langmuir isotherm and Eq. (3.39) in shale cores.
Table 3.1 shows the input value for permeability fitting.

Based on Eq. (3.39), which considered strain change
depending on Langmuir isotherm, Kim (2018)

(A)

(C)

(B)

(D)

FIG. 3.7 Comparison of fitting results with the Langmuir and BET isotherms on Sample 1e4. (Credit:
Reproduced from Yu, W., Sepehrnoori K., & Patzek, T. W. (2016). Modeling gas adsorption in Marcellus
shale with Langmuir and BET isotherms. SPE Journal, 21(2), 589e600. https://doi.org/10.2118/170801-Pa.)
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FIG. 3.8 Measured CH4 adsorption and permeability data and fitting results with Langmuir isotherm and
permeability correlation in shale cores.
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extended strain-dependent permeability correlation
combining with BET isotherm (Eq. 3.35) as follows:

k ¼ ki
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(3.40)

Permeability change resulting from stress change
and adsorption effects can be calculated by Eqs.
(3.39) and (3.40).

NANO SCALE FLOW
Shale reservoirs present various unconventional fea-
tures and considerations, in particularly on nanoscale
of flow. Nanoscale flow of hydrocarbons through
porous media involves various distinct transport mech-
anisms (Freeman, Moridis, & Blasingame, 2011). The
flow of gases through microporous zeolites (Hassan &
Douglas Way, 1996) and other nanoporous materials
(Tzoulaki et al. 2009) were studied. Many of the in-
sights obtained from works on micro- and nanoscale
transport are applicable to transport through shale. Un-
like conventional reservoirs, the migration of shale gas
is strongly influenced by pore size and properties of
porous media. Therefore, the conventional continuum
flow equation, Darcy equation, is no longer applicable
for describing complex gas transport mechanisms in

nanopores of shale reservoirs. Various flowmechanisms
in shale reservoirs have been studied recently (Akkutlu,
Efendiev, & Savatorova, 2015; Civan, 2010; Fathi, Tinni,
& Akkutlu, 2012; Javadpour, 2009; Javadpour, Fisher, &
Unsworth, 2007; Moghanloo et al., 2015; Sheng et al.,
2015; Sheng, Javadpour, & Su, 2018; Wu, Li, Wang,
Chen, & Yu, 2015; Zheng, Yuan, Rouzbeh, & Moghan-
loo, 2017). Among potential transport mechanisms in
shale reservoirs, which differ from those in conven-
tional reservoirs, slippage and Knudsen diffusion,
which are essential in the shale gas flow, will be intro-
duced in this section.

The pores in shale reservoirs are in the range of
1e100 nm so that the size of gas molecules contained
in the pores (w0.5 nm) is comparable with pore size.
Under certain pressure and temperature conditions,
the distance between hydrocarbon molecules (mean
free path) exceeds the size of the pores. In such circum-
stances, the gas molecules might move singly through
the pores, and the flow behavior in nanopores deviates
from the concept of continuum and bulk flow
(Fig. 3.9). To describe these flow behaviors in nanoscale
pores of shale reservoirs, several scholars have intro-
duced the concept of apparent permeability.

Javadpour (2009) first introduced an apparent
permeability model that couples convective flow and
Knudsen diffusion in nanopores by comparing formu-
lation for gas flow with the Darcy equation. On the ba-
sis of the Javadpour model, many scholars have
developed numerous shale models that can depict com-
plex gas transport mechanisms by apparent perme-
ability. In these days, there are representative types of
apparent permeability models for shale gas reservoirs
(Sheng et al., 2018): Javadpour models are based on
the pore radius of porous media (Akkutlu et al., 2015;
Akkutlu & Fathi, 2012; Azom & Javadpour, 2012; Dar-
abi, Ettehad, Javadpour, & Sepehrnoori, 2012; Javad-
pour, 2009; Javadpour et al., 2007; Sheng et al., 2018,
2015; Singh & Javadpour, 2016; Wasaki & Akkutlu,
2015; Zhang et al., 2015), and Civan models are based
on Knudsen number (Civan, Devegowda, & Sigal, 2013;
Civan, Rai, & Sondergeld, 2011; Islam & Patzek, 2014;
Song et al., 2016; Wang et al., 2017; Wu et al., 2015;
Yuan, Wood, & Yu, 2015). Javadpour models charac-
terize intrinsic permeability, Knudsen diffusion coeffi-
cient, and slip factor using pore size and propose
coupled flow equations considering viscous flow, slip-
page effect, Knudsen diffusion, and surface diffusion.
Civan models apply the Beskok and Karniadakis model
(1999) to describe gas migration in porous media and
use the Knudsen number in models to couple viscous
flow and Knudsen diffusion. In the following section,

TABLE 3.1
Fitting Values for Langmuir Adsorption and
Permeability Correlation in Shale Cores

Fitting Parameters Core A Core B

Langmuir pressure 201 174

Langmuir volume 54 49

Strain at infinite pressure 0.04 0.03

Ratio of bulk to axial modulus 0.5 0.5
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detailed characteristics of flow mechanisms in shale
reservoir will be described.

Knudsen number, Kn, is the ratio of the mean free
path, l, to pore diameter, d, and can be used to identify
different flow regimes in the porous media as given
below:

Kn ¼ l

d
; (3.41)

where

l ¼ kBTffiffiffi
2

p
pd2p

; (3.42)

in which kB is the Boltzmann constant
(1.3806488 � 10�23 J/K), and d is the collision diam-
eter of the gas molecule. According to several studies
(Rathakrishnan, 2004; Rezaee, 2015; Roy, Raju,
Chuang, Cruden, & Meyyappan, 2003), gas transport
can be divided into different flow patterns by Knudsen
number. In each flow regime, gas transport follows
different flow equations. For Kn < 10�3, the gas trans-
port in pores is continuous flow without slippage effect.
In this flow regime, gas can be considered as a contin-
uous medium and gas flow conforms to Darcy equa-
tion. For 10�3 < Kn < 10�1, the gas transport in pores

is continuous flow with slippage effect. In this flow
regime, gas still can be considered as a continuous me-
dium so that gas flow meets Darcy’s law. In addition,
gas flow along the pore wall is not zero, and slippage ef-
fect exists so that gas flow reaches the Klinkenberg’s
equation. Therefore, the gas flow in the regime is influ-
enced by both Darcy and slippage effect. For
10�1 < Kn < 10, the gas transport in pores is transi-
tional flow. In this regime, l and d are in the same order
of magnitude, and the influence of collisions between
gas molecules on gas flow is as important as collisions
between gas molecules and pore wall. Because the
assumption of the continuum flow is no longer valid,
gas transport in this regime is the combination of the
Knudsen diffusion and slip flow. For Kn > 10, the gas
transport in pores is free-molecule flow. In this flow
regime, collisions between gas molecules are no longer
critical, collisions between gas molecules and the pore
wall become the main affecting factor, and gas transport
in this regime only meets the Knudsen diffusion.
Fig. 3.10 shows the summary of various flow regimes
and control equations depending on Knudsen number.

When Kn is in the range of 0.001 and 0.1, the colli-
sion between the gas molecule and the internal surface
wall cannot be ignored, and the slippage effect is not

Kerogen

Nanopore

Nanopore

Viscous flow
Surface diffusion

Knudsen diffusion
Viscous flow Knudsen diffusionRemaining gas

Inorganic matrix
Inorganic matrix

(A) (B)

FIG. 3.9 Shale gas flow in nanoscale pores of organic and inorganic materials. (Credit: Sheng, G., Javadpour,
F., & Su, Y. (2018). Effect of microscale compressibility on apparent porosity and permeability in shale gas
reservoirs. International Journal of Heat and Mass Transfer, 120, 56e65. https://doi.org/10.1016/j.
ijheatmasstransfer.2017.12.014.)
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negligible. Therefore, apparent gas permeability is
higher than that measured by liquid. Klinkenberg
(1941) showed experimentally that a linear relation-
ship exists between Darcy permeability and the recip-
rocal of mean pressure in the system as shown:

kg ¼ kD

 
1þ b

pavg

!
; (3.43)

where kg is the gas permeability at mean pressure, pavg,
kD the Darcy permeability or liquid permeability, and
b the Klinkenberg parameters. The experimental param-
eters b and kD are the slope and intercept of the fitted
line through the kg versus 1

pavg
data (Fig. 3.11).

Javadpour (2009) presented a model including the
Knudsen diffusion and the slip flow, which are signifi-
cant mechanisms contributing to the gas flow in a sin-
gle, straight, cylindrical nanotube. Javadpour (2009)
indicated that total mass flux of a gas through a nano-
pore is the result of a combination of Knudsen diffusion
and pressure forces, as follows:

J ¼ Ja þ JD; (3.44)

where J is the total mass flux, Ja the advective mass flux
due to pressure forces, and JD the Knudsen diffusive
mass flux. Advective mass flux Ja for an ideal gas in
laminar flow in a circular tube can be derived from
Hagen-Poiseuille’s equation (Bird, Stewart, & Lightfoot,
2007). Javadpour (2009) presented the advective mass
flux equation considering the length of the pore as
shown below:

Ja ¼ � r2

8m

ravg

L
Dp: (3.45)

For nanoscale pores, the no-slip boundary condition
is invalid (Brown, Dinardo, Cheng, & Sherwood, 1946;
Hadjiconstantinou, 2006; Hornyak, Tibbals, Dutta, &
Moore, 2008; Javadpour et al., 2007; Karniadakis,
Beskok, & Aluru, 2005). Slip velocity on the surface of

a nanopore eases the gas flow. Brown et al. (1946)
introduced a theoretical dimensionless coefficient F to
correct for slip velocity in tubes as follows:

F ¼ 1þ
�
8pRT
M

�0:5
m

pavgr

�
2
a
� 1
�
; (3.46)

where a is the tangential momentum accommodation
coefficient or the part of gas molecules reflected
diffusely from the tube wall relative to specular reflec-
tion (Maxwell, 1995). The value of a varies theoretically
in a range from 0 to 1, depending on wall surface
smoothness, gas type, temperature, and pressure. Exper-
imental measurements are needed to determine a for
specific mudrock systems. Eq. (3.46) shows that smaller
pores result in higher values for the multiplier F. Lower
pressures also result in higher F.

Roy et al. (2003) showed that Knudsen diffusion in
nanopores could be written in the form of the pressure
gradient. Experimental steady-state data demonstrate
that the relationship between flow rate and pressure
drop is linear. Gasmass flux by diffusion with negligible
viscous effects in a nanopore is described as follows
(Javadpour, 2009; Roy et al., 2003):

JD ¼ MDK

103RT
Vp; (3.47)

where M is molar mass, DK the Knudsen diffusion con-
stant, R the gas constant (¼ 8.314 J/mol/K), and T the
absolute temperature in Kelvin. The Knudsen diffusion
constant, DK, is defined as (Javadpour et al., 2007):

DK ¼ 2r
3

�
8RT
pM

�0:5

; (3.48)

From Eqs. (3.44e3.48), the total mass flux through a
nanopore considering a combination of slip flow and
Knudsen diffusion is calculated shown below:

J ¼ �
"

2rM
3� 103RT

�
8RT
pM

�0:5

þ F
r2ravg
8m

#
ðp2 � p1Þ

L
; (3.49)

FIG. 3.10 Various flow regimes and control equations depending on Knudsen number.
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According to Javadpour (2009), Eq. (3.49) shows a
reasonable match with experimental data for homoge-
neous porous media consisting of relatively cylindrical
and straight nanopores from Roy et al. (2003).

Volumetric flux based on the Darcy equation for
compressible gases used for conventional systems and
volumetric flux for nanopores from Eq. (3.49) is calcu-
lated as follows:

q
A
¼ �kD

m

ðp2 � p1Þ
L

; (3.50)

q
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"
2rM

3� 103RTravg

�
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�0:5

þ F
r2

8m

#
ðp2 � p1Þ

L
: (3.51)

By increasing the pore size or increasing pressure, Eq.
(3.51) can be simplified to Darcy equation. Comparing
Eqs. (3.50) and (3.51), apparent permeability, kapp for
the gas flow in mudrock systems is obtained as:

kapp ¼ 2rm
3� 103pavg

�
8RT
pM

�0:5

þ r2

8

"
1þ

�
8pRT
M

�0:5
m

pavgr

�
2
a
� 1
�#

:

(3.52)

According to Eq. (3.52), permeability in the nano-
pore system is depends not only on rock properties
but also on flowing gas properties at specified pressure
and temperature. In this equation, Knudsen diffusion,
which is negligible for conventional systems, plays an
essential role in fine-grained mudrocks.

Based on the results of Javadpour (2009), various
modifications of apparent permeability were presented.
Because the model of Javadpour (2009) is strictly valid
only for the ideal gas condition, Azom and Javadpour
(2012) showed modified apparent permeability for a
real gas flowing in a porous medium given below:

kapp ¼ 2rmcg
3� 103

�
8ZRT
pM

�0:5

þ r2

8

"
1þ

�
8pRT
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�0:5
m

pavgr

�
2
a
� 1
�#

;

(3.53)

where cg is gas compressibility and Z is compressibility
factor. In Eqs. (3.52) and (3.28), the real gas becomes
ideal gas because of the gas compressibility cg ¼ 1

pavg
and the compressibility factor Z ¼ 1 for an ideal gas.

Darabi et al. (2012) applied several modifications to
upscale Javadpour (2009) model from a single straight
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FIG. 3.11 The Klinkenberg effect in gas permeability measurements.
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cylindrical nanotube to ultratight natural porous me-
dia, characterized by a network of interconnected
tortuous micropores and nanopores. In the Knudsen
diffusion term, the porosity/tortuosity factor, fs, is intro-
duced to model Knudsen flow through porous media
(Javadpour et al., 2007). In addition, the fractal dimen-
sion of the pore surface, Df, is included to consider the
effect of pore-surface roughness on the Knudsen diffu-
sion coefficient (Coppens, 1999; Coppens & Dammers,
2006). Surface roughness is one example of local het-
erogeneity. Increasing surface roughness leads to an in-
crease in residence time of molecules in porous media
and a decrease in Knudsen diffusivity. Df is a quantita-
tive measure of surface roughness that varies between
2 and 3, representing a smooth surface and a space-
filling surface, respectively (Coppens & Dammers,
2006). The final form of apparent permeability model
of Darabi et al. (2012) is

kapp ¼ mf

spavg
ðdrÞDf�2Dk þ

r2

8

"
1þ

�
8pRT
M

�0:5
m

pavgr

�
2
a
� 1
�#

;

(3.54)

where d
0
is the ratio of normalized molecular size, dm, to

local average pore diameter, dp.
In the models above, the value of the tangential mo-

mentum accommodation coefficient is used. Tangential
momentum accommodation coefficient is one empir-
ical parameter that is necessary to account for slip
flow of the gas molecule at the pore wall. The most sig-
nificant limitation in these models is the estimation of
the tangential momentum accommodation coefficient,
which requires expensive experiments or molecular dy-
namic simulations (Agrawal & Prabhu, 2008).

Although the determination of tangential mo-
mentum accommodation coefficient in simplified con-
ventional systems has been studied extensively using
experimental and numerical approaches, tangential
momentum accommodation coefficient data are un-
available for shale reservoirs due to the diversity of
organic materials and mineral types, as well as different
gas components. Hence, Singh, Javadpour, Ettehadta-
vakkol, and Darabi (2014) presented a model that re-
quires no empirical coefficients, named as
nonempirical apparent permeability (NAP), to reliably
predict apparent permeability in shale reservoirs. Singh
et al. (2014) derived apparent permeability on the basis
of fundamental flow equations for shale gas systems.
From the total mass flow, which is a superposition of

advection and molecular spatial diffusion (Veltzke &
Thoming, 2012), Darcy’s law can be converted to ex-
pressions for apparent permeability of slits or tubes:

ðkappÞslit ¼
fmh
3s

 
hslitZ
4m

8
ppavgM

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2MRT

p

r !
(3.55)

ðkappÞtube ¼
2fmd
ps

 
pdtubeZ
64m

1
3pavgM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pMRT

p !
(3.56)

where hslit is the height of the rectangular slit and dtube
the diameter of the tube. The two pore geometries
considered in the NAP model are cylindrical tube and
rectangular channel (slit). When porous media are
composed of other shapes, the permeability of the me-
dia will be somewhere between what it would be if it
were composed of tubes and what it would be if it
were composed of slits. Therefore, the two shapes
considered in the NAP model may reliably capture the
average effect of different pore shapes in porous media
because capturing the exact shape of each pore might be
impractical and daunting. The permeability of each
shape type contributes to the effective permeability of
the reservoir. The effective permeability is the statistic
sum of the individual permeability from each shape
type (Fenton, 1960) as given below:

lnðkappÞeff ¼
x

100
lnðkappÞslit þ

100� x
100

lnðkappÞtube (3.57)

ðkappÞeff ¼
h	

k
x

100
app



slit

	
k
100�x
100
app



tube

i
(3.58)

where keff is effective permeability after including
the effect of sorption. Although there are some observed
values of pure gases and solid materials in literature,
finding them for the shale system is not straightforward.
Hence, a method that does not need the empirical value
is attractive.

Singh and Javadpour (2016) proposed another
apparent permeability model of shale micro/nanopores
considering the Langmuir slip condition (Myong, 2001,
2004), which accounts for gas transport due to viscous
flow, slip flow, Knudsen diffusion, and sorption. They
called this permeability model as Langmuir slip perme-
ability (LSP), and it is valid under slip flow and transi-
tion flow regimes. Langmuir slip condition considers
the gas-surface molecular interaction, and it originates
from the theory of surface chemistry (Adamson &
Gast, 1997). Singh and Javadpour (2016) suggested
several novelties of LSP model compared with previous
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literature. LSP model compensates shortcoming of
Maxwell slip condition. In Maxwell slip condition, the
value of tangential momentum accommodation coeffi-
cient, which is difficult to obtain in shale rock, should
be estimated, and accurate estimation of velocity
gradient is not readily available. In addition, Maxwell
slip condition cannot explain the difference between
the type of gas and surface molecules. Langmuir adsorp-
tion data in LSP model, which are easily measured
compared with tangential momentum accommodation
coefficient, are used to determine slip coefficient for gas
flow. LSP model includes the higher-order slip effects
on gas flow. Singh and Javadpour (2016) presented
Fig. 3.12, which compares results of the LSP, NAP,
apparent permeability function (APF), Klinkenberg,
Darcy flow, and Knudsen diffusion models.

Langmuir slip model is based on the theory of
adsorption, which determines the amount of adsorbed
gas as a function of pressure and temperature. Hence,
the Langmuir slip model is derived using Langmuir
adsorption isotherm (1918). The analytic solution for
the flow from the Langmuir slip model is obtained us-
ing the approach adopted by Arkilic (1997), which is
through the momentum equation. Average flow veloc-
ity inside a slit is acquired by the dimensionless velocity
from the Langmuir slip model (Myong, 2004). The

average flow velocity is then used in Darcy’s law to
obtain an apparent permeability as follows:

kapp ¼ �f

s
h2

4d
dP
dX

 
2
3
þ 1ffiffiffiffiffiffi

bP
p

!
; (3.59)

where
d ¼ �

�
dP
dX

�
X¼1

 
2þ 3ffiffiffi

b
p
!
; (3.60)

P ¼ p� pmin

pmax � pmin
; (3.61)

where X is a dimensionless length and b ¼ bp is a
dimensionless Langmuir adsorption constant.�

dP
dX

�
X¼1

represents the x derivative of the pressure pro-

file at the exit condition or pore outlet.
Civan (2010) developed the apparent permeability

model using slip flow assumption, represented by simpli-
fied second-order slip model. They improved a unified
Hagen-Poiseuille-type equation from Beskok and Karnia-
dakis (1999) covering the fundamental flow regimes in
tight porous media. The empirical correlation of the
available data of the dimensionless rarefaction coefficient
from Beskok and Karniadakis (1999) is a mathematically
complicated trigonometric function. Civan (2010) pre-
sented a simple inverse-power-law function, which
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shows much definite correlation with the same data. In
addition, they derived apparent permeability model
considering several issues such as number and tortuosity
of the preferential flow paths in tight porous media. A
unified Hagen-Poiseuille-type equation for volumetric
gas flow through a single pipe is given below (Beskok
& Karniadakis, 1999):

qh ¼ f ðKnÞpr
4

8m
Dp
Lh

; (3.62)

where

f ðKnÞ ¼ ð1þ aKnÞ
�
1þ 4Kn

1� bKn

�
; (3.63)

where Lh is the hydraulic length or the length of the
tortuous flow paths, a the dimensionless rarefaction co-
efficient, which varies in the range of 0 < a < ao over
0 � Kn <N, and b the slip coefficient. The empirical
correlation of dimensionless rarefaction coefficient a

provided by Beskok and Karniadakis (1999) is given by:

a ¼ ao
2
p
tan�1�a1Ka2

n

�
: (3.64)

Because of a mathematically complicated form of
above equation, Beskok and Karniadakis (1999) pro-
vided a simple inverse power law expression as given
below:

ao

a
� 1 ¼ A

KB
n
; (3.65)

where A and B are empirical fitting constants. It is
demonstrated that simple correlation offers a much
more accurate and practical. Civan (2010) derived the
volumetric gas flow through a bundle of tortuous flow
paths from the unified Hagen-Poiseuille-type equation
for flow through a single pipe shown as:

q ¼ nqh ¼ nf ðKnÞpr
4

8m
Dp
Lh

; (3.66)

where n denotes the number of preferential hydraulic
flow paths formed in porous media. n can be approxi-
mated by rounding the value calculated by the
following equation to the nearest integer (Civan, 2007):

n ¼ fAb

pr2
; (3.67)

where Ab is the bulk surface area of porous media
perpendicular to flow direction. It can be described
macroscopically by a Darcy-type gradient-law of flow
where the flow is assumed proportional to the pressure
gradient given by:

q ¼ kappAb

m

Dp
L
; (3.68)

Combining above equations, apparent permeability
was derived as the following expression:

k ¼ fr2

8sh
f ðKnÞ; (3.69)

where

sh ¼ Lh
L
: (3.70)

In addition to the aforementioned models, there
were a lot of studies for nanoscale flow in shale reser-
voirs (Ahmed & Meehan, 2016). Model of Akkutlu
and Fathi (2012) includes dual porosity continua of
matrix/fracture system, where the matrix is comprised
of both organic and inorganic pores. Sakhaee-Pour
and Bryant (2012) developed model including spatial
characterization and geometry of porous media using
slip flow assumption, represented by Maxwell theory.
Naraghi and Javadpour (2015) presented a model
developed by stochastically characterizing organic and
inorganic pores. This model can distinguish different
pore systems in organic and inorganic matters. Sheng
et al. (2018) presented gas transport models in shale
considering the change in pore size due to the applied
stress. They provided a compression coefficient to char-
acterize the influence of stress sensitivity on key param-
eters for gas transport. In spite of numerous researches
in this subject, there is no consensus of fluid flow in
nanoscale flow of shale reservoirs so that continuous
research and rigorous verification are required.

MOLECULAR DIFFUSION
Because of the low permeability of shale reservoirs, the
effect of molecular diffusion is significant compared
with conventional reservoirs. Notably, several kinds of
literature (Kim et al., 2017; Sheng, 2015; Wang, Luo,
Er, & Huang, 2010; Yu, Lashgari, Wu, & Sepehrnoori,
2015) presented that molecular diffusion should be
considered during CO2 injection in shale reservoirs,
but it is still poorly understood. Molecular diffusion
driven by differences in concentration gradient is typi-
cally modeled by Fick’s law (1855). Fick’s law relates
the diffusive flux to the concentration under the
assumption of steady state. It postulates that the flux
goes from regions of high concentration to areas of
low concentration with a magnitude that is propor-
tional to the concentration gradient. The generalized
form of the Fick’s first law is

Jd ¼ �DVC; (3.71)

where Jd is the molecular diffusion flux, D the diffusion
coefficient, and C the concentration. If concentration
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gradients exist, gas diffusion will cause the concentra-
tion to equilibrate gradually. According to Freeman
et al. (2011), when Knudsen diffusion causes gas spe-
cies to be separated, molecular diffusion will counteract
any fractionating effects. Consequently, it is necessary to
include the gas diffusion term in shale reservoir models.

There are several methods to obtain molecular diffu-
sion coefficients for calculations. Based on various
experimental data, Wilke and Chang (1955) showed
that the diffusion factor, Dim

T , is correlated with the solute
molal volume and solvent molecular weight. From
these results, they obtained the following equation:

Di ¼
7:4� 10�8

�
M0

i

�0:5T
mv0:6bi

; (3.72)

where

M0
i ¼

P
jsi

yjMj

1� yi
; (3.73)

vbi ¼ 0:285v1:048c ; (3.74)

Di is the diffusion coefficient of the component i in
the mixture, M0

i the solvent molecular weight, vbi the
partial molal volume of component i at the boiling
point, yi the mole fraction of component i, Mj the mo-
lecular weight of the component j, and vc the critical
volume.

Fitting experimental results, Sigmund (1976a,
1976b) also obtained a generalized correlation for pre-
dicting binary molecular diffusion coefficients. The cor-
relation is as follows:

Dij ¼
r0D0

ij

r

�
0:99589þ 0:096016rr � 0:22035r2r

þ 0:032874r3r
�
; (3.75)

where

rr ¼ r

0
BBB@
Pnc
i¼1

yiv
5
3
ci

Pnc
i¼1

yiv
2
3
ci

1
CCCA; (3.76)

r0D0
ij ¼

0:0018583T0:5

s2ijUijR

�
1
Mi

þ 1
Mj

�0:5

; (3.77)

Dij is the binary diffusion coefficient between the
component i and j in the mixture, r0D0

ij is the zero-
pressure limit of the density-diffusivity product, r is
the molar density of the diffusing mixture, and rr is
the reduced density. The values of r0D0

ij were calculated
from Chapman-Enskog dilute gas theory (Hirschfelder,
Curtiss, Bird, & University of Wisconsin. Theoretical
Chemistry Laboratory, 1954) using the Stiel-Thodos

correlation (Stiel and Thodos, 1962) for the estimation
of the molecular parameters. The dimensionless colli-
sion integral Uij of the Lennard-Jones potential and
the collision diameter sij are related to the component
critical properties through the following equations
(Reid, 1977):

Uij ¼ 1:06306
	
T�
ij


�0:1561 þ 0:193e�0:47635T�
ij

þ 1:03587e�1:52996T�
ij þ 1:76474e�3:89411T�

ij ; (3.78)

sij ¼
si þ sj

2
; (3.79)

si ¼ ð2:3551� 0:087uiÞ
�
Tci
pci

�1
3

; (3.80)

T�
ij ¼

kB
εij

T; (3.81)

εij ¼ ffiffiffiffiffiffiffi
εiεj

p
; (3.82)

εi ¼ kBð0:7915þ 0:1963uiÞTci; (3.83)

where pc is the critical pressure, Tc the critical tempera-
ture, and ε the Lennard-Jones energy. Using the binary
diffusion coefficient, the diffusion coefficient of the
component i can be calculated as follows:

Di ¼ 1� yiP
jsi

yjD�1
ij

: (3.84)

Meanwhile, depending on Webb and Pruess (2003),
the application of Fick’s law into a convective flow
equation is inappropriate to model low permeability
porous media. They described that the use of the
advective-diffusive flow model, known as the extended
Fick’s law model, should be restricted to media with the
permeability of 1000 md or larger. Due to the low
permeability of shale matrix (1e100 nd), the
advective-diffusive flow model cannot be used in shale
reservoirs. To consider effects of molecular diffusion
with viscous and Knudsen flow in porous media,
dusty-gas model could be applied (Freeman et al.,
2011; Krishna, 1993; Li, Zhang, & Liu, 2017; Mason &
Malinauskas, 1983; Yao et al., 2013; Zeng et al.,
2017). In the dusty-gas model, apparent permeability
is presented in the form of the Klinkenberg effect for
one component in shale gas reservoirs with the viscous
flow and Knudsen diffusion. The dusty-gas model is
derived from the full ChapmaneEnskog kinetic theory
of gases (Sumner, 1999) as shown below:

Xn
j¼1;jsi

yiJj � yjJi
De
ij

� Ji
DK;i

¼ p
RT

Vyi þ
�
1þ kDp

mDK;i

�
yiVp
RT

; (3.85)

where De
ij is the effective gas diffusivity of species i in

species j and n is the number of components present
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in the system. The dusty-gas model is a system of equa-
tions, with the number of gas species being accounted
for. If only one species is present (n ¼ 1, y1 ¼ 1), this
equation reduces to:

Ji ¼ �
�
DK;i þ kDp

m

�
Vp
RT

: (3.86)

For a binary system, equations can be solved simulta-
neously though systems of more than two components
cannot be solved explicitly. Using Knudsen diffusion
and molecular diffusion coefficients, the composition
of the flux flowing through the porous medium is calcu-
lated by equations of the dusty-gas model.

GEOMECHANICS
Production performances of shale plays depend
strongly on the existence of a dense and conductive
network of fractures (Cho, Apaydin, & Ozkan, 2013).
The conductivity of fracture network is sensitive to the
change of stress and strain during production because
of stress corrosion affecting the proppant strength,
crushing, and embedment into the formation (Ghosh,
Rai, Sondergeld, & Larese, 2014). Therefore, geome-
chanic effects during production must be included to
consider a variation of conductivity in shale reservoirs.
In previous studies, simple pressure-dependent proper-
ties were presented to recognize the change of conduc-
tivity, and they showed inaccurate results (Cho et al.,
2013; Pedrosa, 1986; Raghavan & Chin, 2004). In the
following section, therefore, stress-dependent proper-
ties with the coupling of fluid flow and geomechanic
calculations were introduced.

The two critical elements of geomechanics are the in-
ternal resistance of a solid object, which acts to balance
the effects of imposing external forces, represented by a
term called stress, and the shape change and deforma-
tion of the solid object in response to external forces,
denoted by strain (Aadnoy & Looyeh, 2011). In general,
the stress s across any horizontal surface can be
expressed and calculated directly with the magnitude
of those forces, F and cross-sectional area, A:

s ¼ F
A
: (3.87)

Stress is independent of the size and shape of the
body. When a body is subjected to loading, it will un-
dergo deformation. Deformation is typically quantified
regarding the original dimension, and it is represented
by strain. The strain is, therefore, defined as deforma-
tion divided by the nondeformed dimension, l:

ε ¼ Dl
l
; (3.88)

where ε is the strain, Dl the deformed dimension, and l
the original nondeformed dimension.

The degree of a material strain depends on the
magnitude of imposed stress. For most materials that
are stressed at a low level, the strain is proportional to
stress with a simple linear relationship (Fig. 3.13) as
shown in the following equation:

s ¼ Eε: (3.89)

The linear relationship is known as Hooke’s law for
elastic material and E is Young’s modulus or elastic
modulus. E is defined as the ratio of tension to an exten-
sion in a rod which is under axial tension and which is
unrestricted laterally. The higher the modulus, the more
stress is needed to create the same amount of strain.

In general, a material tends to expand in directions
perpendicular to the direction of compression.
Conversely, if the material is stretched, it usually tends
to contract in the directions transverse to the direction
of stretching. Poisson’s ratio is a measure of this phe-
nomenon. Poisson’s ratio is defined as the ratio of
lateral contraction to longitudinal extension. The
Poisson’s ratio, n, is expressed as:

n ¼ εy

εx
; (3.90)

where εx is an axial strain, and εy is a transverse strain.
Most materials have Poisson’s ratio values ranging be-
tween 0.0 and 0.5. A perfectly incompressible material
deformed elastically at small strains would have a Pois-
son’s ratio of exactly 0.5. Young’s modulus and Pois-
son’s ratio are significant basic material properties for
following calculations of the geomechanic model.

Basic equations for a deformable porous medium
are presented by Tran, Nghiem, and Buchanan
(2005a). They assumed homogeneous, isotropic, and
symmetric rock material and very small strain
compared to unity. Force equilibrium equation in three
spatial scales is shown below:

V,s� rrB ¼ 0; (3.91)

where s is the stress tensor and B is the force per unit
mass that accounts for gravity. Let u be the displacement
vector that connects the position of a particular particle
in the reference configuration to its new position in a
deformed configuration. The gradient of the displace-
ment vector u can be decomposed as:

Vu ¼ 1
2

�
Vuþ ðVuÞT�þ 1

2

�
Vu� ðVuÞT�; (3.92)

where the superscript T denotes the matrix transpose.
On the right-hand side of Eq. (3.92), the first term is a
symmetric matrix equivalent to the strain tensor, ε,
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which is a result of changing length or shape within a
body. The second term is a skew-symmetric matrix
equivalent to the rotation tensor, R, which is a result
of moving a rigid body as given by (Davis & Selvadurai,
1996):

ε ¼ 1
2

h
Vuþ ðVuÞT

i
; (3.93)

R ¼ 1
2

h
Vu� ðVuÞT

i
: (3.94)

The stress s expressed in Eq. (3.91) is the total stress
tensor. However, in a porous medium, effective stress,
s

0
, which is part of the total stress, affects the strength

of solid rock grains (Terzaghi, 1943). The total stress
and effective stress are related through the formula
given by (Biot & Willis, 1957):

s ¼ s0 þ apI; (3.95)

where I is the identity matrix and parameter, a is the
Biot’s constant, which has a value between the porosity
and unity. In unconsolidated or weak rock, a is closed
to unity. The relationship among total stress, effective
stress, and pore pressure is illustrated in Fig. 3.14.

The constitutive relationship between stress, strain,
and the temperature is key to geomechanic processes.
For a thermoporous medium, a linear constitutive rela-
tion can be written for a single dimension as:

s0 ¼ Eðε� brDTÞ; (3.96)

where br is the linear thermal expansion coefficient of
the solid rock. For multiple dimensions, the general
constitutive relation is:

s0 ¼ C : ε� hDTI; (3.97)

where C is the tangential stiffness tensor (equivalent to
Young’s modulus in a one-dimensional linear case) and

h ¼ Ebr
ð1�2nÞ for 3D and plane strain and h ¼ Ebr

ð1�nÞ for

plane stress. Substituting Eqs. (3.93), (3.95) and
(3.97) into force equilibrium equation leads to the
displacement equation:

V$

�
C :

1
2

�
Vuþ ðVuÞT��þ V$½ðap� hDTÞI� ¼ rrB: (3.98)

To model the accurate shale reservoir production
considering geomechanic deformation, two sets of
equations for fluid flow in porous media and solid
deformation should be coupled. The fluid flow
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FIG. 3.13 Stress-strain relationship with linear elastic deformation.
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equation including conservation of mass, Darcy’s law
and equation of state for fluid is shown as follows:

v

vt
ðfrÞ � V$

�
r
k
m
ðVp� rfbÞ

�
¼ Qf ; (3.99)

where k it the absolute permeability tensor, b the body
force per unit mass of fluid, and Qf the flow rate of the
fluid at the source or sink location.

Several methods for coupling geomechanics to fluid
flow in the reservoir have been proposed in the litera-
ture: fully coupled, iterative coupled and explicit
coupled methods (Samier, Onaisi, & Fontaine, 2003;
Tran, Settari, & Nghiem, 2004; Tran et al., 2005a;
Tran, Nghiem, & Buchanan, 2005b). The fully coupled
approach is the tightest coupling because reservoir pres-
sure and temperature and deformation are solved
simultaneously. The solution is reliable and can be
used as a benchmark for other coupling approaches.
However, this coupling is not widely used for large-
scale simulation and nonlinear problems. The solution
process is very time-consuming as it requires the simul-
taneous solution of the flow variables (pressure, satura-
tion, composition, and temperature) and the
geomechanics variables (displacements, stresses, and
strains). The iterative coupled approach is less tight
than the full coupling method. The geomechanics cal-
culations are not performed at the same time as the
reservoir flow calculations but one step behind. In this

coupling, the information computed in the reservoir
simulator and the geomechanics module is exchanged
back and forth. Therefore, the reservoir flow is affected
by the geomechanic responses. The explicit coupled
approach is considered as a special case of the iterative
coupled approach. The information from a reservoir
simulator is sent to a geomechanics module, but the cal-
culations in the geomechanics module are not fed back
to the reservoir simulator. In this case, the reservoir flow
is not affected by the geomechanic responses calculated
by the geomechanics module.

Due to accuracy and efficiency of computational
calculation, the iterative coupled method has been
widely used. The pressure p for a given time step is ob-
tained from Eq. (3.99) and then, p is used in displace-
ment equation to obtain the displacement vector u.
After the displacement u is determined, the strain tensor
and stress tensor can be computed. A link between geo-
mechanics and flow can be represented by the following
porosity equation which is function of pressure, tem-
perature, and total mean stress (Tran, Buchanan, and
Nghiem, 2010; Tran, Nghiem, and Buchanan, 2009;
Tran, Settari, & Nghiem, 2002):

fnþ1 ¼ fn þ ðc0 þ c2a1Þðp� pnÞ þ ðc1 þ c2a2ÞðT � TnÞ;
(3.100)

where

FIG. 3.14 Relationship among total stress, effective stress, and pore pressure. (Credit: Tran, D., Nghiem, L.,
& Buchanan, L. (2005a). An overview of iterative coupling between geomechanical deformation and reservoir
flow. Paper presented at the SPE international thermal operations and heavy oil symposium, Calgary, Alberta,
Canada. https://doi.org/10.2118/97879-MS.)
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c0 ¼ 1
Vb;i

�
dVp

dp
þ Vbacb

dsm
dp

� Vpb
dT
dp

�
; (3.101)

c1 ¼ Vp

Vb;i
br ; (3.102)

c2 ¼ � Vb

Vb;i
acb; (3.103)

a1 ¼ G

�
2
9

E
ð1� nÞacb

�
; (3.104)

a2 ¼ G

�
2
9

E
ð1� nÞ b

�
; (3.105)

Vb is the bulk volume, Vp the pore volume, cb the bulk
compressibility, sm the mean total stress, and b the
volumetric thermal expansion coefficient. The subscript
i indicates the initial state. f is used to Eq. (3.99) cali-
brated at each time step during the coupling iteration
loop between fluid flow and deformation equations.

Reservoir fluid flow model is coupled with a geome-
chanic model, and then, stress-dependent correlations
are used to consider porosity and permeability varia-
tion. Dong et al. (2010) presented experimental results
measuring porosity and permeability concerning effec-
tive confining pressure. Fig. 3.15 shows that results of
curve fitting on measured porosity and permeability
of the sandstone and shale cores with exponential and
power law correlations. They used exponential and po-
wer law correlations to match the experimental data as
follows:

f ¼ fie
�aðs0�si

0Þ; (3.106)

k ¼ kie
�bðs0�si

0Þ; (3.107)

f ¼ fi

�
s0

si0

��c

; (3.108)

k ¼ ki

�
s0

si 0

��d

; (3.109)

where a, b, c, and d are experimental coefficients. These
parameters were determined using curve fitting tech-
niques on measured porosity and permeability of the
shale cores. Porosity and permeability are generated
by the geomechanics simulator and passed to the fluid
flow simulator.

PHASE BEHAVIOR IN NANOPORES
Shale matrix is characterized by very low permeability
and small pore size, typically in nano-Darcy (nd) and
nanometer (nm) scales, respectively (Ambrose, Hart-
man, & Yucel Akkutlu, 2011; Curtis, Joseph Ambrose,

Carl, & Sondergeld, 2010; Nelson, 2009; Sigal, 2015;
Sondergeld, Ambrose, Rai, & Moncrieff, 2010). Because
of the tiny pore sizes, the capillary pressure is signifi-
cantly high, which changes the phase behavior of the
fluid in the confining space of the nanopores. This phe-
nomenon, as the result of the nanoscale pore and high
capillary pressure, is called the capillary condensation
or confinement effect that is the condensation of the va-
por inside nanoscale pores. In spite of the effects of
capillary condensation for shale reservoirs, most current
researches of reservoir simulation in shale consider only
adsorbed and free gas on the pore walls and in the pore
bodies. Chen, Mehmani, Li, Georgi, and Jin (2013) esti-
mated in principle that accounting for capillary conden-
sation could increase reserve estimations by up to three
to six times in shale reservoirs. Because the phase
behavior of fluids is different in nanopores, more reli-
able models are needed in shale reservoirs.

In a confined space, physical behavior of fluids is
different from that in the bulk (Barsotti, Tan, Saraji,
Piri, & Chen, 2016). In nanoporous media, the effects
of molecular size and mean free path should be consid-
ered to analyze the deviation from the conventional
fluid flow. At this scale, distances between molecules
are short so that intermolecular forces are substantial.
Subsequently, phase behavior in nanopores is affected
by fluid-pore wall interactions as well as fluid-fluid in-
teractions as it is in the unconfined pores. Depending
on Barsotti et al. (2016), capillary and adsorptive forces
alter phase boundaries (Alharthy, Nguyen, Teklu,
Kazemi, & Graves, 2013; Casanova et al., 2008; Du &
Chu, 2012; Evans et al., 1986; Gelb, Gubbins, Radhak-
rishnan, & Sliwinska-Bartkowiak, 1999; Gubbins, Long,
& Sliwinska-Bartkowiak, 2014; Jin, Ma, & Ahmad, 2013;
Nojabaei, Johns, & Chu, 2013; Russo, Carrott, & Car-
rott, 2012; Teklu et al., 2014; Thommes & Cychosz,
2014; Thommes & Findenegg, 1994; Yun, Duren, Keil,
& Seaton, 2002; Zhang, Civan, Devegowda, & Sigal,
2013), phase compositions (Gelb et al., 1999; Gubbins
et al., 2014; Radhakrishnan, Gubbins, & Sliwinska-
Bartkowiak, 2002; Zhang et al., 2013), interfacial ten-
sions (Du & Chu, 2012), densities (Cole, Ok, Striolo,
& Anh, 2013; Gelb et al., 1999; Jin et al., 2013; Keller
& Staudt, 2005; Nojabaei et al., 2013; Thommes & Fin-
denegg, 1994), viscosities (Alharthy et al., 2013; Du &
Chu, 2012), and saturation pressures (Chen et al.,
2013; Evans et al., 1986; Mitropoulos, 2008; Naumov,
Valiullin, Monson, & Karger, 2008; Nojabaei et al.,
2013). Understanding of the physical behavior varia-
tion in confined fluids is significant to improve the in-
sights of various disciplines: catalysis (Gelb et al.,
1999; Thommes & Cychosz, 2014; Ye, Zhou, Yuan,
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Ye, & Coppens, 2016), chemistry (Long et al., 2013),
geochemistry (Cole et al., 2013), geophysics (Gelb
et al., 1999), nanomaterials (Gelb et al., 1999), battery
design (Thommes & Cychosz, 2014), carbon dioxide
sequestration (Belmabkhout, Serna-Guerrero, & Sayari,
2009; Yun et al., 2002), drug delivery (Thommes &
Cychosz, 2014), enhanced coalbed methane recovery
(Gor et al., 2013), lubrication and adhesion (Gelb
et al., 1999), materials characterization (Kruk, Jaroniec,
& Sayari, 1997; Kruk, Jaroniec, & Sayari, 1999; Kruk, Jar-
oniec, Ko, & Ryoo, 2000; Ravikovitch & Neimark, 2001;
Tanchoux, Trens, Maldonado, Di Renzo, & Fajula,
2004), micro/nanoelectromechanical system design,
pollution control (Gelb et al., 1999; Mower, 2005;
Shim, Lee, & Moon, 2006; Yun et al., 2002), and sepa-
ration (Thommes & Cychosz, 2014), as well as fluid
flow analysis in shale and tight formations.

In unconfined space, gas condenses into a liquid if
the gas pressure is equal to its dew point pressure or
higher. However, gas condenses into liquid at a pressure
lower than its dew point pressure in confined spaces
such as nanopores (Chen et al., 2012; Gelb et al.,
1999; Li, Mehmani, Chen, Georgi, & Jin, 2013; de
Keizer et al., 1991). In porous media, gas in a pore
with radius r condenses to a liquid if the pressure sat-
isfies the Kelvin equation as follows (Thomson, 1872):

p � pd exp
�
� 2gVL cos qc

rRT

�
; (3.110)

In this equation, pd is the dew point pressure, g the
interfacial tension (IFT), VL the liquid molar volume,
and qc the contact angle. From Eq. (3.110), the
following equation for the critical pore radius can be
derived:

rc ¼ �2gVL cos qc

RT ln
�
p
pd

� : (3.111)

In the pores with a smaller size of radius than the
critical radius, gas condenses to the liquid while the
larger pores remain as gas. The presence of a condensed
phase would reduce the permeability in the reservoir as
it blocks the gas flow. If a pore has diameter variation,
the two phases of gas and oil can exist along the pore.
Confinement by nanopores may introduce different
conditions when two phases coexist. This greatly com-
plicates the transport of fluid in nanopores of shale res-
ervoirs compared to that in conventional reservoirs. The
effects of accounting for capillary condensation on the
analysis of shale reservoir production are still unknown
so that reliable models are needed to obtain more accu-
rate estimates.

Singh, Sinha, Deo, and Singh (2009) and Travalloni,
Castier, Tavares, and Sandler (2010) have quantified the
changes of critical pressure in confined pores. Hamada,
Koga, and Tanaka (2007) simulated the thermody-
namic behavior of confined Lennard-Jones (LJ) particles
in the slit and cylindrical pores using the grand canon-
ical Monte Carlo simulation. They concluded that ther-
modynamic properties and fluid phase behavior
between the fluid and pore surface are altered in the
nanoporous media. Zarragoicoechea and Kuz (2004)
modeled the reduction in critical temperature by
applying the van der Waals model, and they reported
a good match between their model and the experi-
mental data obtained by Morishige and Nobuoka
(1997). They presented the relative critical temperature
shift correlating quadratically with the ratio of the LJ
collision diameter to the pore throat radius, sLJ

rp
(Eq.

3.112) where sLJ, the collision diameter, is calculated
based on the bulk critical properties using Eq. (3.114)
(Bird et al. 2007). The critical pressure shift shows a
similar dependence on sLJ

rp
as the critical temperature

shift based on the van der Waals theory (Eq. 3.113).

DT�
c ¼ Tcb � Tcp

Tcb
¼ 0:9409

sLJ

rp
� 0:2415

�
sLJ

rp

�2

; (3.112)

Dp�c ¼
pcb � pcp

pcb
¼ 0:9409

sLJ

rp
� 0:2415

�
sLJ

rp

�2

; and (3.113)

Temperature
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e
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FIG. 3.16 General form of phase envelope in cases of
confined and unconfined pores. (Credit: Barsotti, E.,
Tan, S. P., Saraji, S., Piri, M., &Chen, J. H. (2016). A review on
capillary condensation in nanoporous media: Implications for
hydrocarbon recovery from tight reservoirs. Fuel, 184,
344e361. https://doi.org/10.1016/j.fuel.2016.06.123.)
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sLJ ¼ 0:244

ffiffiffiffiffiffi
Tcb
pcb

3

s
; (3.114)

where DT�
c is the relative critical temperature shift, Tcb is

the bulk critical temperature, Tcp is the pore critical tem-
perature, rp is the pore throat radius, Dp�c is the relative
critical pressure shift, pcb is the bulk critical pressure, and
pcp is the pore critical pressure. Fig. 3.16 shows phase
behavior shift depending on confinement effects.
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CHAPTER 4

Simulation of Shale Reservoirs

ABSTRACT
Although shale industry has mostly concentrated on the
hydraulic fractures for modeling of shale reservoir,
various transport mechanisms should also be
considered. This chapter presents comprehensive meth-
odology and process of shale reservoir simulation.
Matrix-fracture system can be constructed by dual
porosity and dual permeability models. Hydraulic frac-
tures can be generated by planar model with logarith-
mically spaced, locally refined grids and complex
models based on microseismic data. Shale reservoir
models consider non-Darcy flow with Forchheimer
equation, desorption with Langmuir and BET iso-
therms, geomechanics with exponential and power
law correlations, and phase behavior shift in nanopores
with critical point shift method. Field examples of shale
gas and oil reservoirs are presented with these mecha-
nisms and overall modeling processes.

NUMERICAL MODELING OF SHALE
RESERVOIRS
Modeling of Natural Fracture System
Extensive studies for a numerical model of shale reser-
voirs have been presented since shale boom (Anderson,
Nobakht, Moghadam, & Mattar, 2010; Cipolla, Lolon,
Erdle, & Rubin, 2010; Kam, Nadeem, Novlesky, Kumar,
& Omatsone, 2015; Novlesky, Kumar, & Merkle, 2011;
Rubin, 2010; Yu, 2015). For accurate modeling of shale
reservoirs, several numerical methodologies to realize
the characteristics of shale reservoirs should be fully un-
derstood. One of the essential features of shale reser-
voirs is the matrix-fracture system. Because of the low
permeability of shale matrix, natural fracture system
contributes significantly to the production in shale res-
ervoirs. Therefore, the modeling of the matrix-fracture
system is of importance to predict and improve oil
and gas production. Generally, the matrix-fracture sys-
tem is calculated by the dual porosity model because
of the different fluid storage and conductivity character-
istics of the matrix and fractures as mentioned in
Chapter 2.

Barenblatt, Zheltov, and Kochina (1960) and Warren
and Root (1963) introduced the concept of dual porosity
medium, which considers matrix and fracture as a
different porous medium system. In both papers, the
transfer per unit bulk volume between the matrix and
the fracture was assumed to take place under pseudos-
teady state conditions (Lim& Aziz, 1995). Flow equations
of dual porosity approach to model naturally fractured
reservoirs were presented by Kazemi, Merrill, Porterfield,
and Zeman (1976). Kazemi et al. (1976) assumed that
fractures are orthogonal in the three directions and act
as boundaries to matrix elements. If fractures provide
the main path for fluid flow from the reservoir, the fluid
from the matrix blocks usually flows into the fracture
space, and the fractures carry the fluid to the wellbore.

The following equations are governing flow equations
for dual porosity approach to model the natural fracture
reservoirs (CMG, 2017b). Flow equations of dual
porosity model are an extension of a single porosity
model described in Collins, Nghiem, Li, and Grabonstot-
ter (1992). Flow equations of hydrocarbon (Eq. 4.1) and
water (Eq. 4.2) components and volume consistency
equation (Eq. 4.3) in matrix blocks are shown below:

�siomf � sigmf �
V
Dt

�
Nnþ1

i �Nn
i

�
m ¼ 0; i ¼ 1; :::; nc; (4.1)

�swmf �
V
Dt

�
Nnþ1

ncþ1 �Nn
ncþ1

�
m
¼ 0; (4.2)

Xncþ1

i¼1

Nnþ1
im � fnþ1

m

�
roSo þ rgSg þ rwSw

�nþ1
m

¼ 0; (4.3)

where siomf is the matrix-fracture transfer in the oil phase
for the component i, sigmf the matrix-fracture transfer in
the gas phase for the component i, V the grid block vol-
ume, Dt the time step, Ni the moles of the component i
per unit of grid block volume, swmf the matrix-fracture
transfer for water, Nncþ1 the moles of water per unit of
grid block volume. The subscript i with i ¼ 1, ., nc cor-
responds to the hydrocarbon component, and the
subscript nc þ 1 denotes the water component. The su-
perscripts n and n þ 1 indicate the old and current
time levels, respectively. The subscripts m and f
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correspond to the matrix and fracture, respectively. The
volume consistency equation is the sum of the phase vol-
umes per unit reservoir volume to the porosity, and it re-
lates the pressure and molar densities in each grid block
(Collins et al., 1992). The volume consistency equation
involves only variable values in the grid block in ques-
tion and at the n þ 1 time level. The following equations
describe the hydrocarbon flow (Eq. 4.4) and water (Eq.
4.5) components and volume consistency (Eq. 4.6) in
fracture blocks for dual porosity approach:

DTs
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�
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oDD
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g f y
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f

þqnþ1
i þ siomf þ sigmf �
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�
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(4.5)

Xncþ1

i¼1

Nnþ1
if � fnþ1

f

�
roSo þ rgSg þ rwSw

�nþ1
f

¼ 0; (4.6)

where Tj the transmissibility of phase j, yij the mole frac-
tion of component i in phase j, gj the gradient of phase j,
D the depth, pcog the oil-gas capillary pressure, and pcwo
the water-oil capillary pressure. The subscripts j indicate
phase of oil, gas, and water, presented by o, g, and w.
The superscript s refers to n for explicit blocks and to
n þ 1 for implicit blocks.

As mentioned earlier, in dual porosity model, which
was presented by Warren and Root (1963), fractures are
the only pathway connected to the wellbore. The matrix
of dual porosity system is not connected to the wellbore
directly, and the fluid in the matrix is transported to the
well through the fractures. Dual permeability system is
similar to the dual porosity system except that matrix
blocks of dual permeability system have one more chan-
nel for fluids flow than those of dual porosity system.
Dual permeability system assumes that both matrix and
fractures are connected to the wellbore directly. The fluid
could flow from the fracture and matrix to the wellbore
as well as travel between the matrix and fractures at the
same time. Flow equation of fractures for dual perme-
ability model are the same with those for dual porosity
model, and the following equations describe the flow of
hydrocarbon (Eq. 4.7) and water (Eq. 4.8) components
in matrix blocks for dual permeability system:
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(4.8)

In the above equations, the matrix-fracture transfer
can be calculated by several methods depending on
considerations of physical phenomena. According to
Kazemi et al. (1976), the matrix-fracture transfer is
given below:

sjmf ¼ sV
kjrj
mj

�
pjm � pjf

�
; j ¼ o; g;w; (4.9)

where s is the transfer coefficient or shape factor. In this
transfer equation, the matrix and fracture blocks are
assumed to be at the same depth, and gravity term is
not considered. CMG (2017b) presented matrix-
fracture transfer equations including gravity effects.
They assume complete gravity segregation of the oil,
gas, and water phases:
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(4.12)

where
Dgog¼(oil mass density�gas mass density)g,
Dgwo ¼ (water mass density�oil mass density)g,

and h is the height of the matrix element in the direction
of gravity. In Eqs. (4.10)e(4.12), the capillary pressures
and gravity effects are computed separately and later
summed together. Following equations, consider a
more rigorous approach that uses the pseudocapillary
pressures. Pseudocapillary pressures can be derived
with the assumption of instantaneous vertical gravity-
capillary equilibrium as follows:

Z epcogþgogh=2

epcog�gogh=2
Sgdpcog � goghSg ¼ 0; (4.13)

Z epcwoþgwoh=2

epcwo�gwoh=2
Swdpcwo � gwohSw ¼ 0; (4.14)
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where epcog is the pseudo oil-gas capillary pressure, andepcwo is the pseudo water-oil capillary pressure. Pseudo-
capillary pressures account for both the gravity and
capillary effects. With these pseudocapillary pressures,
the matrix-fracture transfer can be derived as shown:

somf ¼ sV
koro
mo

ðpom � pof Þ; (4.15)

sgmf ¼ sV
kgrg
mg

�
pgm þ epcog;m � pg f � epcog;f�; (4.16)

swmf ¼ sV
kwrw
mw

�
pwm þ epcwo;m � pwf � epcwo;f�; (4.17)

As shown in Eqs. (4.13) and (4.14), the pseudocapil-
lary pressures are functions of fluid saturations and den-
sities as well as capillary pressures. The pseudocapillary
pressures change dynamically with the variation of fluid
saturations and densities. In addition, all transfer equa-
tions mentioned earlier assumes that the transfer of all
phases occurs through the entire surfaces of the matrix
element. If the matrix element is partially immersed
with fluids, more advanced equations should be
derived. Eqs. (4.18e4.20) were obtained by the modifi-
cation of Eqs. (4.15e4.17) to account for partially
immersed matrix as follows:
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In the above equations, calculation of shape factor,
s, is significant. According to Warren and Root
(1963), the shape factor describes the communication
between matrix and fracture regions. It reflects the ge-
ometry of the matrix element and controls the flow be-
tween two porous regions. Shape factor has the
dimension of the reciprocal area. Various researchers
have provided shape factor formulas. Many of them
are different so that there is confusion about which
method is correct and should be used. Lim and Aziz
(1995) and Mora and Wattenbarger (2009) presented
a summary of existing equations for shape factors. The
Warren and Root approach (1963) for shape factor

assumes uniformly spaced fractures and allows varia-
tions in the fracture width to satisfy the conditions of
anisotropy. Warren and Root obtained the following
equation:

s ¼ 4nðnþ 2Þ
L2

; (4.21)

According to Eq. (4.21), L is the spacing between the
fractures, and n is 1, 2, or 3 parallel sets of fractures and
is associated with different flow geometries such as
slabs, columns, and cubes, respectively. Substituting
values for n, and assuming equal spacing between frac-
tures, Lx ¼ Ly ¼ Lz ¼ L, s is equal to 12

L2 ,
32
L2 , and

60
L2 for 1,

2, and 3 sets of normal parallel fractures, respectively.
The most widely used formula for s was presented by
Kazemi et al. (1976). It was supposedly developed by
finite difference methods for a three-dimensional nu-
merical simulator for fractured reservoirs.

s ¼ 4

 
1
L2x

þ 1
L2y

þ 1
L2z

!
; (4.22)

In the shale reservoir models presented in following
sections, Eq. (4.22) is used for dual porosity and dual
permeability models. According to this equation, for
equal fracture spacing, s has a value of 4

L2,
8
L2, and

12
L2

for 1, 2, and 3 sets of fractures, respectively.
Coats (1989) derived values for s under pseudos-

teady state conditions. These values are equal to 12
L2 ,

28:45
L2 , and 49:58

L2 for 1, 2, and 3 sets of normal parallel
fractures, respectively. Zimmerman, Chen, Hadgu, and
Bodvarsson (1993) presented a different approach for
s values, using different flow geometries with constant
pressure boundary conditions. Lim and Aziz (1995)
presented analytic solutions of pressure diffusion for
draining into a constant fracture pressure. A general
Eq. (4.23) for shape factor was derived from Lim and
Aziz’s study:

s ¼ p2

 
1
L2x

þ 1
L2y

þ 1
L2z

!
; (4.23)

For equal fracture spacing, s is equal to 3p2

L2 ,
p2

L2 , and
2p2

L2 for 1, 2, and 3 sets of fractures, respectively. When
results from different sources are compared, real differ-
ences for s values are noticed. Table 4.1 summarizes the
shape factor values for different flow geometries accord-
ing to the various authors when fracture spacing is same
(Mora & Wattenbarger, 2009).

Modeling of Hydraulic Fractures
In a practical field situation, the most critical factor for
the success of shale reservoir development is hydraulic
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fracturing. Beginning of shale boom came from the suc-
cessful application of hydraulic fracturing technology.
Hydraulic fracturing is the process of pumping fluid
into a wellbore at a high injection rate to break the tight
formation. The resistance to flow in the formation in-
creases during injection, the pressure in the wellbore in-
creases to a value called the breakdown pressure, that is
the sum of the in situ compressive stress and the
strength of the formation. Once the formation is broken
down, a fracture is formed, and the injected fluid flows
through it. From limited active perforations, the vertical
fracture is created and propagates into the reservoir with
two wings being 180 degrees apart. Depending on reser-
voir characteristics, especially in naturally fractured or
cleated formations, it is possible that multiple fractures
are created, and the two wings evolve in a tree-like
pattern with increasing number of branches away
from the injection point. After pumping fluid is injected
until the fracture is wide enough to achieve target
length, the fluid including proppant is injected. The
purpose of the proppant is to keep apart the fracture
surfaces once the pumping operation ceases. After
pumping stops, because the pressure in the fracture de-
creases below the compressive in situ stress trying to
close the fracture, proppant should be injected.
Depending on the conditions of the reservoir,
numerous types of proppants are used to hold open
the fracture. Productivity and economic feasibility of
shale reservoirs development are in reliance on success
or failure of hydraulic fracturing. Therefore, precise
simulation of hydraulic fractures is significant, and it
has attracted enormous attention in both industrial
and academic circles for several years.

Producing or injecting performance of hydraulically
fractured well is important not only in fracture design,
evaluation, and single well analysis but also in full-
field reservoir modeling. Several analytical and numer-
ical methods are available to study the effect of fracture
on well performance (Aybar, 2014; Ji, Settari, Orr, &
Sullivan, 2004). The classical analytic models for

hydraulically fractured reservoirs were developed to
show the effects of hydraulic fracturing treatment on
production. They were also capable of making practical
sensitivity analysis for the reservoir and hydraulic frac-
ture parameters. Productivity index comparison is the
basis of these analytic models. McGuire and Sikora
(1960) presented a fundamental type curve based on
the comparison of the productivity index of a reservoir.
This comparison is made according to the change of
productivity index right before and after the hydraulic
fracturing treatment. One can simply input the hydrau-
lic fracture, wellbore, and reservoir parameters into his
or her type curve to see the productivity index changing
after the hydraulic fracturing treatment. Additionally,
general conclusions can be driven by their type curve
analysis, such as optimum fracture conductivity, and
the theoretical maximum productivity index increment
for a specific case. Prats (1961) developed a simple
equation to calculate the steady state productivity index
of a fractured well in a cylindrical drainage area, based
on assumptions such as incompressible fluid flow,
infinite fracture conductivity, and propped fracture
height equal to formation height. Prats (1961) treated
hydraulic fracture as enlarging well radius, the effective
well radius equals to half of the half-length of the
infinite-conductivity fracture. Prats (1961) further
assumed that there is no pressure drop in the hydraulic
fracture. The main contribution of this work is that the
fracture length can be calculated from the production
decline rate. Tinsley, Williams, Tiner, and Malone
(1969) discussed the impact of the hydraulic fracture
height on the production rate. In contrast to the other
models, which assumed the hydraulic fracture and the
formation height are equal, this model is applicable
when the formation and hydraulic fracture height are
not equal. Gringarten, Henry, Ramey, and Raghavan
(1974) developed an analytical method to analyze the
effect of fracture on transient pressure distribution in
a well test. They documented the unsteady-state pres-
sure distribution of a well with an infinite conductivity
fracture. They reported three main flow regimes: early-
time linear flow regime with the one-half slope in log-
log plots, a pseudoradial flow regime, which gives a
semilog straight line response, and pseudosteady state
flow regime with a unit slope line. Gringarten, Ramey,
and Raghavan (1975) presented the fractured well
behavior-type curves with the dimensionless variables.
They also proposed an equation for the fracture length
calculation based on dimensionless wellbore pressure
and formation permeability. Cinco, Heber. Samaniego,
and Dominguez (1978) studied the transient behavior
of wells with single finite conductivity fractures. They

TABLE 4.1
Shape Factor Values for Different Flow
Geometries According to the Various Authors

Author Slap Columns Cube

Warren and Root (1963) 12
L2

32
L2

60
L2

Kazemi et al. (1976) 4
L2

8
L2

12
L2

Lim and Aziz (1995) p2

L2
2p2

L2
3p2

L2
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presented type curves, which are valid after a specific
dimensionless time, and showed the differences be-
tween the finite fracture conductivity model and infinite
fracture conductivity model of Gringarten et al. (1974).
Cinco-Ley et al. (1978) identified four different flow re-
gimes: linear, bilinear, formation linear, and pseudora-
dial flow (Fig. 4.1). Cinco-Ley and Samaniego-V (1981)
proposed a new method for pressure transient analysis
for fractured wells with bilinear flow regime (Fig. 4.1).
Their new model detects the time at which wellbore
storage effects disappear. Considering the finite fracture
conductivity model, they also proposed a correlation to
calculate the effective wellbore radius. This effective
wellbore radius calculation is the basis of their new
type curves. In addition, the reservoir parameters can
be estimated by using the new type curves that are pro-
vided for bilinear flow regime. Tannich and Nierode
(1985) developed a method similar to the McGuire-
Sikora charts (1960) for gas wells. Bennett, Rodolfo,
Reynolds, and Raghavan (1985) and Camacho-V,
Raghavan, and Reynolds. (1987) presented their
models for the hydraulically fractured wells producing
from different layers. Bennet et al. (1985) study consid-
ered equal fracture lengths, whereas the Camacho et al.
(1987) model is applicable for unequal hydraulic frac-
ture lengths. They also stated that if two different layers
are connected, it will positively affect the cumulative
production performance. Cinco-Ley and Meng (1988)
outlined their work on transient flow period of a well
with a finite conductivity fracture. In contrast with other
models, they proposed a naturally fractured reservoir
with a hydraulically fractured well. To represent a dual

porosity reservoir, Cinco-Ley and Meng (1988) used
pseudosteady state (Warren & Root, 1963) and tran-
sient (de Swaan, 1976; Kazemi, 1969) dual porosity
models. Cinco-Ley and Meng (1988) proposed a
trilinear model, which incorporates the flow in matrix
blocks, natural fractures, and hydraulic fractures. They
also proposed the flow regime identification method
and provided the appropriate type curves for each
flow regime. Bale, Smith, and Settari (1994) presented
a simple, practical approach to calculating postfrac pro-
ductivity for indirect vertical fracture completion wells
for complex reservoir/fracture geometry.

In a complex geometry and full-field reservoir simu-
lation, understanding the effect of hydraulic fracture on
well performance is of importance. In a full-field reser-
voir simulation, a well is usually represented by a
source/sink, and Peaceman’s equations (Peaceman,
1978, 1983) are widely used to calculate the well index,
which represents the strength of the source/sink. For a
fractured well in reservoir simulation, the effect of frac-
ture was simulated by using an increased well index or
effective well radius, or negative skin factor (Cinco-Ley
& Samaniego-V, 1981; Prats, 1961). This method is sim-
ple, but it is applicable only when the fracture is
completely confined within the well block. Nghiem
(1983) and Geshelin, Grabowski, and Pease (1981)
modeled the infinite-conductivity vertical fracture
when the fracture covers more than one block by intro-
ducing source and sink terms in the blocks communi-
cating with a fracture. In these models, the fracture is
treated as a singularity. It is assumed that elliptical
flow applies in the neighborhood of the fracture and
the flow into or out of the fracture is calculated from
the fracture pressure and the pressures of the blocks sur-
rounding those blocks containing the fracture. In a nu-
merical reservoir simulation, the most rigorous method
to model fracture extending over several blocks is to
represent the fracture in its actual size by a plane of
grid blocks. This method was first used in single-well
models (Dowdle and Hyde, 1977; Holditch, 1979).
However, the degree of grid refinement required is so
large that it poses severe stability limitations even for
fully implicit models, and the problem of grid size is
even more serious in a full field model (Settari, Puchyr,
& Bachman, 1990). Settari et al. (1990), Settari,
Bachman, Hovem, and Paulsen (1996) represented a
fracture in modeling productivity of fractured wells in
single-phase models by introducing increased transmis-
sibility for the blocks containing fracture. Al-Kobaisi,
Ozkan, and Kazemi (2006) studied a hybrid reservoir
model, which combines a numerical hydraulic fracture
model with an analytical reservoir model. Their

Fracture linear flow

Formation linear flow

Fracture

Pseudoradial flow

Bilinear flow

WellWell

(A) (B)

(D)(C)

FIG. 4.1 Different flow regimes in hydraulically fractured
reservoirs. (Credit: Nashawi, I.S., & Malallah, A.H. 2007.
Well test analysis of finite-conductivity fractured wells
producing at constant bottomhole pressure. Journal of
Petroleum Science and Engineering, 57(3):303e320. https://
doi.org/10.1016/j.petrol.2006.10.009.)
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objective was to remove simplifying assumptions for
hydraulic fracture flow. The advantage of the numerical
hydraulic fracture model is that the hydraulic fracture
properties such as shape, width, and variable conductiv-
ity can be modeled numerically. The reservoir flow
model is still analytical and keeps the computational
work manageable. Medeiros, Ozkan, and Kazemi
(2006) developed a semianalytical reservoir model for
horizontal wells in layered reservoirs. Reservoir hetero-
geneity is considered, along with local gridding, and
grid boundaries are coupled analytically. Their semian-
alytical model is more advantageous than the analytical
models when reservoir heterogeneity is considered.
Brown, Ozkan, Raghavan, and Kazemi (2011) and
Ozkan, Brown, Raghavan, and Kazemi (2011) pre-
sented their trilinear model. This model incorporates
the flow into three different flow regions: the zone
beyond the fracture tips, the area between two adjacent
hydraulic fractures, and the hydraulic fracture zone.
They used Laplace transformation to obtain a solution
for their model. It is a common knowledge that hydrau-
lic fracturing operation creates a stress-induced natural
fracture network in tight formations, such as shale.
This naturally fractured zone can be implemented in
the trilinear model by using pseudosteady state or tran-
sient dual porosity models. Patzek, Frank, and Marder.
(2013) presented a simplified solution for production
from unconventional reservoirs. In their study, the gas
diffusivity equation is solved analytically, and the pseu-
dopressure approach is used to linearize the gas diffu-
sivity equation.

In recent years, extensive studies for numerical
modeling of hydraulic fractures have been performed
to predict and evaluate production from shale reservoirs
accurately (Cipolla, 2009; Cipolla, Fitzpatrick, Wil-
liams, & Ganguly, 2011; Mayerhofer, Lolon, Young-
blood, & Heinze, 2006; Yu, 2015). Xu et al. (2010)
developed a wire-mesh model to simulate the elliptical
fracture network. However, it is difficult to simulate a
nonorthogonal fracture network in the wire-mesh
model. Weng, Kresse, Cohen, Wu, and Gu (2011) devel-
oped an unconventional fracture model to predict the
complex fracture geometry in the formation with preex-
isting natural fractures using the automatic generation
of unstructured grids to accurately simulate production
from the complex fracture geometry (Cipolla et al.,
2011; Mirzaei & Cipolla, 2012). However, this
approach has some challenging practical issues such
as the difficulties of model setup and long turnaround
time (Zhou, Banerjee, Poe, Spath, & Thambynayagam,
2013). To investigate the effect of irregular fracture ge-
ometry on well performance of unconventional gas

reservoirs, Olorode, Freeman, George, and Blasingame
(2013) proposed a 3D Voronoi mesh-generation appli-
cation to generate the nonideal fracture geometry.
Moinfar, Varavei, Sepehrnoori, and Johns (2013) devel-
oped an embedded discrete fracture model based on the
algorithm presented by Li and Lee (2008) to simulate
fluid flow from unstructured fracture geometry.

Microseismic monitoring of hydraulic fracture treat-
ments plays a significant role in understanding the stim-
ulation effectiveness and fracture geometry (Cipolla,
2009; Cipolla et al., 2011, Cipolla, Maxwell, Mack,
2012; Mayerhofer et al., 2006). Microseismic measure-
ments indicate that the stimulation treatments often
create complex fracture geometry, especially in the brit-
tle shale reservoirs (Cipolla, 2009; Cipolla et al., 2011;
Cipolla & Wallace, 2014; Fisher et al., 2002; Maxwell,
Urbancic, Steinsberger, & Zinno, 2002; Mayerhofer
et al., 2006; Warpinski, Kramm, Heinze, & Waltman,
2005). Fig. 4.2 shows the plan view of microseismic
data points indicating the complex fracture geometry
created in a horizontal well. The complex fracture ge-
ometry is strongly affected by insitu stresses and preex-
isting natural fractures (Weng, 2015; Zhou et al., 2013).
Many researchers presented integrating microseismic
fracture mapping with numerical modeling of hydraulic
fracture networks (Cipolla, 2009; Cipolla et al., 2011;
Mayerhofer et al., 2006; Novlesky et al., 2011).
Although many attempts have been focused on devel-
oping hydraulic fracture models to predict the complex
nonplanar fracture geometry (Weng et al. 2011; Wu,
2013, 2014; Wu, Kresse, Weng, Cohen, & Gu, 2012;
Wu & Olson, 2013; Xu & Wong, 2013), it is still chal-
lenging to measure the complex fracture geometry
completely and exactly because of a very complicated
gridding issue, an expensive computational cost, com-
plexities in development of computational codes, and
the cost of microseismic data measurement. To over-
come these challenges, Zhou et al. (2013) proposed a
semianalytical model to handle the complex fracture ge-
ometry efficiently. However, the semianalytical model
did not consider the effects of gas slippage, gas diffu-
sion, gas desorption, stress-dependent fracture conduc-
tivity, and nonplanar fractures.

In most of shale reservoir fields, for the sake of
simplicity, two ideal fracture geometries such as planar
fractures and complex orthogonal fracture networks are
widely considered to represent the geometry of hydrau-
lic fractures for simulation of well performance (Aybar,
Yu, Eshkalak, Sepehrnoori, & Patzek, 2015; Tavassoli,
Yu, Javadpour, & Sepehrnoori, 2013; Yu & Sepehrnoori,
2013), as shown in Figs. 4.3 and 4.4. Planar fractures or
biwing fractures intersect the well blocks containing
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FIG. 4.2 Plan view of microseismic data points. (Credit: Novlesky, A., Kumar, A., &Merkle S. (2011). Shale gas
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FIG. 4.3 Planar fracture model.
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perforations at their midpoint. Generally, planar frac-
tures are orthogonal to the horizontal well, and they
are evenly distributed along the well. As mentioned
earlier, in the past, fractures were modeled in exact
width (on the order of 0.001 ft) by a plane of grid
blocks. However, they use highly detailed grids and
require significant time cost so that severe stability lim-
itations are posed especially in full-field shale reservoir
simulation. Rubin (2010) produced predictive fractured
shale gas simulation models, which are easy to set up
and that run in minutes. Based on extensive simulation
works, novel models that simulate a flow inside of the
stimulated reservoir volume (SRV) using coarse, loga-
rithmically spaced, locally refined, dual permeability
grids. Local grid refinement (LGR) technique is used
by using numerical solutions to model hydraulic frac-
ture explicitly with a small fracture width, which can
effectively capture the transient flow behavior near the
fractures (Rubin, 2010; Yu, Gao, & Sepehrnoori, 2014;
Yu, Varavei, & Sepehrnoori, 2015; Yu & Sepehrnoori,
2014). Logarithmic grid spacing represents the large
pressure drops near the matrix-fracture interface and re-
duces computation requirements for blocks further
from the interface. The predictive models presented by
Rubin (2010) would be small enough to be quickly
run while simulating the flow in shale gas reservoir
accurately. This technique allows the use of 2 ft wide

fracture conduits to mimic non-Darcy flow in 0.001 ft
wide fractures.

According to several kinds of literature, in shale res-
ervoirs, where complex fracture network is created by
hydraulic fracturing, the concepts of planar fractures
are insufficient to describe stimulation performance
(Cipolla et al., 2010; Mayerhofer, Lolon, Warpinski,
Cipolla, Walser, & Rightmire, 2010; Novlesky et al.,
2011). Thus, the concept of SRV, which is the size of
the created fracture network, was introduced, and
microseismic data were used to calculate and model
the SRV. Mayerhofer et al. (2006) and Cipolla (2009)
discuss the numerical modeling of explicit fracture net-
works created in an SRV to simulate the physics of flow
within a fractured shale reservoir. Because of the high
cost of microseismic data measurement and computa-
tional cost, the application of complex fracture network
models is still hard in the shale field. In recent years,
planar fracture models present admittible results with
the history-matching process in various shale reservoirs.
Therefore, in the following section, planar fracture
models were used to simulate the hydraulic fractures
of shale reservoirs.

The dynamic fracture propagation models also have
been presented for decades (Barree, 1983; Fanchi,
Arnold, Mitchell Robert, Holstein, & Warner, 2007;
Gidley and Society of Petroleum Engineers, 1989;

FIG. 4.4 Complex hydraulic fracture model with microseismic data. (Credit: Novlesky, A., Kumar, A., &
Merkle, S. (2011). Shale gas modeling workflow: From microseismic to simulation e a Horn river case study.
Paper presented at the Canadian unconventional resources conference, Calgary, Alberta, Canada. https://doi.
org/10.2118/148710-MS.)
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Green, David Barree, & Miskimins, 2007; Yousefzadeh,
Qi, Virues, & Aguilera, 2017). Howard and Fast (1957)
introduced the first mathematical model to design a
fracture treatment. They assumed the 2D model with
the constant fracture width everywhere, allowing the en-
gineer to compute fracture area on the basis of fracture
fluid leakoff characteristics of the formation and the
fracturing fluid. In the following years, two of the
most common 2D models were presented as simple
and applicable solutions to the industry requirement
for fracture designs. These 2D models are Perkins-
Kern-Nordgren (PKN) and Khristianovic-Geertsma-de
Klerk (KGD) models (Advani, Khattab, & Lee, 1985;
Daneshy, 1973; Geertsma & De Klerk, 1969; Nolte,
1986; Nordgren, 1972; Perkins & Kern, 1961; Zheltov,
1955).

In 2D fracture modeling, the height of the fracture is
considered to be constant, and width and length of frac-
ture are calculated as a function of fracture height,

treatment parameters, and reservoir mechanical proper-
ties. Vertical propagation of fracture is confined by a
change in material property of the reservoir layers or
change in the horizontal minimum in situ stresses. In
PKN and KGD models, the fracture deformation is
considered by a linear plastic process, and it is expected
that the fracture boundaries are determined in the plane
of propagation. Other main prerequisites are that the
injected fracturing fluid is a Newtonian fluid, the injec-
tion rate is constant, and the fracture height is fixed.

In the PKNmodel, the fracture planes are perpendic-
ular to the vertical plane strain. The geometry of the
PKN model is depicted in Fig. 4.5 (Adachi, Siebrits,
Peirce, & Desroches, 2007). In this model, the cross-
section of fracture has an elliptical shape, and it is
assumed that the fracture geometry is independent of
the fracture toughness (Yew & Weng, 2014). The PKN
model is most appropriate when the fracture height is
higher than the fracture length. Fracture length by the

ωH

Fluid flow

Fracture tip

ℓ

FIG. 4.5 Schematic view of Perkins-Kern-Nordgren (PKN) geometry for a 2D fracture. (Credit: Adachi, J.,
Siebrits, E., Peirce, A., & Desroches, J. (2007). Computer simulation of hydraulic fractures. International Journal
of Rock Mechanics and Mining Sciences, 44(5):739e757. https://doi.org/10.1016/j.ijrmms.2006.11.006.)
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PKN model without consideration of leakoff is deter-
mined by (Gidley and Society of Petroleum Engineers,
1989):

LPKN ¼ C1

"
Gq30

ð1� nÞmh4f

#1
5

t
4
5; (4.24)

where LPKN is the fracture length, C1 ¼ 0.45 for two-
wings fracture, G the formation shear modulus in
KPa, q0 the constant flow rate, n the Poisson’s ratio, m
the injection fluid viscosity, hf the fracture height, and
t the fracturing time.

KGD model assumes that strain is on the horizontal
plane. Fig. 4.6 shows the geometry of the KGD fracture
model (Adachi et al., 2007). The additional assumption
for this model is that the fracture tip is cup shaped. In
this model, the fracture width is constant in the vertical
direction. For the KGD model in case of no leakoff to
the formation and tiny dry zone at the tip of fracture, af-
ter analytic solution for fracture length calculation is
achieved (Gidley and Society of Petroleum Engineers,
1989):

LKGD ¼ C2

"
Gq30

ð1� nÞmh4f

#1
6

t
2
3; (4.25)

where LKGD is the fracture length and C2 ¼ 0.48 for
two-wings fracture. The only difference between PKN
and KGD models is the orientation of the assumed
ellipse.

2D fracture propagation models were seldom found
to be representative owing to the unrealistic height re-
strictions. With the development of high-powered
computers available to most engineers, pseudoethree-
dimensional (P3D) models are used by fracture design
engineers (Gidley and Society of Petroleum Engineers,
1989). P3D models, which allow the fracture height
to change, are the extension of 2D models. P3D models
are better than 2D models for most situations because
the P3D model computes the fracture height, width,
and length distribution with the data for the pay zone
and all the rock layers above and below the perforated
interval. Gidley and Society of Petroleum Engineers,
(1989) provide a detailed explanation of how P3D frac-
ture propagation theory is used. Fig. 4.7 illustrates
typical results from a P3D model. P3D models give
more realistic estimates of fracture geometry and di-
mensions, which can lead to better designs and better
description of wells. Although the complexity of P3D
models increases, they are still limited by the funda-
mental assumptions of linear elastic deformation, the
elliptical fracture shape, stress intensity factor (and sin-
gularity) at the fracture tips, and the assumptions of
complete elastic coupling. These models also fail if
the fracture cannot be described as a continuous entity
from upper to lower tip in any element.

To model the complex geologic system of hydraulic
fractures, fully 3D models have been studied as shown
in Fig. 4.8 (Adachi et al., 2007; Green et al., 2007). The

FIG. 4.6 Schematic view of Khristianovic-Geertsma-de Klerk (KGD) geometry for a 2D fracture. (Credit:
Adachi, J., Siebrits, E., Peirce, A., & Desroches, J. (2007). Computer simulation of hydraulic fractures.
International Journal of Rock Mechanics and Mining Sciences, 44(5):739e757. https://doi.org/10.1016/j.
ijrmms.2006.11.006.)
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main difference between the 2D/P3D and 3D models is
that calculation run times are much more significant
in 3D models, because of the complex calculation of
all growth patterns without simplifying assumptions.
Recently, several 3D fracturing simulators have been
used in shale reservoirs. Barree (1983) developed a nu-
merical simulator being capable of predicting fracture
geometries during propagation in both height and
length directions. The simulator is capable of handling
random spatial variations in elastic properties,
confining stress, pore pressure, and rock strength. Frac-
ture fluid pressures, fracture widths, and net stresses

are ca1culated at uniformly spaced points over the
entire fracture face. The solution of the problem com-
bines a finite difference formulation for the calculation
of fluid flow within the crack with an integral equation
for fracture width. Based on a study of Barree (1983),
multidisciplinary, integrated geomechanic fracture
simulator GOHFER (grid-oriented hydraulic fracture
extension replicator) was developed (Barree &
Associates, 2015). To define fracturing design, the iden-
tification of dominant physical processes that control
the fracturing process is of importance. Depending on
Barree & Associates (2015), four main categories of

FIG. 4.7 Schematic view of fracture geometry for a P3D model. (Credit: Adachi, J., Siebrits, E., Peirce, A., &
Desroches, J. (2007). Computer simulation of hydraulic fractures. International Journal of Rock Mechanics and
Mining Sciences, 44(5):739e757. https://doi.org/10.1016/j.ijrmms.2006.11.006.)

FIG. 4.8 Schematic view of fracture geometry for a 3D model based on moving mesh system of triangular
elements. (Credit: Adachi, J., Siebrits, E., Peirce, A., & Desroches, J. (2007). Computer simulation of
hydraulic fractures. International Journal of Rock Mechanics and Mining Sciences, 44(5):739e757. https://doi.
org/10.1016/j.ijrmms.2006.11.006.)
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fracture design processes are fracture geometry creation,
fluid leakoff, fluid rheology, and proppant transport. If
all of these processes are considered accurately, shape,
size, and conductivity of hydraulic fracture can be pre-
dicted as shown in Fig. 4.9. However, in spite of the ac-
curacy of 3D models, various additional reservoir input
data are required, and these are costly to obtain. There-
fore, in most cases, to simulate the hydraulic fractures,
static fracture models are used and matched with pro-
duction data in shale reservoir to date. Nevertheless,
the static fracture model, which is not based on com-
plete input data and correct assumptions, cannot be a
predictive model of the fracturing process. To construct
a predictive model in shale reservoirs, fracture treatment
should be modeled exactly with sound physics and real
data.

The Process of Shale Reservoir Simulation
There have been a significant number of attempts to
model the shale reservoirs (Anderson et al., 2010;
Cipolla et al., 2010; Kam et al., 2015; Novlesky et al.,
2011; Rubin, 2010; Yu, 2015). Although these re-
searches on shale reservoirs have received significant in-
terest recently, they have not reflected the combined
effects of characteristic mechanisms in shale reservoirs
such as non-Darcy flow, adsorption/desorption, stress-
dependent compaction, and phase behavior change in
nanopores. In addition, the development processes of
shale resources show high cost and significant uncer-
tainties due to many uncertain and inestimable param-
eters such as reservoir permeability, porosity, fracture
height, fracture spacing, fracture half-length, fracture

conductivity, well spacing, and so forth. Therefore, nu-
merical modeling with various specific mechanisms
and integrative simulation approaches for sensitivity
analysis, history matching, optimization, and uncer-
tainty assessment for the economic development of
shale reservoirs are valuable.

In general shale reservoir models, a dual perme-
ability model is used to simulate the natural fracture
system (Ahmed & Meehan, 2016; Novlesky et al.,
2011; Rubin, 2010). The dual permeability model
uses a grid block that consists of a cell to represent the
matrix within a cell to express the fracture in each
matrix-fracture network block so that the matrix and
fracture are modeled separately. In the dual perme-
ability model, fluid flow can occur from fracture to frac-
ture, the matrix to fracture, and matrix to matrix grid
blocks. Hydraulic fractures are modeled by the logarith-
mically spaced, locally refined, dual permeability meth-
odology (Rubin, 2010). With this methodology,
hydraulic fractures are explicitly modeled in the matrix
portion of the dual permeability model by defining
high permeability values for the hydraulic fractures
and low permeability values for the shale matrix.
Among refined blocks, the center blocks represent hy-
draulic fractures. They are set to a larger width than
the real fracture width for efficient computer calcula-
tion. To conserve the hydraulic fracture conductivity
in wide grid block, an effective permeability is
computed as shown:

keff ¼
kf wf

wgrid
; (4.26)

FIG. 4.9 Results of fracturing simulation in shale oil reservoir with five horizontal wells.
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where keff is effective fracture permeability, kf the
intrinsic fracture permeability, wf the intrinsic fracture
width, and wgrid the effective fracture width. Non-
Darcy flow due to high velocity in the hydraulic fracture
is calculated by using Forchheimer equation (1901). As
mentioned in Chapter 3, Forchheimer coefficient can be
calculated with various correlations. Among them, equa-
tion presented by Evans and Civan (1994) is recommen-
ded for hydraulic fracture modeling. They offered a
general correlation using a large variety of data from
consolidated and unconsolidated media shown next:

b ¼ 1:485� 109

fk1:021
: (4.27)

Because of the increased block width, the velocity in
the block will be lower than the actual velocity in the
fractures so that non-Darcy flow will be miscalculated.
Therefore, a non-Darcy coefficient had to be modified
like fracture permeability. To compute non-Darcy ef-
fects correctly, after non-Darcy correction factor should
be applied:

bcorr ¼
 

kf
keff

!2�N1g

¼
 
wgrid

wf

!2�N1g

; (4.28)

where bcorr is the non-Darcy correction factor andN1g is
the correlation parameter. In these days, because of the
high cost of microseismic measurement, planar fracture
model is preferred than complex fracture model. In the
models with planar fractures, hydraulic fracture spacing
is significant parameters for accurate history matching.

A base numerical shale model is created using esti-
mated reservoir properties. Because of difficulties in
the measurements of reservoir and fracture parameters,
many of them should be assigned reasonable ranges
and matched with production data (Ahmed & Meehan,
2016; Novlesky et al., 2011). Generally, initial estimates
of matrix permeability are in the range of hundreds
nano-Darcy, and estimates of porosity are less than
10%. Permeability in the natural fracture system is
also difficult to quantify and depends on whether the
natural fractures are open, partially open, or completely
healed. Initially, natural fracture permeability is
assumed to be a nano-Darcy.

The properties of hydraulic fracture present the most
tremendous influence on productivity in low perme-
ability shale reservoirs. However, characteristics of hy-
draulic fracture systems are difficult to measure, and
they cost a tremendous amount. Hydraulic fracture
spacing is believed to be affected by the natural fracture
spacing in the reservoir. Fracture characterization from
formation image log and outcrop data with mechanical

stratigraphy interpretation provides a basis for esti-
mating a reasonable range of average fracture spacing.
Hydraulic fracture spacing can be estimated from hy-
draulically significant natural fractures, which have
large apertures enough to accept proppant. The conduc-
tivity of hydraulic fractures can be estimated by elabo-
rate laboratory experiments (Kam et al., 2015). Shale
core plugs are cut perpendicular to the bedding plane,
and proppant is placed according to design between
the two halves of the core to simulate an induced hy-
draulic fracture. The conductivity of synthetically
induced fracture is measured while flowing slickwater
fracturing fluid at reservoir temperature and reservoir
pressure conditions. In addition, rate-transient analysis
(RTA) can be used to calculate hydraulic fracture prop-
erties (Kam et al., 2015). The RTA description is used for
initial assumptions when defining the induced fracture
properties in the simulation model, such as height, half-
length, and conductivity. RTA is representative of the
behavior of the first drilled well and is valid only up
to the date when the adjacent wells are drilled. It is
assumed that the interaction among the adjacent wells
disrupts the flow behavior, and, therefore, the RTA
model is unable to account for that. Fracture design
simulators, which compute geomechanic fracture prop-
agation can also be used to estimates of hydraulic-
fracture properties.

To develop a model that appropriately simulates the
complex process of gas flow in shale reservoir, Kim
(2018) suggested and applied several specific mecha-
nisms such as mono- and multilayer adsorption/
desorption, geomechanic deformation, confinement ef-
fects. From adsorption experiments on shale core sam-
ples, the adsorptive potential of a material depending
on various pressures can be quantified at constant tem-
perature (Heller & Zoback, 2014; Lu, Li, & Watson,
1995; Nuttal, Eble, Bustin, & Drahovzal, 2005; Ross &
Bustin, 2007, 2009; Vermylen, 2011). As mentioned
in Chapter 3, Langmuir isotherm (1918), which as-
sumes single-layer adsorption covering the solid sur-
face, is commonly used to depict adsorption/
desorption behavior of methane in shale reservoirs.
However, depending on Yu, Sepehrnoori, and Patzek
(2016), measurements of methane adsorption deviate
from the Langmuir isotherm. In Marcellus Shale core
samples, data correspond with Langmuir isotherms at
low pressures while data deviate from Langmuir iso-
therms at high pressure and fit well with BET isotherms
(1938). Therefore, Eqs. (3.31) and (3.35) are used to
model the Langmuir and BET adsorption as shown:

V ¼ VLp
pL þ p

; (3.31)
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The conductivity of fracture network is sensitive to the
changes of stress and strain during production due to
stress corrosion affecting the proppant strength, crush-
ing, and embedment into the formation (Ghosh, Rai,
Sondergeld, & Larese, 2014). To simulate these
geomechanic effects during production, displacement
equation and flow conservation equation should be
coupled as shown in Eqs. (3.98) and (3.99), respectively:

V$

	
C :

1
2

�
Vuþ ðVuÞT�
þ V$½ðap� hDTÞI� ¼ rrB: (3.98)

v

vt
ðfrf Þ � V$

h
rf
k
m
ðVp� rfbÞ

i
¼ Qf : (3.99)

Using the iterative coupled method, porosity can be
computed by Eq. (3.100), which is a function of pres-
sure, temperature, and total mean stress:

fnþ1 ¼ fn þ ðc0 þ c2a1Þðp� pnÞ þ ðc1 þ c2a2ÞðT � TnÞ:
(3.100)

Permeability can be calculated by empirical correla-
tions. Exponential and power law relationships (Eqs.
3.107 and 3.109) are used to model the variation of
permeability depending on stress change during pro-
duction as shown:

k ¼ kie
�bðs0�si

0Þ; (3.107)

k ¼ ki

�
s0

si 0

��d

: (3.109)

To consider a change of phase behavior in nano-
pores of shale reservoirs, confinement effects should
be modeled. As shown in Chapter 3, these confinement
effects can be depicted by critical point shift correla-
tions. The critical pressure and temperature are shifted
depending on the pore throat radius as shown in Eqs.
(3.112) and (3.113):

DT�
c ¼ Tcb � Tcp

Tcb
¼ 0:9409

sLJ

rp
� 0:2415

�
sLJ

rp

�2

; (3.112)

Dp�c ¼
pcb � pcp

pcb
¼ 0:9409

sLJ

rp
� 0:2415

�
sLJ

rp

�2

: (3.113)

In the development of shale resources, there are high
cost and significant uncertainties due to numerous ines-
timable and uncertain parameters such as reservoir
permeability, porosity, hydraulic and natural fracture

properties, gas adsorption/desorption, geomechanic
properties, confinement effects, and well spacing. There-
fore, approaches for sensitivity analysis, history match-
ing, optimization, and uncertainty assessment for the
economic development of shale resources is clearly
desirable (CMG, 2017a; Yu, 2015). An overall reservoir
simulation framework to perform sensitivity analysis,
history matching, optimization, and uncertainty assess-
ment with the simple introduction of several systematic
and statistic approaches for shale reservoirs are pre-
sented in the following section.

Sensitivity analyses are used to determine howmuch
of an effect parameters have on the simulation results
and to identify which parameters have the most signif-
icant impact on objective functions such as history
match error. The main parameters are determined and
used for matching variables of history matching, and
the other parameters are kept at their estimated values.
In a sensitivity analysis, a smaller number of simulation
runs are performed to determine the sensitive parame-
ters. This information is used to design history match-
ing or optimization studies, which require a more
significant number of simulation runs. There are several
methods for sensitivity analysis.

One-parameter-at-a-time (OPAAT) sampling is a
traditional method for sensitivity analysis. In this
method, each parameter is analyzed independently,
whereas other parameters are fixed to their reference
values. This procedure is repeated in turn for all parame-
ters to be studied. Itmeasures the effect of each parameter
on the objective function while removing the effects of
the other parameters. Although OPAAT is simple to use
and results are easy to understand without complication
by effects of different parameters, the use of OPAAT sam-
pling is generally discouraged by researchers because of
several reasons: Results are focused around the reference
values, results can vary dramatically if reference values
change, more runs are required for the same estimation,
parameter interactions cannot be obtained, and conclu-
sively, results from the analysis are not general.

Response surface methodology (Box and Draper,
1987, 2007; Box & Wilson, 1951) presents the correla-
tions between input variables and responses, or objec-
tive functions. In contrast with OPAAT, multiple
parameters are adjusted together, and then results are
analyzed by fitting a polynomial equation, which is
called response surface (Fig. 4.10). In Response Surface
Methodology, a set of designed experiments is used to
build a proxy model to represent the original compli-
cated reservoir simulation model. The response surface
is a proxy of the reservoir simulator for fast estimation
of the response. The most common proxy models are
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linear, simple quadratic, and quadratic form of a poly-
nomial function as follows:

y ¼ a0 þ a1x1 þ a2x2 þ :::þ akxk; (4.29)

y ¼ a0 þ
Xk
i¼1

aixi þ
Xk
i¼1

aiix
2
i ; (4.30)

y ¼ a0 þ
Xk
i¼1

aixi þ
Xk
i¼1

aiix
2
i þ

X
i<j

Xk
j¼2

aijxixj; (4.31)

where y is the response, or the objective function, ak the
coefficients of linear terms, xk the input variables, aii the
coefficients of quadratic terms, and aij the coefficients of
interaction terms. If parameters have a nonlinear rela-
tionship with the objective functions, a quadratic term
may be given. If modifying two parameters at the
same time has a stronger effect than the sum of individ-
ual linear or quadratic effect, an interaction term may
also be given. Central composite design (CCD) and D-
optimal design are also popular and often used to fit
the second-degree surface model (Myers, Montgomery,
& Anderson-Cook, 2016). After a proxy model is gener-
ated, tornado plots that display a sequence of parameter
estimates can be used to analyze the sensitivity of
parameters.

Reservoir response is often nonlinear or could be
dependent on multiple parameters. Therefore, it is diffi-
cult to model with simple trends or polynomial equa-
tions. Sobol and Morris methods provide complex
relationships in a simplified manner. The Sobol
method (1993) is a type of variance-based sensitivity
analysis. The main idea of variance-based methods is
to quantify the amount of variance that each input fac-
tor contributes to the unconditional variance of output.
TheMorris method (1991) of global sensitivity analysis,
which is also called the elementary effects method, is a
screening method used to identify model inputs that
have the most considerable influence on model out-
puts. It is based on a replicated, randomized one-at-a-
time (OAT) experiment design where only one input
parameter is assigned a new value in each run.

History-matching technique is a process to match
simulation results with production history data. To
obtain a better understanding of reservoir parameters
and to simulate the accurate shale model for confidence
in forecasting results, history-matching technique is per-
formed. A base numerical shale model created by esti-
mated reservoir properties may present uncertainty. It
is adjusted with parameters obtained from sensitivity
analysis. Based on the range of values from sensitivity

y

X1
X2

FIG. 4.10 Response surface methodology. (Credit: Bezerra, M. A., Santelli, R. E., Oliveira, E. P., Villar, L. S., & Escaleira, L. A.
(2008). Response surface methodology (RSM) as a tool for optimization in analytical chemistry. Talanta, 76(5):965e977. https://
doi.org/10.1016/j.talanta.2008.05.019.)
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analysis, extensive experiments are performed. As simu-
lation experiment completes, the matching error be-
tween a model and production data is calculated.
Then, the parameter values for the new simulation job
is determined by an optimization method. As more
simulation jobs are completed, the results converge to
optimal solutions, which provide a satisfactory match
with the lowest error between the simulation results
and field production data. Various optimization ap-
proaches have been used in history matching of reser-
voir simulation, including Random Search,
Differential Evolution (DE), Particle Swarm Optimiza-
tion (PSO), and Designed Evolution and Controlled
Exploration (DECE) (CMG, 2017b; Kennedy &
Eberhart, 1995; Storn & Price, 1995; Yang, Card, &
Nghiem, 2009, 2007).

Random search methods are the most straightfor-
ward stochastic optimization, and they are quite useful
in some problems such as small search space and fast-
running simulation (CMG, 2017a). There are many
different algorithms for random search such as blind
random search, localized random search, and enhanced
localized random search. The blind random search is
the simplest random search method, where the current
sampling does not take into account the previous sam-
ples. That is, this blind search approach does not adopt
the current sampling strategy to information that has
been garnered in the search process. One advantage of
blind random search is that it is guaranteed to converge
to the optimum solution as the number of function
evaluations (simulations) gets large. Realistically, how-
ever, this convergence feature may have limited use in
practice because the algorithm may take a prohibitively
large number of function evaluations (simulations) to
reach the optimum solution.

Differential Evolution, which is a population-based
stochastic optimization technique, was introduced by
Storn and Price (1995). The system is initialized with
a population of random solutions. It searches for op-
tima by updating this population through three steps:
mutation, crossover, and selection. The mutation pro-
cess involves adding a scaled difference of two solutions
to the best solution in each population, to generate a
new population. The crossover operation increases the
newly generated population diversity. Finally, a selec-
tion operator is applied to preserve the optimal solu-
tions for the next generation. The results of the new
population are compared against the old population.
Each experiment is examined, and the better experiment
is kept.

Particle Swarm Optimization is a population-based
stochastic optimization technique developed by

Kennedy and Eberhart (1995), inspired by social
behavior of bird flocking and fish schooling. Social in-
fluence and social learning enable a person to maintain
cognitive consistency. People solve problems by talking
with other people about them and, as they interact,
their beliefs, attitudes, and behaviors change. The
changes can be depicted as the individuals moving to-
ward one another in a sociocognitive space. Particle
swarm simulates this kind of social optimization. The
system is initialized with a population of random solu-
tions and searches for optima by updating generations.
The individuals iteratively evaluate their candidate solu-
tions and remember the location of their best success so
far, making this information available to their neigh-
bors. They are also able to see where their neighbors
have had success. Movements through the search space
are guided by these successes, with the population usu-
ally converging toward good solutions.

DECE optimization method (CMG, 2017a; Yang
et al., 2009, 2007) is used to adjust parameter values
so that the history match error is minimized. The
DECE optimization method is based on the process,
which reservoir engineers commonly use to solve his-
tory matching or optimization problems. For
simplicity, DECE optimization can be described as an
iterative optimization process that applies a designed
exploration stage first and then a controlled evolution
stage. In the designed exploration stage, the goal is to
explore the search space in a designed random manner
such that maximum information about the solution
space can be obtained. In this stage, experimental
design and Tabu search techniques are applied to select
parameter values and create representative simulation
data sets. In the controlled evolution stage, statistical
analyses are performed for the simulation results ob-
tained in the designed exploration stage. Based on the
analyses, the DECE algorithm scrutinizes every candi-
date value of each parameter to determine if there is a
better chance to improve solution quality if specific
candidate values are rejected from being picked again.
These rejected candidate values are remembered by
the algorithm, and they will not be used in the next
controlled exploration stage. To minimize the possibil-
ity of being trapped in local minima, the DECE algo-
rithm checks rejected candidate values from time to
time to make sure previous rejection decisions are still
valid. If the algorithm determines that certain rejection
decisions are not valid, the rejection decisions are
recalled, and corresponding candidate values are used
again.

Optimization studies are used to produce optimum
field development plans and operating conditions.
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Optimization and history-matching presents a similar
methodology that finds either a maximum or mini-
mum value for objective functions. Optimization pre-
sents the most improved objective functions such as
hydrocarbon recovery and NPV, whereas history match-
ing provides results with a minimum error between
simulation models and production data. In shale reser-
voirs, the optimization of hydraulic fracture parameters
and well spacing are significantly important to obtain
economic completion scenario. There have been a
significant number of attempts in recent years to opti-
mize the design of transverse fractures of horizontal
wells for shale gas reservoirs (Bagherian et al., 2010;
Bhattacharya & Nikolaou, 2011; Britt & Smith, 2009;
Gorucu & Ertekin, 2011; Marongiu-Porcu, Wang, &
Economides, 2009; Meyer, Bazan, Henry Jacot, &
Lattibeaudiere, 2010; Yu, 2015; Zhang, Du,
Deimbacher, Martin, & Harikesavanallur, 2009).

After history matching and optimization, there may
be still remaining uncertainties in the value of some
reservoir variables. Once several acceptable history-
matching models are obtained, the uncertainty of
each model should be assessed. In the forecasting
models, results are evaluated to confirm the impact of
uncertain parameters. A more rigorous assessment of
the finally selected models is performed by adjusting
some parameters. Although some parameters have little
effect on the history-matching process, they may be ex-
pected to have a higher impact in the forecast process. A
response surface was constructed by simulating a set of
cases with parameters that were varied within the range
of uncertainty. The response surface was then used as a
proxy model that was later used in the Monte Carlo
simulation. Once the Monte Carlo simulation was
completed, an expected range and probability distribu-
tion of results were obtained.

In the following sections, field simulation studies for
shale gas and oil reservoirs are presented. Kim (2018)
modeled realistic shale gas and oil reservoirs consid-
ering various advanced mechanisms mentioned earlier.
Barnett and Marcellus Shale gas reservoirs and East
Texas shale oil reservoir were modeled. For numerical
modeling, compositional and unconventional simu-
lator CMG-GEM (CMG, 2017b) was used. Because of
the uncertainty of information obtained from the shale
reservoir, model validation is performed with a history-
matching technique. By validating the models with
history data, information on uncertainties of shale
reservoir is obtained. History matching was performed
with field production data in each reservoir considering
mono- and multilayer adsorption/desorption, stress-
dependent compaction, and confinement effects as

well as geologic reservoir and fracture properties. His-
tory matching was performed with CMG-CMOST
(CMG, 2017a). In each reservoir, production forecast
was performed to evaluate the effects of mechanisms.

FIELD APPLICATION OF SHALE GAS
RESERVOIRS
To verify the effects of various transport mechanisms in
shale gas reservoirs, Kim (2018) constructed the numer-
ical model of Barnett Shale. The Barnett Shale is located
in the Fort Worth Basin of northern Texas. The reservoir
rock itself is a Mississippian age organic-rich shale. Bar-
nett is noted for having generally high silica content
(35%e50%), relatively low clay content (<35%), and
significant organic carbon content (3%e10%) (Mont-
gomery, Jarvie, Bowker, & Pollastro, 2005). As reported
by Bowker (2007), Jarvie, Hill, Ruble, and Pollastro
(2007), and Loucks and Ruppel (2007), the composi-
tion of Barnett Shale is 40%e45% quartz, 27%e40%
clay, and variable contents of pyrite, feldspar, calcite,
dolomite, and phosphate.

Fig. 4.11 shows the daily pressure and gas produc-
tion data reproduced from Anderson et al. (2010).
Almost 600 days of production data were available to
perform history matching and to evaluate the well per-
formance. The shale gas reservoir with a volume of
3250 � 550 � 100 ft3 with no flow outer boundaries
was constructed, and the horizontal well was drilled
whole 3250 ft laterally. To depict natural fractures and
a matrix system of a shale reservoir, a dual permeability
model was applied. Hydraulic fractures are modeled
with a LGR technique to formulate thin blocks assigned
with the properties of hydraulic fractures (Rubin,
2010). Within the LGR, cells increase in size logarithmi-
cally away from the fracture. Fluids include gas and wa-
ter, but water is immobile so that the flowing fluid is
assumed to be single-phase gas.

Mechanical properties of Barnett Shale were investi-
gated by Vermylen (2011) based on well logs, lab ana-
lyses from the sample, and reasonable estimates from
the gas shale and rock mechanics literature. Depending
on their study, 0.23 and 40 GPa of Poisson’s ratio and
Young’s modulus were used in the Barnett Shale model.
Cho, Ozkan, and Apaydin (2013) presented the coeffi-
cient of exponential correlation for this Barnett Shale
data as 0.0087. Because there are no data for the coeffi-
cient of power law correlation, it was calculated by the
relationship between exponential and power law corre-
lations. Using the correlation obtained from Dong et al.
(2010), a power law correlation coefficient of Barnett
Shale was determined as 0.31. In addition, for history
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matching, the range of exponential and power law
compaction coefficients is determined based on the ex-
periments of Dong et al. (2010). Fig. 4.12 provides a
permeability multiplier based on these coefficients for
Barnett Shale simulation.

Table 4.2 provides the parameters and their ranges
used in the history matching of Barnett Shale reservoir.
Because of the limited data availability, the significant
uncertainty lies in the reservoir and fracture properties.
Fig. 4.13 shows the best-matched models for the well
bottom-hole pressure in three different cases. In this
study, cases 1, 2, and 3 indicate the noncompaction,
the compaction with exponential correlation, and the
compaction with power law correlation models. The
best-matched models show 6.7%, 5.8%, and 6.4% of
matching error, respectively. Models with exponential
and power law correlations show lower matching errors
than the noncompaction model. Although the model
with exponential correlation shows the lowest matching
error, it cannot be determined directly as the exact
model. In applications of shale reservoir history match-
ing, nonuniqueness problem is significant because of
the limitation of reservoir information. Tables 4.3e4.5
provide the best-matched parameters and ranges of top
25 models after history matching in three different
compaction cases. As shown in the tables, best-
matched values and ranges are various in each case.
Especially, hydraulic fracture half-length and spacing

present significantly different in three compaction cases.
Depending on RTA results of Anderson et al. (2010),
hydraulic fracture half-length and spacing are 250 and
174 ft, respectively. As shown in Table 3.4, models
with power law correlation correspond well with RTA
results.

The production forecast was conducted for another
10 years using the selected top 25 models. The predic-
tion run was constrained with the last wellhead pres-
sure. Fig. 4.14 shows the predicted cumulative
production of gas for three compaction cases. Although
the small difference is observed in history-matching re-
sults, the effect of it increases extremely in future predic-
tion. Ranges of cumulative gas production of models
with noncompaction, compaction with exponential
correlation, and compaction with power law correlation
at the end of the simulation are 4.5e5.6 Bscf,
2.3e2.9 Bscf, and 3.2e4.2 Bscf, respectively. Because
of these significant variations in production forecast
process, stress-dependent compaction should be
considered to model the shale gas reservoir.

Marcellus Shale was also considered to evaluate the
effects of transport mechanisms. The Marcellus Shale
is located in the Appalachian Basin across six states,
including Pennsylvania, New York, West Virginia,
Ohio, Virginia, and Maryland. Although there are
many horizontal wells drilled along with multistage hy-
draulic fracturing in the Marcellus Shale, the

FIG. 4.11 Pressure and gas production rate of Barnett Shale. (Credit: Reproduced from Anderson, D. M.,
Nobakht, M., Moghadam, S., & Mattar, L. (2010). Analysis of production data from fractured shale gas
wells. Paper presented at the SPE unconventional gas Conference, Pittsburgh, Pennsylvania, USA. https://doi.
org/10.2118/131787-MS.)
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completion effectiveness is not entirely understood.
Marcellus is generally composed of high silica content,
high clay content, andmoderate organic carbon content
(3%) (Lora, 2015). Lora (2015) presented quantitative
analysis for Marcellus Shale: 21% quartz, 69% clay, and
variable contents of gypsum, pyrite, and calcite.

One-hundred and eighty days of flowing bottom-hole
pressure and gas production rate of Marcellus repro-
duced from the study of Yu (2015) were used to
perform history matching. The reservoir model was con-
structed with dimension of 3105 ft�1000 � 137 ft,
which corresponds to length, width, and thickness,
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FIG. 4.12 Permeability multipliers with (A) exponential and (B) power law correlations.
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respectively. The reservoir has two different shale layers.
Porosity of the top layer is 9%, and porosity of the bot-
tom layer is around 13.8%. Thicknesses of the top and
bottom layers are 94 and 43 ft, respectively. The well
was drilled in the bottom layer and completed using a

lateral length of 2605 ft. Even though Yu (2015) per-
formed history matching with these well data, he only
considered hydraulic fracture properties and matrix
permeability so that matching results are inadequate.
In this model, a dual permeability model was applied

TABLE 4.2
Parameter Uncertainties for History Matching of Barnett Shale Gas Reservoir

Uncertain Parameters Base Low High

Initial reservoir pressure (psi) 2,100 1,800 2,400

Hydraulic fracture permeability (md) 100,000 10,000 100,000

Matrix permeability (md) 0.1 � 10�5 0.1 � 10�5 10 � 10�5

Natural fracture permeability (md) 0.20 0.01 0.50

Natural fracture spacing (ft) 50 25 75

Matrix porosity 0.36 0.02 0.1

Natural fracture porosity 0.08 0.00002 0.1

Hydraulic fracture half-length (ft) 100 50 400

Hydraulic fracture spacing (ft) 174 100 400

Exponential coefficient 0.0087 0.0037 0.0187

Power law coefficient 0.31 0.13 0.67
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FIG. 4.13 Best-matched Barnett Shale models for Cases 1 (model without compaction), 2 (model with
exponential correlation), and 3 (model with power law correlation).
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TABLE 4.3
Parameters for Top 25 Matched Models of Barnett Shale Gas Reservoir: Case 1

Uncertain Parameters Best Low High

Initial reservoir pressure (psi) 1,922 1,895 2,053

Hydraulic fracture permeability (md) 86,500 75,700 98,650

Matrix permeability (md) 5.6 � 10�5 2.5 � 10�5 5.9 � 10�5

Natural fracture permeability (md) 0.3824 0.3236 0.4853

Natural fracture spacing (ft) 66 60 74

Matrix porosity 0.090 0.064 0.098

Natural fracture porosity 0.0245 0.0230 0.0365

Hydraulic fracture half-length (ft) 204 204 365

Hydraulic fracture spacing (ft) 271 271 348

TABLE 4.4
Parameters for Top 25 Matched Models of Barnett Shale Gas Reservoir: Case 2

Uncertain Parameters Best Low High

Initial reservoir pressure (psi) 2,048 1,922 2,132

Hydraulic fracture permeability (md) 98,200 77,500 98,650

Matrix permeability (md) 5.7 � 10�5 5.6 � 10�5 8.7 � 10�5

Natural fracture permeability (md) 0.206 0.169 0.341

Natural fracture spacing (ft) 42 32 49

Matrix porosity 0.030 0.029 0.042

Natural fracture porosity 0.0225 0.0050 0.0240

Hydraulic fracture half-length (ft) 99 71 171

Hydraulic fracture spacing (ft) 301 208 316

Exponential coefficient 0.0087 0.0037 0.0137

TABLE 4.5
Parameters for Top 25 Matched Models of Barnett Shale Gas Reservoir: Case 3

Uncertain Parameters Best Low High

Initial reservoir pressure (psi) 1,859 1,801 1,922

Hydraulic fracture permeability (md) 96,400 85,150 100,000

Matrix permeability (md) 5.4 � 10�5 5.4 � 10�5 9.8 � 10�5

Natural fracture permeability (md) 0.186 0.186 0.336

Natural fracture spacing (ft) 73 68 75

Matrix porosity 0.062 0.035 0.070

Natural fracture porosity 0.0295 0.0135 0.0295

Hydraulic fracture half-length (ft) 236 159 264

Hydraulic fracture spacing (ft) 196 102 196

Power law coefficient 0.31 0.13 0.49
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to consider the natural fracture system. LGR technique
with increasing cells in size logarithmically away from
the fracture is applied to model hydraulic fractures.
Single-phase gas flow is assumed owing to immobile
water in shale rock.

Adsorption data presented by Yu (2015) were used
to model the Marcellus Shale. Yu (2015) presented
experimental measurements of CH4 adsorption from
the Marcellus Shale core samples that deviate from the
Langmuir isotherm but obey the BET isotherm. Both
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FIG. 4.14 Barnett production forecast of Cases (A) 1, (B) 2, and (C) 3 for 10 years.
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Langmuir and BET isotherms matched five adsorption
data, and they were used for history-matching parame-
ters. Stress-dependent compaction is also considered in
this model. Because Marcellus Shale has similar rock
characteristics with Barnett Shale, the same ranges of
compaction coefficients were used in this model.
Confinement effect is also considered. Pore throat
radius is calculated by Eq. (4.32) (Al Hinai, Rezaee,

Ali, & Roland, 2013), and then critical pressure and
temperature are calculated by Eqs. (3.112)e(3.114).
In this history-matching process, critical points are
automatically calculated by reservoir properties.
Table 4.6 gives the parameters and their ranges used
in the history matching of Marcellus Shale reservoir.

log k ¼ 37:255� 6:345 log fþ 15:227 log rp: (4.32)

TABLE 4.6
Parameter Uncertainties for History Matching of Marcellus Shale Gas Reservoir

Uncertain Parameters Base Low High

Initial reservoir pressure (psi) 4,300 3,800 4,800

Hydraulic fracture permeability (md) 10,000 5,000 60,000

Matrix permeability (md) 8.0 � 10�4 1.0 � 10�4 10 � 10�4

Natural fracture spacing (ft) 50 1 50

Hydraulic fracture half-length (ft) 300 50 500

Hydraulic fracture spacing (ft) 50 50 150

Exponential coefficient 0.0087 0.0037 0.0187

Power law coefficient 0.31 0.13 0.67
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FIG. 4.15 Best matched Marcellus Shale models for Cases 1 (model without mechanism), 2 (model with
multilayer adsorption and confinement effects), and 3 (model with compaction, multilayer adsorption, and
confinement effects).
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Fig. 4.15 shows history-matching results of Marcel-
lus Shale. In this graph, Case 1 indicates model without
advanced mechanisms suggested in this study, Case 2
indicates model with multilayer adsorption and
confinement effects, and Case 3 indicates model that
considers multilayer adsorption, confinement effect,

and stress-dependent compaction. As shown in
Fig. 4.15, best-matched models of Cases 1, 2, and 3
show 4.7%, 4.7%, and 4.0% of matching error, respec-
tively. Tables 4.7e4.9 provide the best-matched param-
eters and ranges of top 25models after history matching
in each case. As shown in the matching results, Cases 1

TABLE 4.7
Parameters for Top 25 Matched Models of Marcellus Shale Gas Reservoir: Case 1

Uncertain Parameters Best Low High

Initial reservoir pressure (psi) 3,985 3,905 4,300

Hydraulic fracture permeability (md) 59,725 10,000 60,000

Matrix permeability (md) 9.6 � 10�4 8.0 � 10�4 9.9 � 10�4

Natural fracture spacing (ft) 43 34 50

Hydraulic fracture half-length (ft) 320 300 365

Hydraulic fracture spacing (ft) 97 50 113

TABLE 4.8
Parameters for Top 25 Matched Models of Marcellus Shale Gas Reservoir: Case 2

Uncertain Parameters Best Low High

Initial reservoir pressure (psi) 3,965 3,915 4,300

Hydraulic fracture permeability (md) 59,725 10,000 60,000

Matrix permeability (md) 9.6 � 10�4 8.0 � 10�4 1.0 � 10�3

Natural fracture spacing (ft) 46 40 50

Hydraulic fracture half-length (ft) 322 300 338

Hydraulic fracture spacing (ft) 97 50 100

TABLE 4.9
Parameters for Top 25 Matched Models of Marcellus Shale Gas Reservoir: Case 3

Uncertain Parameters Best Low High

Initial reservoir pressure (psi) 3,800 3,800 4,800

Hydraulic fracture permeability (md) 37,175 10,000 50,925

Matrix permeability (md) 6.5 � 10�4 7.4 � 10�4 8.2 � 10�4

Natural fracture spacing (ft) 14 6 50

Hydraulic fracture half-length (ft) 223 190 300

Hydraulic fracture spacing (ft) 50 50 66

Power law coefficient 0.31 0.13 0.67
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FIG. 4.16 Permeability multiplier calculated by power law correlation, power law correlation coupled with
Langmuir isotherm, and power law correlation coupled with BET isotherm.
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and 2 present similar models. According to results of
Cases 1 and 2, effects of multilayer adsorption and
confinement are insignificant in Marcellus Shale.
Because of low initial reservoir pressure, Langmuir
and BET isotherms present similar behavior during pri-
mary production, and confinement effect is also

insignificant in the dry gas reservoir. Although confine-
ment effects change viscosity and original gas in place
(OGIP) by phase behavior shift, the influence is small
compared with compaction effects. In this model,
initial gas viscosity decreases from 0.0255 to
0.0221 cp, and OGIP decreases from 2430 to
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FIG. 4.18 Marcellus production forecast of Cases (A) 1 and (B) 3 for 10 years.
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2407 MMscf. However, as shown in Case 3, stress-
dependent compaction is important in Marcellus Shale
reservoir.

In the top 25 models, 23 models are matched with
power law correlation, and power law coefficients of
21 models are higher than 0.31. Similar with Barnett
Shale, power law correlation presents better matching
results than exponential correlation. In addition,
matched power law coefficients of Marcellus Shale are
slightly higher than that of Barnett Shale. Depending
on Vermylen (2011), a large amount of clay suggests
that this rock is mechanically weak and it could deform
plastically and creep during the long periods under
stress. Because Marcellus Shale generally contains a
more substantial amount of clay than Barnett Shale
(Lora, 2015; Montgomery et al., 2005), results of his-
tory matching are reasonable. Fig. 4.16 shows perme-
ability multiplier calculated by power law correlation,
power law correlation coupled with Langmuir
isotherm, and power law correlation combined with
BET isotherm. Permeability change by adsorption ef-
fects is small compared with stress effects. Permeability
changes caused by both Langmuir and BET isotherms
are under 1% when mean effective stress changes by
2500 psi and permeability changes 17% by stress ef-
fects. Fig. 4.17 shows bottom-hole pressure results to
investigate the impact of adsorption on compaction.
In the condition of reservoir production, effects of
adsorption on permeability are negligible compared
with stress-dependent compaction.

The production forecast was also conducted in Mar-
cellus Shale for another 10 years using the selected top
25 models. The prediction run was constrained with the
last wellhead pressure. Forecast of cumulative gas

production from existing and improved models are
shown in Fig. 4.18. Ranges of gas production at the
end of prediction are 6.0e7.2 Bscf and 4.5e5.1 Bscf in
Cases 1 and 3, respectively. Case 2 shows similar results
with Case 1. Even if history-matching results show only
0.7% difference between Cases 1 and 3, 10-year predic-
tion presents about 40% difference between them. In
history matching of Barnett and Marcellus Shales,
which have similar characteristics of rock, stress-
dependent compaction is an important mechanism,
and power law correlation presents competent simula-
tion output.

FIELD APPLICATION OF SHALE OIL
RESERVOIRS
The shale oil reservoir model of East Texas was con-
structed to analyze complex transport mechanisms.
Well bottom-hole pressure, oil rate, and water rate for
history matching were obtained from Iino et al.
(2017a, 2017b). The well opened at 1300 bbl/d liquid
rate and declined to 100 bbl/d during the observation
period. High water cut during the early production
was due to the recovery of completion fluid. The
modeled reservoir section is dimensioned
7100 ft�2500 � 180 ft. The reservoir is undersaturated
at the initial pressure of 3953 psi against the bubble
point pressure of 2930 psi. A dual permeability model
is assumed to consider natural fracture system. Iino
et al. (2017a) presented matrix properties derived
from the core and log interpretations. Porosity, perme-
ability, and initial water saturation are 0.08, 2.7 � 10�5

md, and 0.41, respectively. The connate water satura-
tion was set to be 0.29.

TABLE 4.10
Parameter Uncertainties for History Matching of East Texas Shale Oil Reservoir

Uncertain Parameters Base Low High

Hydraulic fracture permeability (md) 50,000 1,000 60,000

Matrix permeability (md) 0.001 0.00001 0.001

Natural fracture permeability 0.000027 0.00002 0.01

Matrix porosity 0.067 0.05 0.08

Natural fracture porosity 0.005 0.003 0.008

Natural fracture spacing (ft) 100 1 100

Hydraulic fracture half-length (ft) 200 100 400

Hydraulic fracture spacing (ft) 200 100 500

Exponential coefficient 0.005 0.0005 0.001
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Table 4.10 shows reservoir and fracture parameters
and their ranges used in the history matching of East
Texas shale oil reservoir. Because of the limited data
availability, the significant uncertainty lies in the reser-
voir and fracture properties. With these matching pa-
rameters, three different cases were used for history
matching. In this study, model without advanced mech-
anisms (Case 1), model with compaction (Case 2), and
model with compaction and confinement effects (Case
3) were compared. Fig. 4.19 shows the best matched
models for the oil and water rates in three different
cases. As shown in Fig. 4.19, Case 1 cannot match

both oil and water rates. Matching errors decrease
with the consideration of stress-dependent compaction
and confinement effect. Best matched models of Cases
1, 2, and 3 present 13.9%, 10.4%, and 9.9%, respec-
tively, of matching errors with field history data. To
consider confinement effects, critical pressure and tem-
perature of each component were calculated by using
Eqs. (3.112)e(3.114). Pore throat radius of shale reser-
voir is calculated by using Eq. (4.32), and critical points
are computed in every model of history matching.
Fig. 4.20 shows phase behavior depending on the
consideration of confinement effect. In East Texas shale
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FIG. 4.22 East Texas production forecast of Cases (A) 1 and (B) 2 for 10 years.
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model, oil viscosity decreases from 0.1242 to 0.0748 cp
and original oil in place (OOIP) decreases from 6766 to
3738 Mstb. Effects of phase behavior shift in East Texas
shale are presented in Fig. 4.21. The model considering
confinement effects and the model not considering
confinement effects were presented. Because of the
decrease of oil viscosity by phase behavior shift, the pro-
ductivity of early stage is higher than the model without
confinement effect. However, the oil rate of the model
with confinement effects decreases because of smaller
OOIP due to density shift calculated by critical point
change.

The oil production forecast was also conducted in
East Texas shale for another 10 years using the selected
top 25models. The prediction run was constrained with
the last wellhead pressure. Fig. 4.22 shows cumulative
oil production forecast of the model with compaction
and model with compaction and confinement effects.
Ranges of oil production at the end of the forecast are
196e288 Mbbl and 170e263 Mbbl in each model. In
East Texas shale oil model, stress-dependent compac-
tion and confinement effects should be considered in
detail.
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CHAPTER 5

Challenges of Shale Reservoir
Technologies

ABSTRACT
Recently, CO2 injection technique has attracted atten-
tion as a potential method to improve oil and gas recov-
ery and to store greenhouse gas in shale reservoirs. For
successful application of CO2 injection methods in
shale reservoirs, transport mechanisms should be un-
derstood comprehensively. Based on shale reservoir
models generated in Chapter 4, CO2 injection models
considering non-Darcy flow, multilayer adsorption,
molecular diffusion, stress-dependent deformation,
and phase behavior change in nanopores are presented.
In addition, for more accurate simulation of shale reser-
voirs, organic matter pores and inorganic matter pores
should be distinguished. Organic and inorganic pores
have different flow mechanisms because of distinctive
pore structure, adsorption capacity, and geomechanic
properties. Several studies considering effects of organic
matters in numerical modeling of shale reservoirs are
presented.

MULTICOMPONENT TRANSPORT IN CO2
INJECTION PROCESS
In spite of the sizable growth of shale resource produc-
tion, oil and gas recovery in respect of single shale well
is still low compared with that of a single well in con-
ventional reservoirs. Although most shale gas and oil
wells present a steep increase of production rate in
the early stage, a rapid decline of production is
observed just after a few months. Fig. 5.1 presents
type gas well decline curves for Haynesville, Marcellus,
Barnett, Fayetteville, and Woodford (Hughes, 2013).
As shown in Fig. 5.1, average gas production rate de-
creases 84% during the first 3 years after production
started. Fig. 5.2 shows Bakken and Three Forks type
oil well decline curves in North Dakota (Hughes,
2013). In the Bakken and Three Forks oil reservoirs,
the production rates decrease 71% and 70% in the first
year, and the 3-year declines of production rates are
86% and 85%, respectively. In shale reservoirs, gas
and oil recovery commonly remains only from 15%
to 25% and from 3% to 10%, respectively. Therefore,

in recent years, CO2 injection has attracted significant
attention as a potential method to enhance hydrocar-
bon recovery in shale reservoirs. Several field injection
tests with water and CO2 were conducted in Bakken
reservoir (Sorensen & Hamling, 2016). In these tests,
water and gas injectivity into various lithofacies has
been demonstrated. However, there was no obvious
incremental improvement in oil production with wa-
ter injection. In CO2 injection cases, production re-
sponses to injection were observed although those
responses were not related to higher oil production.
These results suggested that fluid flow in shale reser-
voir can be influenced by CO2 injection so that
enhanced gas recovery (EGR) and enhanced oil recov-
ery (EOR) in shale reservoirs are possible (Sorensen &
Hamling, 2016). Development of effective EGR and
EOR approaches coupled with CO2 injection will
require detailed study of transport mechanisms
involved in shale reservoirs as well as reservoir and
fracture conditions.

Several reports have shown that the affinity of CO2
adsorption to the shale reservoir is higher than that of
CH4 under subsurface conditions depending on the
thermal maturity of the organic materials (Busch
et al., 2008; Shi & Durucan, 2008; Vermylen, 2011).
The higher affinity of CO2 to the shale reservoir could
initiate mechanisms to desorb the CH4 originally
existed and to adsorb and trap the CO2 suspected of
contributing to the greenhouse effect as shown in
Fig. 5.3 (Godec, Koperna, Petrusak, & Oudinot,
2014). Therefore, CO2 injection in shale reservoirs con-
tributes not only to the additional gas and oil produc-
tion but also to the geological sequestration of CO2,
which otherwise causes a greenhouse effect. Although
CO2 injection is common in conventional reservoirs
in these days, it is expected to behave differently in shale
reservoirs so that accurate understanding of fluid flow
and transport during CO2 injection is required.

There have been numerous researches that analyze
the effects of CO2 injection in shale gas reservoirs. Feasi-
bility studies of CO2 injection in shale gas reservoirs
were performed by Schepers, Nuttall, Oudinot, and
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Gonzalez (2009) and Kalantari-Dahaghi (2010).
Godec, Koperna, Petrusak, and Oudinot (2013; 2014)
performed the reservoir simulation of CO2 injection
in Marcellus shale. Simulation results from their studies
indicated that gas production could be increased by 7%
using CO2 injection at the optimal spacing between in-
jection and production wells. Liu, Ellett, Xiao, John, and
Rupp (2013) focused on CO2 storage in Devonian and
Mississippian New Albany shale gas plays. They showed
that more than 95% of injected CO2 was sequestered
instantaneously with gas adsorption being the domi-
nant storage mechanism. These studies presented the
potential of CO2 injection with simple shale models,
which do not consider any complex transport mecha-
nisms. Fathi and Akkutlu (2014) presented simulations
of multicomponent transport between CO2 and CH4 in
shale reservoirs. Their approach included competitive
transport and adsorption effects during CO2 injection,
but they only considered the huff and puff scenario.
Eshkalak, Al-shalabi, Sanaei, Aybar, and Sepehrnoori
(2014) examined both CO2 huff and puff and CO2
flooding and insisted that the huff and puff process is
not a viable option for CO2 EGR. However, according
to extensive numerical simulations presented in the
following section, huff and puff method also could be
a useful option for CO2 EGR, depending on fracture
conductivity and well spacing. Jiang, Shao, and Younis
(2014) developed a fully coupled multicontinuum
multicomponent simulator considering Langmuir
adsorption and deformation of shale reservoir for the
CO2 EGR and CO2 storage process. However, they
applied only pressure-dependent permeability of

fractures without detailed geomechanic effects in syn-
thetic shale reservoir model.

There is also no consensus as to whether CO2 injec-
tion in shale oil reservoirs is feasible or not because
research in this reservoir is in its early stage. Several re-
searchers have tried to investigate how CO2 injection
can be performed in lab-scale experiments of shale
cores. Kovscek, Robert, Tang, and Vega (2008) and
Vega, O’Brien, and Kovscek (2010) conducted experi-
ments to investigate the effects of CO2 injections in sili-
ceous shale. They showed that the improvement of oil
recovery is sensitive to the distribution of the gas phase
near the fracture face. They indicated that both diffusion
and convective-dispersion mechanisms were significant
in the experimental oil displacement. Vega et al. (2010)
constructed a simulation model with experimental con-
ditions, but they could not obtain an exact match of the
experimental results. Through CO2 huff and puff exper-
iments with a small piece of Bakken shale rock, Haw-
thorne et al. (2013) showed nearly complete oil
recovery from theMiddle Bakken reservoir in spite of ul-
tralow permeability. Gamadi, Sheng, and Soliman
(2013; 2014) and Tovar, Eide, Graue, and Schechter
(2014) performed a similar experimental study on
repeated huff and puff gas injection in shale cores.
They found that oil recovery increased by approxi-
mately 10%e50%, depending on the experimental con-
ditions. Numerous simulation studies of CO2 injection
in tight and shale reservoirs have shown that CO2
injection is effective for improving oil recovery (Chen,
Balhoff, & Mohanty, 2014; Pu & Li, 2015; Sheng,
2015a, 2015b; Yu, Lashgari, Wu, & Sepehrnoori,
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FIG. 5.3 Schematic view of the flow dynamics of CO2 and CH4 in shale gas reservoirs. (Credit: Godec, M.,
Koperna, G., Petrusak, R., & Oudinot, A. (2014). Enhanced gas recovery and CO2 storage in gas shales: A
summary review of its status and potential. Energy Procedia, 63, 5849e5857. doi:10.1016/j.egypro.2014.11.
618.)
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2015). Ghorbae and Alkhansa (2012) studied diffusive
exchanges of components between the matrix and frac-
ture, which significantly contributed to oil recovery
from the matrix in the fractured reservoirs. To evaluate
the importance of molecular diffusion, they simulated
laboratory experiments using a compositional model.
They concluded that neglecting molecular diffusion
resulted in the underestimation of the gas injection effi-
ciency. In a shale reservoir, the effects of molecular
diffusion would be more significant and should be
considered to simulate the CO2 EOR process accurately.
Alharthy et al. (2015) presented laboratory and reser-
voir modeling of CO2 EOR with Bakken data. A numer-
ical model was constructed to match laboratory oil
recovery results, and it was scaled up to field applica-
tions. They considered only the CO2 huff and puff
method and did not include complex transport mecha-
nisms except for molecular diffusion. Kalra, Tian, and
Wu (2018) and Wan and Liu (2018) presented the
simulation of CO2 injection considering only
pressure-dependent permeability for EOR in shale oil
reservoirs. Using a single porosity model, Zhang, Yu,
Li, and Sepehrnoori (2018) studied the effects of diffu-
sion, nanopore confinement, and pressure-dependent
deformation on the effectiveness of CO2 EOR in shale
oil reservoir. Because the confinement effect is observed
at nanopores of shale reservoirs, the suggested single
porosity shale oil model seems to be inadequate for
considering nanopore confinement effect. In addition,
the dual porosity model should be considered because
of the significant impacts of natural fractures in shale
reservoirs.

Especially in recent years, interests to CO2 injection
in shale reservoir have been explosively grown, whereas
integrative understanding of CO2 injection process
considering complex transport mechanisms is still defi-
cient. Combined mechanisms of stress-dependent
compaction coupled with adsorption isotherm, multi-
component and multilayer adsorption, nanopore
confinement, molecular diffusion, and complex flow
through hydraulic fracture system should be considered
comprehensively. In the following section, integrative
shale reservoir models are presented to evaluate CO2 in-
jection. CO2 flooding and huff and puff methods were
used to assess the possibility of hydrocarbon improve-
ment and CO2 storage in shale reservoirs. In Barnett
shale gas reservoir and Bakken shale oil reservoir
models, effects of stress-dependent compaction, molec-
ular diffusion, and competitive adsorption were investi-
gated during CO2 injection processes. In the last section,
to consider realistic horizontal wells and hydraulic frac-
ture system in the shale reservoirs, complex hydraulic

fracture model generated by fracturing simulator GOH-
FER (Barree & Associates, 2015) was used. In the com-
plex hydraulic fracture model, where CO2 flooding
was performed, effects of fracture properties for oil re-
covery were investigated. A series of reservoir simula-
tions with the developed model will suggest
systematic and comprehensive understanding and eval-
uation for CO2 injection in shale reservoirs.

Shale Gas Reservoirs
To analyze the realistic effects of CO2 injection in a
shale gas reservoir, a numerical model of Barnett shale
reservoir was used. Barnett shale reservoir model was
generated by the history-matching technique as shown
in Chapter 4.2. Using the matched values, a segment
of Barnett shale reservoir (330 � 510 � 330 ft3), which
was simplified for computational efficiency, was gener-
ated including two hydraulically fractured horizontal
wells (Fig. 5.4). In a multifractured horizontal well,

FIG. 5.4 Segment model of the Barnett shale reservoir to
simulate the CO2 injection processes.
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hydraulic fractures are repeated through the well so that
simplification performed in this study does not affect
the results with the assumptions that reservoir and nat-
ural fractures are homogeneous and properties of hy-
draulic fractures are same. The reservoir assumed to be
isothermal and no flow boundary conditions to
consider one of the repeated segments. Initial water
saturation is 0.2, but water is immobile in the matrix.
As shown in Fig. 5.5, CO2 adsorption data fit better
with BET isotherm than Langmuir isotherm, especially
in high pressure. Based on fitting results, BET isotherm
is applied in this model. To analyze the effects of the
geomechanic model, power law correlation was
considered.

In the Barnett shale model, three cases were
compared to analyze the effects of CO2 injection in
shale reservoirs, such as CO2 flooding, huff and puff,
and no injection scenarios. In the model without CO2
injection, both wells are produced continuously over
30 years. In CO2 flooding model, two horizontal wells
are produced for the first 5 years. Then, CO2 is injected
in one well with the constant rate of 100 Mscf/day,
whereas the other well continues to produce. The CO2
injection rate is set to consider the efficiency of both
CH4 production and CO2 storage. During CO2 injec-
tion, pressure near injection well increases up to initial
reservoir pressure. Because of reservoir condition,
injected CO2 is a supercritical state. After 5 years of in-
jection, the CO2 injector is shut in, and the other well
is produced for an additional 20 years. In the huff and
puff model, CO2 is injected to both wells with a rate

of 250 Mscf/day for 1 month after the first 5 years of
primary production. After another 1 month of soaking
period, both wells are produced for 4 months. This cy-
cle is repeated for 6 years to inject the same amount
of CO2 with flooding case.

To analyze the effects of CO2 injection in Barnett
shale reservoir, CH4 production of Barnett shale model
was presented with three different scenarios (Fig. 5.6).
The CH4 production with CO2 flooding is lower than
that of models without CO2 injection in the early stage
of CO2 injection. This is a transitory phenomenon due
to the distance between injection and production wells.
After the production well is switched to the injection
well, CO2 flows into the production well slowly so
that effects of CO2 on CH4 production are also turned
up slowly. Increased CH4 production by CO2 injection
is observed approximately 1 year after the injection
started. After this early period, the CH4 production of
the model with CO2 flooding increases rapidly and
overtakes the CH4 production of the model without
CO2 injection. The process of CO2 EGR is mainly domi-
nated by pressurizing effect and CH4 desorption
induced by CO2 adsorption. The pressurizing effect
caused by CO2 injection also induces rock deformation
so that permeability increases. The CH4 production of
the model with CO2 huff and puff increases steadily.
Because the CO2 cannot spread to the far reservoir
and it is produced immediately after injection, CH4 pro-
duction of CO2 huff and puff case is lower than that of
CO2 flooding case. Fig. 5.6 shows that the CH4 produc-
tion of the models with CO2 flooding and huff and puff
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is 24% and 6% higher than that of the model without
CO2 injection at the end of the production, respectively.

Fig. 5.7 shows the CO2 production and storage of the
Barnett shale models with CO2 flooding and huff and
puff scenarios. Amount of injected CO2 is the same in
both cases. In CO2 flooding scenario, because only
1% of the injected CO2 is produced, 99% of injected
CO2 is stored in the reservoir at the end of the produc-
tion. Although CO2 breakthrough is observed 3 years
after the injection started, the production rate of CO2

remains extremely low. In CO2 huff and puff scenario,
however, the 75% of injected CO2 is produced, and
only 25% of injected CO2 is stored. Owing to cyclic in-
jection and production in the same well, CO2 cannot
spread to the far reservoir so that significant portion
of the injected CO2 is produced compared with CO2
flooding case as shown in Fig. 5.8. Figs. 5.9 and 5.10
provide the classifications of the stored CO2 such as
free, adsorbed, and dissolved CO2 for the Barnett shale
reservoir with CO2 flooding and huff and puff sce-
narios. In the case of CO2 flooding scenario shown in
Fig. 5.9, the amount of free CO2 is highest directly after
the end of CO2 injection. As time elapses, the free CO2
is displaced by pressure differences andmolecular diffu-
sion effect. This free CO2 is partially adsorbed on the
surface or dissolved in the water so that the amount
of free CO2 decreases. Eventually, the injected CO2 is
stored as free, adsorbed, and dissolved states in propor-
tions of 42%, 55%, and 3%, respectively, at the end of
the production. Among these states of CO2, the free
CO2 is mobile. The adsorbed and dissolved CO2 are
immobile because they are trapped in the surface of
rock particles and connate water, respectively. The trap-
ped CO2 is important for storage because of its stability
for long-term sequestration. In the case of CO2 flooding
scenario, 58% of stored CO2 is permanently trapped.
Fig. 5.10 shows the classifications of stored CO2 in
the case of CO2 huff and puff scenario. Because CO2
cannot spread to the far reservoir, all states of CO2
decrease after huff and puff process is finished. At the
end of the production, CO2 is stored as free, adsorbed,
and dissolved state in proportions of 39%, 58%, and
3%, respectively.

FIG. 5.8 Distributions of CO2 mole fractions for the models with (A) CO2 flooding and (B) huff and puff at the
after 5 years of CO2 injection.
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Fig. 5.11 provides the adsorption of CH4 and CO2
for Barnett shale models with CO2 flooding, huff
and puff, and no injection scenarios. Red, blue, and
green lines present the model with CO2 flooding,
huff and puff, and no CO2 injection scenarios, respec-
tively. Solid and dashed lines indicate the amounts of
CH4 and CO2 adsorption, respectively. In the model

without CO2 injection, only 26% of initially adsorbed
CH4 is desorbed during production. On the contrary,
in the models with CO2 flooding and huff and puff
scenarios, desorption of CH4 is activated by competi-
tive sorption with CO2. As shown in Fig. 5.11, 48%
and 32% of initially adsorbed CH4 are desorbed by
CO2 flooding and huff and puff techniques. Fig. 5.12
shows distributions of the CH4 adsorption for the
Barnett shale model with these three scenarios.
Figs. 5.12Ae5.12C indicate CH4 adsorption after
10 years, and Figs. 5.12De5.12F show CH4 adsorption
at the end of the simulation. In case of CO2 flooding
model, a significant amount of CH4 is desorbed near
the injection well in early stage, and CH4 is desorbed
in a larger area as CO2 flows to the production well
as time goes on. In the model of CO2 huff and puff,
however, desorption of CH4 is limited to the nearby
region of each hydraulic fracture so that amount of
CH4 desorption is low. In other words, the amounts
of CO2 adsorption and CH4 desorption are large
when CO2 flooding is performed in the Barnett shale
reservoir.

Fig. 5.13 presents CO2 mole fractions for the models
with and without consideration of molecular diffusion
at the end of the simulation. Fig. 5.13A, which shows
the model considering molecular diffusion, presents
more widely spread CO2 in the reservoir than themodel
not considering molecular diffusion, shown in
Fig. 5.13B. The results indicate that molecular diffusion
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enables CO2 to displace CH4 smoothly under ultralow
matrix permeability conditions. Because of the ultralow
permeability of the shale reservoir, the effect of diffu-
sion is much higher than conventional reservoirs.

Therefore, it should be considered in the CO2 injection
model of the shale reservoir.

The conductivity of a fracture network in a shale
reservoir is sensitive to the changes in stress and strain

FIG. 5.12 Distributions of the adsorbed CH4 at (AeC) 10 and (DeF) 30 years for (A, D) CO2 flooding, (B, E)
huff and puff, and (C, F) no injection scenarios.

FIG. 5.13 Distributions of CO2 mole fractions for the models (A) with and (B) without consideration of
molecular diffusion at the end of the simulation.
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during production. Therefore, geomechanic effects dur-
ing production must be included to simulate the
behavior of a shale gas reservoir accurately (Cho,
Ozkan, & Apaydin, 2013). To calculate the geome-
chanic effects, stress-dependent permeability coupled
with geomechanics is applied in this model. Power
law correlations are used to compute the stress-
dependent properties. Fig. 5.14 shows the changes in
natural fracture permeability of adjacent wells in the
Barnett shale models with CO2 flooding, huff and
puff, and no injection scenarios. In the first 5 years,
permeability decreases rapidly due to the decrease of
pressure during production. After CO2 injection begins,
natural fracture permeability increases until the injec-
tion is stopped and then decreases again. The incre-
ments of permeability described by the geomechanic
model have a positive effect on the CO2 injection in
the shale reservoir. In the case of CO2 flooding, because
of pressurizing effect of CO2 injection, natural fracture
permeability of near injector is higher than that of
near producer. The increase of natural fracture perme-
ability in CO2 huff and puff scenario is lower than
that in CO2 flooding scenario even near producer. The
pressurizing effect of CO2 huff and puff case is low so
that permeability could not increase as CO2 flooding
case. Fig. 5.15 presents average reservoir pressure of
each model, and it corresponds with permeability
change. The geomechanic effect is positive for CO2 in-
jection process, and especially CO2 flooding scenario
shows considerable permeability increase in Barnett
shale model.

Fig. 5.16 presents permeability multiplier depending
on effective stress difference. Results from models with
only power law correlation, power law correlation
coupled with Langmuir adsorption, and power law cor-
relation coupled with BET adsorption are presented. As
shown in Fig. 5.17, in the models with deformation and
adsorption coupling, permeability increases due to
desorption, and permeability decreases due to adsorp-
tion. However, permeability change by adsorption
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effects is small compared with stress effects, especially
in the general range of effective stress variation.
Fig. 5.17 shows CH4 production depending on consid-
ering BET adsorption coupling in stress-dependent cor-
relation. Although permeability changes due to
adsorption coupling, effects of adsorption on perme-
ability is insignificant compared with stress effects.
Consequently, CH4 production difference between
models with and without effects of adsorption on
permeability is less than 1%.

Shale gas reservoirs show high uncertainty because
of the inestimable reservoir and fracture properties.
Owing to these uncertainties, effects of reservoir and
fracture properties should be rigorously investigated
for the field application of CO2 injection process. Sensi-
tivity analysis was performed for CH4 production and
CO2 storage. Table 5.1 presents uncertainty parameters
used for sensitivity analysis. Fig. 5.18 provides results of
sensitivity analysis for the objective functions of CH4
production and CO2 storage. In this study, matrix
porosity, matrix permeability, natural fracture perme-
ability, hydraulic fracture permeability, hydraulic frac-
ture half-length, Young’s modulus, and Poisson’s ratio
are considered as parameters for sensitivity analysis.
Fig. 5.18 shows the influence of each parameter on
CH4 production and CO2 storage. For the CO2-EGR,
natural fracture permeability, matrix porosity, and hy-
draulic fracture half-length are of importance. The con-
ductivity of the fracture system between producer and
injector shows positive influence on EGR so that

investigation of the fracture system should be preceded
for field application of CO2 injection in shale reservoir.
Young’s modulus affects the deformation of shale rock.
As Young’s modulus increases, CH4 production de-
creases owing to high compaction of shale rock. For
the CO2 storage, influences of uncertain parameters
are small compared with CO2-EGR. Hydraulic fracture
half-length, natural fracture permeability, and hydraulic
fracture permeability are relatively important. Espe-
cially, hydraulic fracture half-length presents adverse ef-
fects on CO2 storage while it shows a positive impact on
CH4 production. Therefore, the influence of fracture sys-
tem should be considered depending on the objectives
of CO2 injection in shale gas reservoirs.

Shale Oil Reservoir
Based on the CO2 huff and puff experiment and simu-
lation performed by Alharthy et al. (2015), Bakken core
model was constructed to investigate the effects of CO2
injection in shale rocks. In the experiment, a middle
Bakken core was placed in the center of a cylindrical
extraction vessel. Fractures surrounding the matrix are
described by the space between the core and the extrac-
tion vessel wall. CO2 was injected at 5000 psi into the
inlet valve, and pressure was maintained constantly
during the entire experiment. The outlet valve was
closed for 50 min to soak the core with injected CO2,
and then the outlet valve was opened to produce oil
for 10 min. This cycle was repeated for approximately
500 min. Based on this experiment, a numerical core
model was constructed. Fig. 5.19 shows schematic views
of the core model with radial grids. The red cells are the
space in the extraction vessel indicating fractures and

0 10 20 30
Time (years)

0

100

200

300

400

500
C

H
4 p

ro
du

ct
io

n 
(M

M
sc

f)

Flooding
Huff and puff
Primary production
Flooding_ad
Huff and puff_ad
Primary production_ad

FIG. 5.17 CH4 production for the Barnett shale model with
and without adsorption coupling in stress-dependent
permeability correlation.

TABLE 5.1
Parameters for Sensitivity Analysis of CO2

Injection in Barnett Shale Gas Reservoir

Uncertain Parameters Minimum Maximum

Matrix porosity 0.04 0.07

Matrix permeability (md) 1 � 10�7 1 � 10�5

Natural fracture permeability
(md)

0.001 0.01

Hydraulic fracture
permeability (md)

10,000 100,000

Hydraulic fracture half-length
(ft)

30 210

Young’s modulus (psi) 3,000,000 6,000,000

Poisson’s ratio 0.2 0.3
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the blue cells indicate the Bakken core. Porosity and
permeability of core are 0.08 and 0.043 md, respec-
tively. The core has dimensions of length 3.68 cm and
diameter 1.13 cm. Dimensions of extraction vessel
length and diameter are 5.7 and 1.5 cm.

Using this core model, history matching was per-
formed. To investigate the effects of molecular diffusion

in the Bakken formation, three different diffusion cases
were considered to match oil recovery data (Fig. 5.20).
The matched results with Wilke-Chang and Sigmund
diffusion correlations and without molecular diffusion
were presented with experimental oil recovery data. In
these results, the model without the molecular diffu-
sion mechanism shows the largest matching error,
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FIG. 5.18 Result of sensitivity analysis for (A) enhanced CH4 recovery and (B) CO2 storage.

FIG. 5.19 Schematic views of the numerical Bakken core model with radial grids.
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whereas models with the molecular diffusion present
smaller errors. These results illustrate that molecular
diffusion should be considered for exact history match-
ing. Owing to the low permeability, CO2 transport is
affected considerably by molecular diffusion in shale
oil reservoirs. In the Bakken core, the Wilke-Chang cor-
relation presents more accurate matching than the Sig-
mund correlation. Therefore, the Wilke-Chang
correlation was applied to simulate the molecular diffu-
sion mechanism in the base Bakken reservoir model. In
the core model, CO2 flooding with a constant injection
rate was tested and compared with the CO2 huff and
puff process (Fig. 5.21). Using the same amount of
injected CO2, similar oil recovery was achieved with
both methods. The result shows the potential of both
CO2 flooding and the huff and puff methods to
improve oil production in shale reservoirs.

To analyze the effects of CO2 injection in shale oil
reservoirs, a numerical model was constructed. The
model was based on field data from the Bakken Forma-
tion, published by Yu et al. (2015). To reduce computa-
tional cost, the segment of the Bakken reservoir was
constructed with two horizontal wells and hydraulic
fractures within one stage (Fig. 5.22). The size of the
segment is set to 340 � 900 � 40 ft3, with 80 and
900 ft of hydraulic fracture spacing and well spacing,
respectively. In this model, the matrix and natural frac-
ture system of the Bakken was generated by a dual
porosity/dual permeability model. To reduce numerical
dispersion, a local grid refinement technique was used

to set up the grid of hydraulic fractures. Reservoir and
fracture properties of the Bakken Formation are pre-
sented in Table 5.2. Typical fluid properties of the
Bakken Field, presented by Yu et al. (2015), are used
in this model. The oil gravity is roughly 42�API, which
denotes light oil. Seven different pseudocomponents of
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no diffusion models.
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FIG. 5.22 Schematic view of the Bakken reservoir model.
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Bakken crude oil include CO2, N2, CH4, C2eC4, C5eC7,
C8eC9, and C10þ; specific fluid properties are also pro-
vided by Yu et al. (2015). Based on the results of core
test, the Wilke-Chang correlation was used to consider
molecular diffusion in the model. Geomechanic effects
were considered by using a linear elastic model coupled
with a stress-dependent exponential correlation. The
experimental coefficients were obtained from Cho
et al. (2013). Stress and strain are calculated by
coupling of mass conservation, and displacement equa-
tions and permeability are computed by multipliers
depending on the stress variation.

In the Bakken model, CO2 flooding and huff and
puff processes were applied to compare oil production
and CO2 storage. During the primary production period
in the first 5 years, both horizontal wells were pro-
duced. After the primary production period, in the
model with CO2 flooding, CO2 was injected into one
well while the other well continued to produce oil
and gas. After 1 year of CO2 injection, the injection
well was shut in, and the other well produced for an
additional 9 years. In the CO2 huff and puff process,
CO2 was injected into both wells after primary produc-
tion. After 1 month of CO2 injection, both wells were
shut in for 1 month to allow soaking, and then the wells
produced for 4 months. The procedure, which is one cy-
cle of the CO2 huff and puff process, was repeated for 6
years. In both methods, the amount of total injected
CO2 is equal.

In the proposed Bakken reservoir model, the effects
of CO2 injection on oil recovery improvement and
CO2 storage were analyzed. Fig. 5.23 shows the oil re-
covery of the model with the CO2 flooding, huff and
puff, and no injection cases. In the early stage of CO2

injection, the oil recovery from CO2 huff and puff is
higher than from CO2 flooding. In the huff and puff
model, an improvement in oil recovery is observed
immediately after the first cycle. For the floodingmodel,
the improvement of oil recovery is observed slowly
owing to the unstimulated zone, which is not affected
by hydraulic fracturing between the injector and pro-
ducer. However, after 3 years of CO2 injection, oil re-
covery of CO2 flooding case exceeds that of CO2 huff
and puff case. At the end of the simulation, oil recov-
eries of models with the CO2 flooding and huff and
puff methods are 13.9% and 12.6%, respectively.
Compared with primary oil production, oil recovery in-
creases 31.7% and 20.0% in the cases of CO2 flooding
and huff and puff, respectively. According to Fig. 5.24,
the amounts of CO2 production and storage in the
CO2 flooding and huff and puff cases are significantly
different in spite of the same amount of CO2 being
injected. At the end of the simulation, only a small
amount of injected CO2 is produced in the CO2 flood-
ing model, whereas 37% of the injected CO2 is pro-
duced in the CO2 huff and puff model. Consequently,
most of injected CO2 is stored with the flooding
method, while only 63% of injected CO2 is stored
with the huff and puff process. In this Bakken model,
because of the large unstimulated area, a substantial
amount of CO2 did not arrive at the producer so that
most of CO2 was stored in the reservoir. In the case of
CO2 huff and puff, however, CO2 could not spread to
the unstimulated zone owing to the injection, soaking,

TABLE 5.2
Properties of Reservoir and Fracture Used in the
Bakken Shale Reservoir Model

Reservoir Pressure (psi) 8,000

Reservoir temperature (�F) 240

Matrix porosity 0.07

Matrix permeability (md) 0.01

Total compressibility (psi�1) 1 � 10�6

Hydraulic fracture permeability (md) 50,000

Hydraulic fracture width (ft) 0.001

Hydraulic fracture half-length (ft) 210

Hydraulic fracture height (ft) 40
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FIG. 5.23 Oil recovery of the CO2 flooding, huff and puff,
and no injection cases in the Bakken models.
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and production cycles were performed in one short
step. Therefore, the CO2 flooding method is more effec-
tive than the CO2 huff and puff process, both in oil pro-
duction and CO2 storage, in the Bakken oil reservoir.

To consider diffusive transport between hydrocar-
bon components and CO2 in shale oil reservoirs, mo-
lecular diffusion was considered in the model. The
Wilke-Chang correlation was used to simulate the mo-
lecular diffusion mechanism in the Bakken oil model.
Fig. 5.25 shows distributions of CO2 mole fractions
for the CO2 flooding, depending on the consideration
of molecular diffusion in the fracture and matrix grids
after 2 years of CO2 injection. Figs. 5.25A and B show
fracture and matrix grids of models without molecular
diffusion, and Fig. 5.25C shows amodel withmolecular
diffusion. As shown in Fig. 5.25A, CO2 flows excessively
through the fracture grids without consideration of mo-
lecular diffusion. In the matrix, there is only a slight
flow near the injector, and CO2 cannot flow to the
producer (Fig. 5.25B). When Wilke-Chang molecular
diffusion is considered, CO2 is smoothly transported
as shown in Fig. 5.25C. In the model with molecular
diffusion, the distribution of CO2 is almost same in
both the fracture and matrix grids. The model without
molecular diffusion (Fig. 5.25A) shows more rapid
CO2 flow than the model with molecular diffusion
(Fig. 5.25C) in the fracture grids. In the model without
Wilke-Chang correlation, diffusion through the matrix
is neglected and, as a result, oil recovery remains low.
The results indicate that the efficiency of CO2 flooding
increases by molecular diffusion in the low
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FIG. 5.25 CO2 mole fractions of the models (A) without and (B, C) with molecular diffusion mechanism in the
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permeability matrix. Because of the low permeability of
shale oil reservoir, the effects of diffusion are more sig-
nificant than those in conventional reservoirs. When
simulating CO2 injection into shale oil reservoirs, mo-
lecular diffusion mechanisms should be considered.

The rock and fracture properties of shale reservoirs
are sensitive to variations of stress and strain during pro-
duction and injection. To consider the variation of these
properties, stress-dependent deformation should be
simulated in the shale reservoir model (Cho et al.,
2013). Exponential correlations were used to calculate
the stress-dependent deformation in Bakken model.
Fig. 5.26 shows the change of the natural fracture
permeability for CO2 flooding, huff and puff, and no
injection cases. In the primary production period, natu-
ral fracture permeability decreases rapidly by about
30% due to the pressure decrease. After CO2 injection
starts, natural fracture permeability increases during
the injection period, and then decreases again. In the
case of CO2 flooding, the average pressure increases
(Fig. 5.27) so that the natural fracture permeability in-
creases (Fig. 5.26) due to the pressurizing effect. This ef-
fect is larger in the region near the injection well than
the region near the production well. The increase of nat-
ural fracture permeability of the CO2 huff and puff case
is lower than that of the CO2 flooding case because
most of injected CO2 is reproduced just after injection.
The increase of natural fracture permeability caused by
stress-dependent deformation has a positive effect on
oil production. Especially, these results show that the

geomechanic effects are remarkable with the CO2 flood-
ing process in the Bakken reservoir.

To analyze the effects of a horizontal well and hy-
draulic fractures in a real field situation, the numerical
model coupled with fracking simulator was con-
structed. Based on logging and geologic data of real
field, hydraulic fractures are simulated by GOHFER
(Barree & Associates, 2015). Five horizontal wells with
six fracturing stages are drilled in this model. Four per-
forations are allowed per stage, and perforation spacing
is 150 ft. As shown in Fig. 5.28, a shale oil reservoir is
simulated by setting up a heterogeneous reservoir
model with dimensions of 3550 ft�5150 � 490 ft.
Initial reservoir pressure and temperature are 4050 psi
and 250�F. Ranges of permeability and porosity of
reservoir are 0.001e0.028 md, 0.047e0.112, respec-
tively. Generated hydraulic fractures show 160e320 ft
of half-length.

In this shale oil reservoir, the effects of CO2 flooding
were investigated. Owing to the extremely high compu-
tational cost of the model, segments of this shale oil
reservoir was considered with three horizontal wells
with hydraulic fractures. To investigate the effects of
different horizontal wells, hydraulic fractures, and reser-
voir properties, six models were simulated. Models 1
and 2 include well 1, 2, and 3. Models 3 and 4 include
well 2, 3, and 4. Models 5 and 6 include well 3, 4, and 5.
Models 1, 3, and 5 are the upper part of the reservoir
and Models 2, 4, and 6 are the lower part of the reser-
voir. For example, Models 1 and 2 are marked with
red and yellow lines, respectively, in Fig. 5.28. During
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the primary production period in the first year, every
horizontal well was produced. After the primary pro-
duction period, CO2 is injected into the middle hori-
zontal well in each model while side horizontal wells
produce continuously for a year.

Figs. 5.29e5.31 present oil recovery of the model
with and without CO2 injection cases in the Models 1
through 6. As shown in these results, oil recoveries in
Models 1 through 6 are improved by 21%, 6%, 29%,
18%, 9%, and 28%, respectively. Owing to the connec-
tivity of hydraulic fractures in these models, oil
improvement is observed immediately after CO2 injec-
tion in most models. Among these models, however, oil
improvement of Model 2 is observed slowly, and it
shows the lowest improvement. In Model 2, the spacing
between wells 1 and 2 is 1100 ft, which is the longest in
this model. Hydraulic fracture half-length of well 1 in

Model 2 is short compared with another part so that
Model 2 shows low connectivity between hydraulic
fractures. In addition, reservoir permeability is also
small in this model as shown in Fig. 5.28. As shown
in Fig. 5.32, the effect of CO2 injection in well 1 is insig-
nificant compared with well 3. As shown in Fig. 5.31A,
Model 5 also shows low improvement of oil recovery.
Model 5 indicates the upper part including wells 3, 4,
and 5. In contrast with Model 2, Model 5 shows high
connectivity of hydraulic fractures and high matrix
permeability. The reason for low oil recovery in this
model is low hydraulic fracture permeability. Hydraulic
fracturing process was not well performed because of
the geomechanic problem in this region so that perme-
ability of hydraulic fractures is lower than other frac-
tures. Therefore, for field application of CO2 injection
in shale reservoirs, accurate understanding of horizontal

FIG. 5.28 Reservoir model of shale oil reservoir with permeability grid (md).
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well and hydraulic fractures as well as geological prop-
erties and various specific mechanisms are significantly
important.

CONSIDERATION OF ORGANIC MATERIAL
IN SHALE RESERVOIR SIMULATION
In the petroleum industry, various simulations on shale
oil and gas reservoirs have been performed. The main
concerns of these models include low permeability

and low porosity of the matrix, permeability and
spacing of natural fracture systems, and height, width,
spacing, half-length, and permeability of hydraulic frac-
tures. Specific mechanisms such as adsorption, non-
Darcy flow, and stress-dependent deformation are also
considered these days. It is commonly known that accu-
rate characterization of hydraulic fracture is the most
important in the shale reservoirs so that many oil corpo-
rations have focused mainly on the analysis of
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hydraulic fractures. Numerical models including these
properties and mechanisms have presented proper re-
sults up to a certain point. However, as suggested in
Chapters 2 and 3, unconventional shale reservoirs are
more complex than these industry reservoir models.
Flow mechanisms from nano-to macro-scale system of
shale reservoirs should be fully considered as shown
in Fig. 5.33 (Zhang et al., 2017). Especially, effects of
organic matters in shale reservoirs attract significant in-
terest in recent years.

Several researchers presented that the pore structure
of the shale matrix is significantly involved, and it is
comprised of organic pores such as kerogen and
bitumen and inorganic pores (Ko, Loucks, Ruppel,
Zhang, & Peng, 2017, 2016; Loucks, Reed, Ruppel, &
Hammes, 2012; Pommer & Milliken, 2015; Zhang
et al., 2017). Generally, the pores in organic matters
are in nanoscale, and the inorganic pores range from
nanoscale to microscale. Thus, dominant transport
mechanisms in organic pores and inorganic pores can
be different. Depending on a recent study (Hao, Adwait,
Hussein, Xundan, & Lin, 2015), the adsorption and
desorption principally occur not in the inorganic mat-
ters, but in the organic materials. According to experi-
ments for organic-rich shale cores performed by
Akkutlu and Fathi (2012), desorption, diffusion, and
dissolution in organic materials dominate the process
of gas flux in shale cores. Nanopores in organic matters
provide abundant space for storage and transport of
hydrocarbons. In addition, porosity and permeability
of organic pores are different from inorganic pores.
Geomechanic properties of organic materials are also
different from those of inorganic materials. TOC in
shale reservoirs are at least 2%, and it can exceed
10%e12%. Therefore, effects of organic matters in shale
reservoirs cannot be ignored, and it would be more
reasonable to distinguish the organic matters from inor-
ganic materials for accurate modeling of shale reser-
voirs. Because most conventional simulators use the
simple matrix models not considering organic material
these days, they are inadequate to explain the fluid flow
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in the shale matrix (Li, Xu, Wang, & Lu, 2014). In the
following section, effects of organic materials in shale
reservoirs are presented.

Pore system of organic matters and inorganic mate-
rials are significantly different. There are numerous
studies to evaluate and distinguish the organic and inor-
ganic pore properties (Loucks et al., 2012; Bernard et al.,
2012a, 2012b; Milliken, Rudnicki, Awwiller, & Zhang,
2013; Löhr, Baruch, Hall, & Kennedy, 2015). Because
of diversity and uncertainty of pore system of shale res-
ervoirs, there is still no consensus about it. Generally,
porosity in the organic and inorganic material is highly
dependent on the maturity of reservoirs. As thermal
maturity increases, inorganic, mineral-associated
porosity decreases due to diagenesis, such as compac-
tion, cementation, and bitumen infill (Hu et al.,
2017). The size of organic matter pores and porosity
first increase with thermal maturity because hydrocar-
bons are generated and expelled from the organic mate-
rials, and secondary cracking occurred (Modica &
Lapierre, 2012; Milliken et al., 2013; Curtis et al.,
2012; Pommer & Milliken, 2015; Hu et al., 2017). In
the late postmature stage, organic matter porosity de-
creases with increasing of maturity due to consequent
pore collapse by overmatured condition (Milliken
et al., 2013; Hu et al., 2017). Fig. 5.34 shows mineral-
associated and organic matter porosities depending on
vitrinite reflectance in Marcellus Shale, Eagle Ford Shale,
and Wufeng-Longmaxi Shale (Hu et al., 2017). Masta-
lerz, Schimmelmann, Drobniak, and Chen (2013)
also presented that relative properties of micropores,
mesopores, and macropores within the New Albany
Shales changed with increasing thermal maturity levels
owing to hydrocarbon generation and migration. Hu

et al. (2015) showed that mesopores, especially pores
of 2e6 nm in diameter, increased with thermal matu-
rity levels in artificial maturation system. In the organic
matters, pore-dominant reservoirs such as Barnett
Shale, Marcellus Shale, Woodford Shale, and Wufeng-
Longmaxi Shale (Hu et al., 2017; Löhr et al., 2015;
Loucks, ReedRuppel, & Jarvie, 2009; Milliken et al.,
2013), organic matter hosted porosity and pore size
increased and then decreased with the increase of TOC.

Depending on Ross and Bustin (2009), adsorption
capacity increases as TOC increases and moisture con-
tent decreases. Water molecules are adsorbed on specific
hydrophilic sites, and methane molecules are adsorbed
on other available sorption sites. Generally, clay min-
erals, which present hydrophilic nature, reduce hydro-
carbon adsorption capacity, and organic matters,
which have hydrophobic nature, provide sites for hy-
drocarbon adsorption. Several previous studies
observed that methane adsorption is positively corre-
lated with TOC in shale reservoir (Lu, Li, & Watson,
1995; Ross & Bustin, 2007; Cui, Bustin, & Bustin,
2009). Strapoc, Mastalerz, Schimmelmann, Drobniak,
and Hasenmueller (2010) presented that a positive cor-
relation between total gas content from desorption of
shale cores and organic matter content is mainly
responsible for total gas-in-place in New Albany Shale.
Ross and Bustin (2009) observed that methane adsorp-
tion increases as TOC and micropore volume, which is
less than 2 nm, increase. The results indicated that
microporosity, which is dominant in organic matters,
is the main factor for methane adsorption. Zhang, Ellis,
Ruppel, Milliken, and Yang (2012) presented methane
adsorption characteristics of bulk shale core and
kerogen isolated from bulk shale core. Numerous
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FIG. 5.33 Fluid flow from nano-to macro-scale system of shale reservoirs. (Credit: Zhang, W., J. Xu, R. Jiang,
Y. Cui, J. Qiao, C. Kang, et al. (2017). Employing a quad-porosity numerical model to analyze the productivity of
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methane adsorption experiments on the two samples
were performed at different temperatures. Fig. 5.35
shows that comparison between organic-rich shale
core and its isolated kerogen (Zhang et al., 2012).
Amount of methane adsorption in isolated kerogen is
larger than the bulk core sample. These results indicate
that methane adsorption is performed only on organic
matters. In both samples of bulk and isolated kerogen,
the amount of methane adsorption is proportional to
TOC. The results present that adsorption and desorp-
tion on organic materials play an important role in
the storage of shale reservoirs. In other words, the capac-
ity of gas adsorption increases as TOC content increases.
In addition, kerogen types affect Langmuir pressure,
which is the pressure corresponding to one-half Lang-
muir volume. Thermal maturity influences the capacity

of gas adsorption of organic-rich shale at the low-
pressure condition. Therefore, adsorption/desorption
mechanisms should be considered in organic matters
separated from inorganic materials.

Geomechanic properties of organic matters are also
different from inorganic materials. Owing to the abun-
dant presence, organic matters could considerably affect
the mechanical behavior of shale rocks. However,
studies on the mechanical properties of organic matters
still lack these days. Aoudia, Miskimins, Harris, and
Mnich (2010) and Kumar, Sondergeld, and Rai
(2012) provided total organic carbon is inversely pro-
portional to Young’s modulus of shale rock. Depending
on Han, Al-Muntasheri, Katherine, and Abousleiman
(2016), the tensile strength of kerogen is an order of
magnitude higher than shales. Its tensile behavior
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demonstrates strain softening characteristics (Fig. 5.36),
which have serious implications for hydraulic fracturing
in kerogen-rich shales. Khatibi et al. (2018) presented a
method to measure the mechanical properties of
organic matters using Raman spectroscopy, which is a
function of molecular structure and chemical com-
pounds. The results presented that organic material is

the least stiff constitute in shale rock. Organic matters
in shale show strengthening effect so that higher injec-
tion pressure is needed or hydraulic fracturing in
organic-rich shale reservoirs. The strain-softening
behavior of organic matters under loading condition
implies that the tensile strength along the fracture of
the organic-rich shale does not decrease as the inorganic
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shale. For accurate modeling of shale reservoirs, me-
chanical properties of organic matters also should be
considered.

Although several imaging measurements have
revealed that shale pore networks are comprised of
organic matter, inorganic materials, and natural frac-
tures; research for flow mechanisms considering these
complex geometry is still in an early stage. Simulation
studies examining the effects of complex geometry
including organic matters in shale reservoirs have
been introduced recently. Khoshghadam, Khanal, Rabi-
nejadganji, and John Lee (2016) conducted compre-
hensive simulation studies considering four different
porosity systems indicating distinctive characteristics
such as organic and inorganic materials in the shale ma-
trix and natural and hydraulic fractures in liquid-rich
shale reservoirs. They insisted that the connectivity of
four pore systems and relative permeability are signifi-
cant and uncertainty of them is critical for the simula-
tion of fluid flow in liquid-rich shale reservoirs.

As shown in Fig. 5.37, Khoshghadam et al. (2016)
divided the shale matrix into organic matter pores
and inorganic materials. Green and red blocks indicate
organic matter pores, and gray blocks indicate inor-
ganic pores. They further divided organic matters into
pores smaller than 10 nm (green blocks) and larger
than 10 nm (red blocks). In organic and inorganic ma-
terials, properties such as porosity, permeability, initial
water saturation, and compressibility are different.
Khoshghadam et al. (2016) assumed that organic mat-
ters have higher porosity and lower permeability
compared with inorganic materials based on the basic
nature of pores (Honarpour, Nagarajan, Orangi,
Arasteh, & Yao, 2012). Relationship of permeability-
porosity-pore throat size shows that permeability is

proportional to the porosity multiplied by the square
of pore throat size (Nelson & Batzle, 2006). Based on
the Carman-Kozeny equation (Kozeny, 1927; Carman,
1937, 1956), permeability increases as pore size in-
creases. Various studies presented that every shale reser-
voir has specific properties so that an in-depth study for
geological properties of shale reservoir is required for
the accurate model.

Khoshghadam et al. (2016) also considered the
enhancement of critical gas saturation. Liberation of a
gas molecule from oil is composed of some processes
such as nucleation, bubble growth, coalescence, and
bulk gas phase formation (Honarpour et al., 2012).
To create a stable path through a liquid phase, critical
gas saturation should be reached. Critical gas saturation
is small in high-permeability formations because pores
size is large, and the fraction of pores needed to be filled
with gas molecules is smaller (Chu, Ye, Harmawan, Du,
& Shepard, 2012). Permeability and pore size are small
in nanopores. Therefore, gas bubbles have large curva-
ture due to small pore size so that more substantial
pressure difference is required between liquid and gas
phases. The gas phase should reach a higher saturation
to sustain stable and movable gas bubbles. Generally,
organic matter pores are mostly oil-wet with low initial
water saturation, whereas inorganic pores are water-wet
or mixed-wet pores with high initial water saturation.
Even if inorganic pores often have heterogeneously
mixed wettability, Khoshghadam et al. (2016) assumed
that inorganic pores are water-wet for simplicity.
Because of the small pore size of organic matter pores,
high values of critical gas saturation, residual oil

FIG. 5.36 Possible failure mechanisms of a rock mass.

FIG. 5.37 Schematic views of shale reservoir model
considering different porosity systems. (Credit:
Khoshghadam, M., Khanal, A., Rabinejadganji, N., & John
Lee, W. (2016). How to model and improve our understanding
of liquid-rich shale reservoirs with complex organic/inorganic
pore network. Paper presented at the SPE/AAPG/SEG
unconventional resources technology conference, San
Antonio, Texas, USA, 2016/2018/1. doi:10.15530/URTEC-
2016-2459272.)
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saturation, and Corey exponent of organic pore grids
are used compared with those of inorganic pore grids
Khoshghadam et al. (2016) presented that relative
permeability functions and critical gas saturation are
essential parameters in multiphase liquid-rich shale
oil reservoirs. Although critical gas saturation and rela-
tive permeability may not be important compared
with other factors in the early stages of production,
they will play an essential role later. It is because, in
an early stage, the reservoirs pressure is higher than bub-
ble point and reservoirs behave as single-phase flow
and, subsequently, the reservoir pressure decreases
below saturation pressure and reservoirs become two
phases.

In addition, Khoshghadam et al. (2016) considered
confinement effects on phase behavior in organic nano-
pores, stimulated reservoir volume with changing natu-
ral fracture permeability depending on the distance
from the hydraulic fracture, and rock compaction.
Simulation results revealed that hydrocarbon produc-
tion from liquid-rich shale reservoirs exhibits complex
dynamics relying on the complex pore network, thermal
maturity level, volatility of the reservoir fluid, and hy-
draulic fracturing. However, in their study, the results
presented that organic matter pores have little effect
on the production of liquid-rich shale reservoirs. For ac-
curate modeling of organic matters in shale reservoirs,
more detailed information of organic materials is
required. As mentioned earlier, adsorption capacity
and geomechanic properties, as well as hydraulic prop-
erties of organic matters, should be explicitly investi-
gated and applied.

As mentioned in Chapter 3, gas transport in organic
materials deviates fromDarcy flow. In micro- and nano-
scale pore matrix of shale reservoirs, Darcy’s law cannot
adequately replicate the gas flow. With small pore size
comparable with the mean free path, Knudsen diffusion
becomes dominant. On the other hand, at large pores
such as inorganic pore and fractures, Klinkenberg slip
flow is governing flow mechanism. An apparent perme-
ability considering gas transport mechanisms such as
Knudsen flow, flip flow, and gas adsorption in nano-
pore matrix were presented by several authors (Azom
& Javadpour, 2012; Darabi, Ettehad, Javadpour, &
Sepehrnoori, 2012; Javadpour, Fisher, & Unsworth,
2007; Javadpour, 2009; Singh, Javadpour, Ettehadta-
vakkol, & Darabi, 2014; Singh & Javadpour, 2016).
Yuan et al. (2014) investigated the effects of methane
storage and diffusion in shale rock experiments. They
presented that main transport mechanisms in macro-
pores and micropores are Fickian diffusion and Knud-
sen diffusion, respectively. Sheng et al. (2015) and
Pang, Soliman, Deng, and Xie (2017) also presented
that surface diffusion on slippage is primarily domi-
nated by the diffusion coefficient and pore size.

Various studies were performed to develop an
analytical model of fluid flow in shale reservoirs.
Table 5.3 presents comparisons of previous analytical
flow models in shale reservoirs (Fan & Ettehadtavakkol,
2017). In Table 5.3, PSS and TR indicate psedosteady
state and transient state, respectively. Fan and Ettehad-
tavakkol (2017) developed the analytic model with
comprehensive transport mechanisms in complex
pore systems including organic matters, inorganic

TABLE 5.3
Comparisons of Analytical Flow Models in Shale Reservoirs

Author Diffusion in SRV
Diffusion in
Organic Matters Desorption Geomechanics

Stalgorova and Mattar (2013) Normal e e e

Wang, Shahvali, and Su (2015) Anomalous e e e

Albinali and Ozkan (2016) Anomalous e e e

Tabatabaie, Pooladi-Darvish, Mattar,
and Tavallali (2017)

Normal e e Exponential

Chen, Liao, Zhao, Dou, and Zhu
(2016)

Normal PSS Langmuir Exponential

Fan and Ettehadtavakkol (2017) Anomalous TR Langmuir Exponential

Reproduced from Fan, D., & Ettehadtavakkol, A. (2017). Analytical model of gas transport in heterogeneous hydraulically-fractured organic-rich
shale media. Fuel, 207, 625e640. doi:10.1016/j.fuel.2017.06.105.
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clay, induced fracture, and hydraulic fracture. They
considered gas diffusion and desorption in organic mat-
ters, slip flow in inorganic materials and fractures, tran-
sient Darcy flow from the matrix to induced fractures,
Darcy flow in both induced and hydraulic fractures, tor-
tuosity in induced fractures, and pressure-dependent
permeability. In addition, they applied their analytic
model to perform history matching and prediction pro-
cesses at the field scale.

Fig. 5.38 presents schematic views of flow in analytic
shale reservoir model (Fan & Ettehadtavakkol, 2017). In
the overall reservoir, the flow region is divided into the
hydraulic fracture (HF), stimulated reservoir volume
(SRV), and unstimulated reservoir volume (USRV)
depending on flow conductivity (Fig. 5.38A). In SRV,
the bulk matrix is divided by the organic matrix, the
organic pores, the inorganic matrix, and the inorganic

pores (Fig. 5.38C). In the organic matrix and pores,
diffusion and desorption mechanisms are dominant.
Governing diffusivity equations in organic matrix and
organic pores are given as:

v2CkD

vz02D
¼ lk

vCkD

vtD
; (5.1)

v2CpD

vy02D
þ 1
h2kD

v2CpD

vz02D
¼ lp

vCpD

vtD
; (5.2)

where C is the concentration, y0 and z0 are the coordinate
in organic matter, l is the interporosity flow coefficient,
and h is the thickness. Subscripts of p, k, and D
indicate organic pores, organic matrix (kerogen), and
dimensionless, respectively. Depending on the gas con-
centration gradient, dissolved gas in the organic matrix
diffuses to the subsurface of organic matter pores. Fick’s

FIG. 5.38 Schematic views of flow in analytic shale reservoir model in (A) overall region, (B) stimulated
reservoir volume (SRV), and (C) organic-rich matrix. (Credit: Fan, D., & Ettehadtavakkol, A. (2017). Analytical
model of gas transport in heterogeneous hydraulically-fractured organic-rich shale media. Fuel, 207, 625e640.
doi:10.1016/j.fuel.2017.06.105.)
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second law is used to compute transient diffusion in
organic matrix and pores. If pore pressure decreases dur-
ing production, adsorbed gas on the organic matrix start
to desorb. Governing diffusivity equations in USRV,
matrix in SRV, induced fracture network in SRV, and
HF were presented as follows:

v2jUD

vy2D
�gD

�
vjUD

vyD

�2

¼ uf e
gDjUD

 
1

hmD1

vjUD

vtD
� 1
hmD2

1� um

lpum

vCpD

vy0D

����
y0D¼0

!
;

(5.3)
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vyD
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�2
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D uf e

gDjfD yqD
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v2jFD

vx2D
þ v2jFD

vy2D
� gD

"�
vjFD

vxD

�2

þ
�
vjFD

vyD

�2
#

¼ uf

hFD
egDjFD

vjFD

vtD
; (5.6)

where j is the pseudopressure, g the permeability
modulus, u the storativity ratio, h the diffusivity, q the
tortuosity index of the induced-fracture network, w
the weight fraction of clay, and xD, yD, and zD are the co-
ordinates in the reservoir model. Subscripts U, f, m, and
F indicate USRV matrix, induced fracture, inorganic ma-
trix, and hydraulic fracture, respectively. In USRV, gas
first diffuses and desorbs in organic matters, and then
slips along inorganic matrix pores. In the matrix of
SRV, the gas flow is composed of flux from the organic
matrix in matrix of SRV and total flow from USRV. In
induced fracture of SRV, diffusivity is a function of
pressure-dependent permeability and tortuosity index.
Details of these gas flow mechanisms and calculation
of equations are presented by Fan and Ettehadtavakkol
(2017).
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Nomenclature

a, b, c, and d Experimental coefficients
(Equations 106e109)

aii Coefficients of quadratic terms
aij Coefficients of interaction terms
ak Coefficients of linear terms
b Klinkenberg parameters (Equation

3.43)
b Slip coefficient (Equation 3.63)
b Body force per unit mass of fluid
c Compressibility
c, c0, and c00 Constant related to pore size

distribution
cb Bulk compressibility
cf Pore volume compressibility
cg Gas compressibility
ct Total compressibility
d Grain diameter (Equation 3.2)
d Pore diameter (Equation 3.41)
dm Normalized molecular size
dp Local average pore diameter
hm Thickness of matrix block
h1 and h2 Hydraulic heads
k Permeability
k Absolute permeability tensor
kapp Apparent permeability
kD Darcy permeability or liquid

permeability
keff Effective permeability
kg Gas effective permeability
kr Relative permeability
kB Boltzmann constant (1:3806488

�10�23J=K
�

l Thickness of sand (Equation 3.1)
l Original nondeformed dimension

(Equation 3.88)
Dl Deformed dimension
n Number of normal fracture planes

(Equation 2.5)
n Number of adsorption layers

(Equation 3.35)
n Number of preferential hydraulic

flow paths (Equation 3.66)
pavg Mean pressure
pc Critical pressure
Dp�c Relative critical pressure shift

pcb Bulk critical pressure
pcog Oil-gas capillary pressureepcog Pseudo oil-gas capillary pressure
pcp Pore critical pressure
pcwo Water-oil capillary pressureepcwo Pseudo water-oil capillary pressure
pd Dew point pressure
pL Langmuir pressure
po Saturation pressure of gas
pwf Well flowing pressure
qsc Rate at standard condition
rp Pore throat radius
rw Well radius
s Pore length
t Time
Dt Time step
u Displacement vector
v Superficial velocity
vb Partial molal volume at boiling

point
vc Critical volume
w Weight fraction of clay
xD, yD, and zD Coordinates in reservoir model
xk Input variables
y Mole fraction
y Response or objective function

(Equations 4.28e4.29)
y0 and z0 Coordinate in organic matter
A Cross-sectional area
Ab Bulk surface area of porous media

perpendicular to flow direction
B Formation volume factor
B Force per unit mass that accounts

for gravity
C Concentration
C A constant related to net heat of

adsorption (Equations 3.32 and
3.33)

C Tangential stiffness tensor
D Depth
D Diffusion coefficient
Dij Binary diffusion coefficient

between component i and j
De

ij Effective gas diffusivity
DK Knudsen diffusion constant
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E Young’s modulus or elastic
modulus

EL Heat of adsorption for the second
and higher layers

E1 Heat of adsorption for the first layer
F Force
I Identity matrix and parameter
J Total mass flux
Ja Advective mass flux due to pressure

forces
Jd Molecular diffusion flux
JD Knudsen diffusive mass flux
K Bulk modulus
K Hydraulic conductivity

(Equation 3.1)
Kn Knudsen number
Lh Hydraulic length or length of

tortuous flow paths
M Molecular weight
M Axial modulus (Equations

3.36e3.39)
M0 Solvent molecular weight
N Moles of hydrocarbon per unit of

grid block volume
Nncþ1 Moles of water per unit of grid

block volume
N1g Correlation parameter
Qf Flow rate at source or sink location
R Gas constant
Sgv Specific surface
Sp Paraffin saturation
Sw Water saturation
Swr Residual water saturation
T Temperature
T Matrix transpose (Equation 3.92)
T Transmissibility (Equation 4.4)
Tc Critical temperature
DT�

c Relative critical temperature shift
Tcb Bulk critical temperature
Tcp Pore critical temperature
V Adsorbed gas volume

(Equation 3.31)
V Grid block volume
Vb Bulk volume
VL Langmuir volume
VL Liquid molar volume (Equation

3.110)
Vp Pore volume
Vm Maximum adsorption gas volume
X Dimensionless length
Z Compressibility factor

a Biot’s constant (Equation 3.95)
a Parameter characteristics of system

geometry or shape factor
(Equation 2.5)

a Tangential momentum accommo-
dation coefficient (Equation 3.46)

a Dimensionless rarefaction
coefficient (Equation 3.63)

aðdÞ Differential pore size distribution
a0, b0, a00, and b00 Correction factors (Equations

3.9 and 3.10)
b Non-Darcy coefficient
b Volumetric thermal expansion

coefficient (Equation 3.101)

b A dimensionless Langmuir
adsorption constant

bcorr Non-Darcy correction factor
bdry One phase non-Darcy coefficient
br Linear thermal expansion

coefficient of solid rock
g Exponential of Euler’s constant,

1.781 or e0:5772 (Equation 2.7)
g Interfacial tension (Equation

3.110)
g Gradient of phase (Equation 4.4)
g Permeability modulus (Equation

5.3)
d Collision diameter of gas molecule

(Equation 3.42)
d Pore diameter (Equation 3.12)
dR Critical pore diameter
ε Lennard-Jones energy (Equation

3.81)
ε Strain (Equation 3.88)
εl Strain at infinite pressure
εx Axial strain
εy Transverse strain
h Diffusivity
q Tortuosity index of induced fracture

network
qc Contact angle
l Interporosity flow coefficient
l Mean free path
m Viscosity
n Poisson’s ratio
r Fluid density
r0D0

ij Zero-pressure limit of density-
diffusivity product

rr Reduced density
s Stress
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s Transfer coefficient or shape factor
(Equation 4.9)

s Total stress tensor
s0 Effective stress tensor
sij Collision diameter
sm Mean total stress
s Tortuosity
sgmf Matrix-fracture transfer in gas phase
somf Matrix-fracture transfer in oil phase
swmf Matrix-fracture transfer for water
f Porosity
j Pseudopressure
u Storativity ratio
Uij Dimensionless collision integral of

Lennard-Jones potential

Subscripts
b Bulk property
f Fracture
g Gas phase
i Intrinsic property
i Initial state
i, j Component in mixture
k Organic matrix (kerogen)
m Matrix
o Oil phase
p Organic pores
w Water phase
D Dimensionless
F Hydraulic fracture
U USRV matrix
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Index

A
Aggregation-based upscaling, 28
Analytic shale reservoir model,

128e129

B
Bakken shale oil reservoir

CO2 injection process
average reservoir pressure, 119f
CO2 huff and puff process,

117e118, 117f
CO2 mole fractions, 118e119,

118f
core model with radial grids,

114e115, 115f
cumulative oil production,

120e121, 122f
molecular diffusion, 115e116
natural fracture permeability

variation, 119, 119f
oil recovery comparison, 116f
oil recovery data and history

matching, 115e116, 116f,
120e121, 121fe122f

permeability grid, 119, 120f
stress-dependent compaction, 108
Wilke-Chang correlation, 115e116

fluid properties, 116e117, 117t
matrix and natural fracture system,
116e117

Barnett shale gas reservoir
CO2 injection process
adsorbed CH4 distributions, 111,

112f
adsorption of CH4 and CO2, 111,

111f
average reservoir pressure,

112e113, 113f
CH4 production, 109f
CO2 mole fractions distributions,

111e112, 112f
CO2 production and storage, 110,

110f
free, adsorbed, and dissolved CO2,

110e111, 111f
natural fracture permeability,

112e113, 113f
segment model, 108f
sensitivity analysis parameters,

114, 114t
stress-dependent compaction,

108

Barnett shale gas reservoir (Continued)
stress-dependent permeability,

113e114, 113fe114f
type gas well decline curves, 106f

composition, 85
history matching
best-matched parameters, 88f, 89t
cumulative gas production, 86, 90f
parameter uncertainties, 86, 88t
pressure and gas production rate,

86f
lithology and mineralogy
geographic area, 12e13
mineral composition, 12e13
siliceous-mudstone lithofacies,

12e13
mechanical properties, 85e86

BET adsorption isotherm, 42e43
Binary molecular diffusion coefficient,

54
Bitumen, thermal maturity, 16e17
Biwing fractures, 74e76
Black shales, 8
Blind random search, 84
Brittle minerals, 8
Bubble pores, 19e20

C
Capillary condensation effect, 58
Carbonate minerals, 8
Cation-exchange capacity (CEC)

value, 10
Central composite design (CCD),

82e83
ChapmaneEnskog kinetic theory of

gases, 54e55
Chemical source elemental

spectroscopy log, 10e11
Civan models, 47e48
Clastic mineral particles, 7e8
Clay minerals, 7e8
CO2 injection process

Bakken reservoir. See Bakken shale oil
reservoir

Barnett shale model. See Barnett shale
gas reservoir

CO2 adsorption
affinity, 105
fitting curves, 109f

coupled multicontinuum
multicomponent simulator,
105e107

CO2 injection process (Continued)
diffusion and convective-dispersion

mechanisms, 107e108
enhanced gas recovery (EGR), 105
enhanced oil recovery (EOR),

105
feasibility studies, 105e107
flow dynamics, 107f
molecular diffusion, 107e108
pressure-dependent permeability,

107e108
simulation studies, 107e108
stress-dependent compaction, 108
type gas well decline curves, 105,

106f
Coalbed methane (CBM), 1
Coarse-grid control models, 28
Complex fracture network, 76
Constant Darcy permeability, 36
Contractional fractures, 21e23
Conventional gamma ray (GR) log,

9e10
Critical gas saturation, 126e127
Critical pore radius, 60

D
Darcy’s experiment

apparatus, 35, 36f
constant Darcy permeability, 36
Darcy’s law, 35
rate of flow, 35
Reynolds number, 35e36

Darcy’s law
generalized form, 35
validity range, 36f

Designed Evolution and Controlled
Exploration (DECE), 84

Diagenetic pathways, Eagle Ford
sediments, 22f

Differential Evolution, 84
Dimensionless rarefaction coefficient,

52e53
Discrete fracture model

disadvantages, 27e28
embedded discrete fracture models,

28e29
flow behavior, 28
fracture geometry, 27e28
unstructured discrete fracture models,

28
unstructured grid system, 27e28

Dual permeability model, 70, 80e81

Note: Page numbers followed by “f” indicate figures, “t” indicate tables.
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Dual porosity model, 23e24, 69
actual reservoir system, 25
bulk fracture porosity and

permeability, 25e26
classic dual porosity system, 25
continuous system, 24e25
interporosity flow coefficient, 25e26
pseudosteady state flow model,

26e27
storativity ratio, 25e26
transient flow model, 26e27, 27f
transient heat conduction problem,

24e25
Dusty-gas model, 54e55
Dynamic fracture propagation
models, 76e77

E
Eagle Ford shale, 13e14
diagenetic pathways, 22f
pore network, 20e21

East Texas shale oil reservoir
dimension, 95
history matching

best-matched parameter, 96f
oil rate comparison, 97f
parameter uncertainties, 95t,
98e99

phase envelope, 97f, 98e99
matrix properties, 95
production forecast, 98e99, 98f

Electric conductivity, 10
Embedded discrete fracture models,
28e29

Enhanced gas recovery (EGR), 105
Enhanced oil recovery (EOR), 105

F
Fayetteville shale, 13e14
type gas well decline curves, 106f

Fickian diffusion, 127
Fick’s law model, 53e55
Field simulation studies
Barnett shale gas reservoir

best-matched parameters, 88f, 89t
composition, 85
cumulative gas production, 86, 90f
history matching, parameter
uncertainties, 86, 88t

mechanical properties, 85e86
pressure and gas production rate,
85, 86f

East Texas shale oil reservoir, 95,
98e99, 98f
best-matched parameter, 96f
dimension, 95
oil rate comparison, 97f
parameter uncertainties, 95t,
98e99

phase envelope, 97f, 98e99
Marcellus shale

best-matched parameters, 91f,
92e95, 92t

Field simulation studies (Continued)
composition, 86e90
history matching, 86e90, 92e95
Langmuir and BET isotherms,

90e91
LGR technique, 86e90
location, 86e90
power law correlation, 93f, 95
production forecast, 94f, 95

Finite fracture conductivity model,
72e73

Flow equations for dual porosity
approach, 69e70

Force equilibrium equation, 55e56
Fourier transform infrared (FTIR)

transmission spectroscopy, 9
Fracture system

contractional fractures, 21e23
natural fractures. SeeNatural fractures

Fully coupled approach, 57

G
Gas adsorption

BET isotherm, 42e43
experimental measurements, 39
isotherms, 40e41, 40f
Langmuir adsorption model, 41e42,
47t

mass-based methods, 43
methane and carbon dioxide
adsorption isotherms, 43, 44f

shale permeability, 43e45, 46f
strain change, 45e47
volumetric method, 43

Gas desorption, 39e40
Gas hydrate, 1
Gas mass flux by diffusion, 49
Gas storage mechanisms, 8e9
Geomechanics

conductivity of fracture network,
55

displacement vector, 55e56
elements of, 55
fluid flow equation, 56e57
force equilibrium equation,
55e56

fully coupled approach, 57
iterative coupled approach, 57
linear elastic deformation, 55, 56f
Poisson’s ratio, 55
porosity equation, 57e58
reservoir flow calculations, 57
reservoir fluid flow model, 58
rotation tensor, 55e56
strain, 55
strain tensor, 55e56
stress, 55
total stress tensor, 56

Goethite, 7e8
Grid generation technique, 28
Grid-oriented hydraulic fracture

extension replicator (GOHFER),
78e80

H
Hagen-Poiseuille’s equation, 49,

52e53
Haynesville shale

lithology and mineralogy, 13e14
type gas well decline curves, 105, 106f

Hematite, 7e8
Henry’s adsorption isotherm, 40e41
History-matching technique

Designed Evolution and Controlled
Exploration (DECE), 84

Differential Evolution, 84
field simulation studies. See Field
simulation studies

forecasting models, 85
objective functions, 84e85
Particle Swarm Optimization, 84
random search methods, 84
response surface, 85

Hydraulically fractured horizontal
well, 5f

Hydraulic fractures
breakdown pressure, 71e72
complex fracture network, 76
conductivity, 80e81
2D fracture modeling
Khristianovic-Geertsma-de Klerk

(KGD) models, 78, 78f
Perkins-Kern-Nordgren (PKN)

model, 77e78, 77f
3D Voronoi mesh-generation, 74
dynamic fracture propagation
models, 76e77

finite fracture conductivity model,
72e73

flow regimes, 72e73, 73f
fully 3D models, 78e80, 79f
grid refinement, 73e74
hydraulic fracturing, 71e72
infinite-conductivity vertical fracture,
73e74

microseismic monitoring, 74, 75f
numerical hydraulic fracture model,
73e74

planar fracture model, 75f
producing or injecting performance,
72e73

productivity index comparison,
72e73

pseudoethreedimensional (P3D)
models, 78

reservoir flow model, 73e74
simulation results, 78e80, 80f
steady state productivity index,
72e73

trilinear model, 72e73
unconventional fracture model,
74

unsteady-state pressure distribution,
72e73

wire-mesh model, 74
Hydrocarbon resources pyramid, 1, 2f
Hydrogen index (HI), 16
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I
Infinite-conductivity vertical fracture,
73e74

Interparticle pores, 18, 19f
Interporosity flow coefficient, 25e26
Intraparticle pores, 18, 19f
Iterative coupled approach, 57

J
Javadpour model, 47e48

K
Kerogen, 8
thermal maturity, 16e17
types, 1e2

type I and type II, 15
type IIIC and type IV, 15

Van Krevelen diagram, 16, 17f
Khristianovic-Geertsma-de Klerk
(KGD) models, 78, 78f

Klinkenberg slip flow, 127
Knudsen number, 47e48

L
Lacustrine shale, laminated structures,
8

Langmuir adsorption model, 41e42
Langmuir slip permeability (LSP),
51e52

Limonite, 7e8
Linear elastic deformation, 55, 56f
Lithology and mineralogy
fracture system

contractional fractures, 21e23
natural fractures. See Natural
fractures

physical characteristics, 7
reservoir characterization, 7
shale rock

Barnett shale, 11e13
black shales, 8
cation-exchange capacity (CEC)
value, 10

clastic mineral particles, 7e8
clay minerals, 7e8
conventional log measurements,
9e10

deposition environment, 7e8
Eagle Ford shale, 13e14
electric conductivity, 10
elemental spectroscopy log, 10e11
Fayetteville shale, 13e14
Fourier transform infrared (FTIR)
transmission spectroscopy, 9

gas storage mechanisms, 8e9
Haynesville shale, 13e14
interstitial space, 9
laminated structures, 8
Marcellus shale, 13
vs. mudstones, 7
neutron log, 10
oil shale, 8
organic-rich and fine-grained rock,
8

Lithology and mineralogy (Continued)
pore geometry. See Pore geometry
reservoir resistivity, 10
X-ray diffraction (XRD), 9

Local grid refinement (LGR)
technique, 74e76

M
Macropores, 21
Marcellus shale

composition, 86e90
history matching
best-matched parameters, 91f,

92e95, 92t
Langmuir and BET isotherms,

90e91
LGR technique, 86e90
power law correlation, 93f, 95
production forecast, 94f, 95

location, 13, 86e90
mineral composition, 13
three-dimensional (3-D) lithofacies
model, 11, 12f

type gas well decline curves, 106f
Marine shale, siliceous content, 8
Matrix-fracture system, 69
Matrix-fracture transfer, 70
Mesopores, 21
Micropores, 21
Microseismic monitoring, 75f
Molecular diffusion, 107e108

Bakken shale oil reservoir, 115e116
binary molecular diffusion
coefficient, 54

diffusion coefficient, 54
dimensionless collision integral, 54
dusty-gas model, 54e55
Fick’s law model, 53e55
Knudsen diffusion, 53e54

Monte Carlo simulation, 85
Mudrock systems

apparent permeability, 50
pore size, 21, 23f

Mudstones, 7

N
Nanopores, 21
Nanoscale flow

apparent permeability model, 47e48,
50
Hagen-Poiseuille-type equation,

52e53
Langmuir slip permeability (LSP),

51e52
simple inverse-power-law function,

52e53
slip flow assumption, 52e53
slits or tubes, 51
surface roughness, 50e51

Civan models, 47e48
Darcy-type gradient-law of flow, 53
dimensionless rarefaction coefficient,
52e53

effective permeability, 51

Nanoscale flow (Continued)
flow regimes and control equations,
49f

gas mass flux, 49
gas transport mechanisms, 47
Hagen-Poiseuille’s equation, 49
Javadpour model, 47e48
Klinkenberg effect, 50f
Knudsen number, 48
matrix/fracture system, 53
nonempirical apparent permeability
(NAP), 51

organic and inorganic materials, 48f
phase behavior, 58e61
pores in shale reservoirs, 47
simple inverse power law expression,
53

slip velocity, 49
surface roughness, 50e51
tangential momentum
accommodation coefficient, 51

total mass flux, 49
volumetric flux, 50

Natural fractures, 21e23
classification, 23
discrete fracture model, 23e24
dual porosity model. See Dual
porosity model

enhancement process, 23
with hydraulic fractures, 23
single effective medium model,
23e24

Neutron log, 10
Non-Darcy’s flow

empirical correlations, 37e38
multiphase systems, 39
non-Darcy coefficient, 36e37
Berea sandstone, 38e39
empirical correlation, 38
estimation, 38
immobile liquid saturation, 39
mobile liquid saturation, 39
for natural porous media, 38
nitrogen and paraffin, 39
pore-level network model, 38
regression fit correlation, 38
tortuosity, 38
two-phase system, 39
water saturation effect, 39

non-linear laminar flow, 37
parallel-type models
drawback, 37
porous medium, 37
total energy loss, 37

pressure drop, 36e37
serial-type models, 37
unconsolidated media and
consolidated media, 38

Nonempirical apparent permeability
(NAP), 51

Nonlinear laminar flow, 37
Numerical modeling

hydraulic fractures. See Hydraulic
fractures
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Numerical modeling (Continued)
natural fracture system

dual permeability system, 70
dual porosity medium, 69e70
matrix-fracture system, 69
partially immersed matrix, 71
pseudocapillary pressures, 70e71
shape factor, 71, 72t
three-dimensional numerical
simulator, 71

vertical gravity-capillary
equilibrium, 70e71

shale reservoir simulation
adsorption experiments, 81e82
base numerical shale model, 81
central composite design (CCD),
82e83

confinement effects, 82
dual permeability model, 80e81
Forchheimer coefficient, 80e81
geomechanic effects, 82
history-matching technique. See
History-matching technique

hydraulic fracture conductivity,
80e81

hydraulic fracture spacing, 81
iterative coupled method, 82
non-Darcy coefficient, 81
one-parameter-at-a-time (OPAAT)
sampling, 82

rate-transient analysis (RTA), 81
response surface methodology,
82e83, 83f

sensitivity analyses, 82
variance-based sensitivity analysis,
83

O
Oil shale, 8
One-at-a-time (OAT) experiment
design, 83

One-parameter-at-a-time (OPAAT)
sampling, 82

Organic material, shale reservoir
simulation
analytical flow models, 127e128,

127t
analytic shale reservoir model,

128e129, 128f
confinement effects, phase behavior,

127
critical gas saturation, 126e127
diffusivity equations, 128e129
fluid flow, nano-to macro-scale

system, 121e122, 123f
geomechanic properties, 122e123
hydraulic fracture characterization,

121e122
imaging measurements, 126
vs. inorganic materials, 124e126
methane adsorption capacity,

123e124, 125f
micro- and nanoscale pore matrix,

127

Organic material, shale reservoir
simulation (Continued)

nanopore, 122e123
pore structure, 122e123
pore system, 123, 126, 126f
strain-softening behavior, 124e126
TOC and micropore volume,
123e124

vitrinite reflectance, 124f
Organic matter bubble, 18
Organic matters

compositional variability, 15
hydrocarbons, 14e15
kerogen, 15e16, 17f
thermal maturity, 16e18
total organic carbon (TOC), 14e15,
16f

Organic-rich shale reservoirs, 8
Oxygen index (OI), 16

P
Parallel-type models, 37
Partially immersed matrix, 71
Particle Swarm Optimization, 84
Perkins-Kern-Nordgren (PKN) model,

77e78, 77f
Phase behavior, nanopores

capillary condensation effect, 58
confined space, 58e60
critical pore radius, 60
critical pressure shift, 60e61
phase envelope, 60f
power law and exponential
relationships, 59f

shale matrix, 58
unconfined space, 60

Picopores, 21
Planar fracture model, 74e76, 75f
Poisson’s ratio, 55
Pore geometry

and microscale heterogeneity, 18
pore network evolution
diagenetic pathways, 22f
Eagle Ford shale, 20e21, 22f
early compaction, 20e21
heterogeneity, 20
uncompacted sediment, 20e21

pore size classification, 21
pore types
inorganic mineral pores, 18
modified primary mineral pores,

18
organic matter pores, 18
primary mineral pores, 18
primary organic matter pores,

19e20
unconventional shale reservoirs,
18

Pore size, 21
Pressure-dependent permeability,

107e108
Pseudocapillary pressures, 71
Pseudosteady state flow model,

26e27, 26f

Pseudoethree dimensional (P3D)
models, 78

Pulsed neutron source elemental
spectroscopy log, 10e11

Pyrite, 10

Q
Quartz, 8

R
Random search methods, 84
Rate-transient analysis (RTA), 81
Reservoir fluid flowmodel, 58, 73e74
Reservoir resistivity, 10
Response surface methodology,

82e83, 83f
Reynolds number, 35e36
Rock-Eval pyrolysis temperature,

17e18
Rotation tensor, 55e56

S
Semianalytical reservoir model,

73e74
Serial-type models, 37
Shale boom, 3e4, 3fe4f, 4t
Shale reservoirs

CO2 injection process. See CO2
injection process

composition, 1
field application. See Field simulation
studies

gas adsorption. See Gas adsorption
geologic features
conventional reservoirs, 1
fracture networks, 2f
organic and inorganic matters,

2, 2f
thermal maturity, 1e2
total organic carbon (TOC), 1e2
unconventional reservoirs, 2

geomechanics. See Geomechanics
molecular diffusion. See Molecular
diffusion

nanoscale flow. See Nanoscale flow
non-Darcy’s flow. See Non-Darcy’s
flow

numerical modeling. See Numerical
modeling

organic material. See Organic
material, shale reservoir simulation

petrophysical characteristics
fracture system, 2
lithology and mineralogy. See

Lithology and mineralogy
organic matters, 2

transport mechanisms, 4e5
Shape factor, 71
Simplest random search method, 84
Single effective medium model,

23e24
Slip velocity, 49
Smectite, 10
Spongy pores, 19e20, 20f
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Steady state productivity index,
72e73

Stimulated reservoir volume (SRV),
74e76

Storativity ratio, 25e26
Strain tensor, 55e56

T
Tangential momentum
accommodation coefficient, 51

Thermal maturity, 1e2
bitumen, 16e17
kerogen, 16e17
vitrinite, 17e18

Three-dimensional (3-D) lithofacies
model, 12f

Three-dimensional numerical
simulator, 71

Total organic carbon (TOC), 1e2,
14e15, 16f

Total stress tensor, 56
Transient dual porosity flow model,

27, 27f
Transient flow model, 26
Transport mechanisms, 4e5

U
Unstimulated reservoir volume

(USRV), 128e129
Unstructured discrete fracture models,

28
Uranium content, 9e10

V
Variance-based sensitivity analysis, 83
Vertical gravity-capillary equilibrium,

70e71
Vitrinite, thermal maturity, 17e18
Volumetric flux for nanopores, 50

W
Wire-mesh model, 74
Woodford, type gas well decline

curves, 106f

X
X-ray diffraction (XRD), 9
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