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Preface

The current global cost of corrosion is estimated to be US$2.5 trillion, which is equiv-
alent to 3.4% of 2013 global Gross Domestic Product (GDP). By using available corro-
sion control practices, it is estimated that savings between 15% and 35% (US$375 and
$875 billion) of the cost of corrosion could be realized annually on a global basis.
These costs typically do not include savings due to safety or environmental conse-
quences. Despite these figures, some still believe that corrosion is “an old” science
and there is no further need for new research and technology development. Significant
gaps still exist in our understanding of corrosion mechanisms of the different types of
corrosion and therefore gaps in their mitigation and control. There is also a lack of
standardized laboratory test methods, inspection and monitoring technologies, and
lack of reliable modeling and prediction tools. This is especially true for the most insid-
ious types of corrosion namely sour corrosion, pitting corrosion, under deposit corro-
sion, corrosion under insulation, stress corrosion cracking, microbiology-influenced
corrosion, and hydrogen damage just to name a few.

The intended objective of this book was to collect and make available, in one refer-
ence book, knowledge gaps, and new developments in corrosion research and technol-
ogies for the oil and gas production and transmission sectors. In addition to academia,
the main intended audience of this book are the oil & gas industry and its satellite
industries such as service providers, technology and materials developers, chemical
suppliers, and research centers. The ultimate goal is to ensure efficient and effective
knowledge management by gathering, in one book, current knowledge and knowledge
gaps as well as recent developments and trends in corrosion research and technologies.
The content and scope of this book fills an existing gap in the literature.

This book, containing 34 chapters, is divided into the following six parts:

Part I: Corrosion in the Oil & Gas Upstream and Midstream: Introduction
Part II: Corrosion in Oil & Gas Production & Transmission: Current Knowledge &
Challenges
Part III: Corrosion Mechanisms: Current Knowledge, Gaps & Future Research
Part IV: Advancements in Testing and Monitoring Technologies
Part V: Advancements in Corrosion Mitigation
Part VI: Advancements in Modeling and Prediction

The book’s six parts are set in a logical order such that the first three parts discuss
current industry knowledge of corrosion in the oil & gas production and transmission
sectors and present corrosion gaps and challenges that still face the industry in these



sectors. The intended objective of these first three parts is to set the stage for the latter
three parts dealing with various aspects of advancements in corrosion technologies.

The breadth and depth of coverage will help make the book useful to corrosion and
materials engineers, scientists, technicians, and students from a wide range of disci-
plines. References to other books, journals, and standards that readers can consult
for further information are listed at the end of each chapter.

The 60 authors who have contributed to the 34 chapters come from different sec-
tors, oil & gas producers and operators, materials and chemicals suppliers, consulting
companies, government, and academia and from 30 organizations spanning 10 coun-
tries. This diversity brings a variety of perspectives to and further enriches the different
topics of this book.

I would like to convey my gratitude and thanks to all authors for contributing chap-
ters in their areas of expertise. Also I would like to acknowledge the contribution of
reviewers who, in anonymity, reviewed the draft chapters and provided their com-
ments, suggestions, and recommendations to the authors to ensure high quality
content.

If this book helps in its quest in gathering, in one volume, current knowledge and
knowledge gaps as well as recent developments and trends in corrosion research and
technologies, then the efforts of the entire team of contributors who worked tirelessly
in preparing it will have been rewarded.

A.M. El-Sherik
Dhahran, Saudi Arabia

June 2017
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Cost of corrosion 1
Gerhardus Koch
DNV GL USA, Dublin, OH, United States

1.1 Introduction

In 2002, the US Federal Highway Administration (FHWA) released a breakthrough
study on costs associated with metallic corrosion in a wide range of industries [1].
Results of the study showed that the total annual estimated direct cost of corrosion
in the US was US$276 billiondequivalent to 3.1% of the US gross domestic product
(GDP). Along with detailed cost analyses, the FHWA study broadly included preven-
tive corrosion control strategies. Although this benchmark study is still widely used
and has been updated in terms of total annual estimated direct cost of corrosion in
the United States utilizing inflation, no attempt has been made to extend the study
to a more in-depth look at the effects of corrosion as related to overall corrosion man-
agement practices. In 2016, NACE International released the International Measures of
Prevention, Application, and Economic of Corrosion Technologies (IMPACT) study,
an initiative to examine the role of corrosion management in establishing industry best
practices [2].

The current global cost of corrosion is estimated to be US$2.5 trillion, which is
equivalent to 3.4% of the global GDP (2013). By using available corrosion control
practices, it is estimated that savings of between 15% and 35% of the cost of corrosion
could be realized, i.e., between US$375 and $875 billion annually on a global basis.
These costs typically do not include individual safety or environmental consequences.
Through near misses, incidents, forced shutdowns (outages), accidents, etc., several
industries have come to realize that lack of corrosion management can be very costly
and that, through proper corrosion management, significant cost savings can be
achieved over the lifetime of an asset. To achieve the full extent of these savings,
corrosion management and its integration into an organization’s management system
must be accomplished by implementing a Corrosion Management System.

1.2 Methodologies to calculate the cost of corrosion

Since the 1950s, several countries considered the economic consequences of corro-
sion. Studies conducted during this time indicated that the cost of corrosion to society
was significant. The different approaches used to arrive at this cost included:

• The Uhlig method [3], which defines corrosion cost as the total expenditure by manufacturing
industries and corrosioneprotection measures.
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• The Hoar method [4], which estimates corrosion costs for individual industrial sectors, taking
into account both direct corrosion cost and spending on countermeasures. In addition to
operational costs, the cost of capital can also be included.

• The inputeoutput (IO) economic model, used in the 1970s Battelle study [5], which uses
domestic commercial interactions among industries.

• The directeindirect cost model developed in the 2002 US FHWA study [1].

1.2.1 Uhlig method

The Uhlig method [3] defines corrosion cost as the total expenditure by manufacturing
industries and corrosion-protection measures.

The 1949 study, “The Cost of Corrosion in the United States” by H.H. Uhlig, was
the earliest effort to estimate the US national cost of corrosion. The study attempted to
measure the costs of corroding structures to both the owner/operator (direct cost) and
to others (indirect cost). The total cost of corrosion to owners/operators was estimated
by summing the cost estimates for corrosion prevention products and services used in
the entire US economy, such as coatings, inhibitors, corrosion-resistant materials, and
cathodic protection (CP), and multiplied these totals by their respective prices. Three
items were selected as examples to estimate the cost of corrosion to private
consumerseusers, i.e., domestic water heater replacement, automobile internal com-
bustion engine repairs, and replacement of automobile mufflers. Adding up both the
direct and indirect costs, the annual cost of corrosion to the Unites States was estimated
to be $5.5 billion or 2.1% of the 1949 gross national product (GNP).

1.2.2 Hoar method

The Hoar method [4] estimates corrosion costs for individual industrial sectors, taking
into account both direct corrosion cost and spending on countermeasures. In addition
to operational costs, the cost of capital can also be included.

The Hoar method determined the cost of corrosion for various industry sectors of the
economy. The cost of corrosion for each industry sector was subsequently added together
to arrive at an estimate of total cost of corrosion for the whole UK economy. The industry
sectors included building and construction, food, general engineering, government
departments and agencies, marine, metal refining, and semifabrication, oil and chemical,
power, transport, and water. Information was gathered by interviewing corrosion experts
who worked in companies and agencies and by surveys on expenditures for corrosion
protection practices. Corrosion experts estimated corrosion costs and the potential
savings based on their experiences with major economic sectors.

1.2.3 Inputeoutput model

The inputeoutput economic model, used in the 1970s Battelle study [5] uses domestic
commercial interactions among industries. In this model, the GDP is calculated under
the assumption of three universes:

• (Universe I) Actual world with corrosion.
• (Universe II) Imaginary world with no corrosion.
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• (Universe III) Ideal world with inhibited corrosion.
The GDP for each universe is calculated, and then the corrosion cost and avoidable corrosion
cost are calculated by

• Corrosion cost ¼ GDP (Universe II)�GDP (Universe I).
• Avoidable corrosion cost ¼ GDP (Universe III)�GDP (Universe I).

1.2.4 Directeindirect cost model

In this model [1], the total cost of corrosion is divided into the two main categories of
direct and indirect costs. Direct costs are defined as the costs that are directly incurred
by the owner of a facility, plant, or structure. Indirect costs are defined as those costs
that are incurred by others, such as public, and are not directly felt by the owner or
operator. The direct cost of corrosion includes the annual expenditures spent on main-
tenance and repairs, plus corrosion control techniques such as coatings, linings, chem-
ical treatment, CP, corrosion resistant alloys, and nonmetallic materials. Inspection and
testing costs are also part of the cost of corrosion. Indirect costs result from planned or
unplanned plant shutdown, excess capacity, redundant equipment, loss of product, loss
of equipment efficiency due to corrosion, contamination of product, and overdesign.
Indirect costs due to “lost or deferred production” can reach many times the cost of
replacing or repairing corroded equipment but are often difficult to estimate. Method-
ologies used in cost of corrosion surveys have varied significantly.

In order to determine accurate corrosion costs, it is important to include indirect cost
in the analysis of alternatives. The cash flow must include all expenditures by the
owner and all expenditures to others, such as the costs of delays, service interruption,
or environmental damage. The design with the lowest annualized cost is then the
design with the lowest cost of providing the service to the entire society. If, on the other
hand, only direct costs are included, the design with the lowest cost to the owner may
not be the one with the lowest cost to society.

1.3 Review of published studies

Since 1949, several national cost of corrosion studies have been conducted. The early
studies focused on direct costs and failed to account for indirect costs. The early studies
also tended to survey only corrosion control providers (e.g., coatings suppliers, chem-
ical suppliers, etc.) and therefore did not include the significant costs of corrosion man-
agement in end-user companies. The later studies started to incorporate indirect costs,
which resulted in much higher estimates of the total cost than previously estimated.

The following paragraphs describe some of major national studies on the cost of
corrosion:

1.3.1 United States (1949): the Uhlig report

The 1949 study, “The Cost of Corrosion in the United States” led by H.H. Uhlig [3]
was the earliest effort to estimate the costs of corrosion. The annual cost of corrosion to
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the United States was estimated to be US$5.5 billion or equivalent to 2.1% of the 1949
GNP. Assuming a GDP of US$220 billion for 1949, the cost of corrosion is equivalent
to 2.5% of the GDP. This study measured the total costs by summing up the cost for (1)
the owner/operator and (2) the users of corroding components. The cost for the owners/
operators was estimated by summing up cost estimates for corrosion prevention prod-
ucts and services used in the entire US economy (for example, coatings, inhibitors,
corrosion-resistant metals, and CP). The cost for private consumerseusers was evalu-
ated as costs due to select services (domestic water heater replacement, automobile
internal combustion engine repairs, and replacement of automobile mufflers). An
advantage of the method is that the cost data are more readily available for well-
defined products and services. The disadvantage is that several costs can be left out
including other operational costs and costs of capital due to corrosion of assets.

1.3.2 West Germany (1969)

West Germany conducted a study of corrosion costs at the end of the 1960s [6]. The
total cost of corrosion was estimated to be 19 billion Deutschmarks (DM) (US$6 -
billion) for the period of 1968e1969. Of this cost, 4.3 billion DM (US$1.5 billion)
was estimated to be avoidable. This gave a total cost of corrosion equivalent to approx-
imately 3% of the West German GNP for 1969 (equivalent to 2.8% of estimated GDP)
(US$215 billion in 1970) and avoidable costs were estimated to be 25% of total corro-
sion costs. There was no detailed information separating the corrosion cost into
economic sectors.

1.3.3 United Kingdom (1970): the Hoar report

In March 1966, the UK Committee on Corrosion Protection was established by the UK
Minister of Technology under the chairmanship of T.P. Hoar [4]. In 1970, the commit-
tee issued its report entitled “Report of the Committee on Corrosion and Protection”.
The committee summarized its findings as follows: “We conservatively estimate the
cost of corrosion as £1,365 million per annum, which represents 3.5% of the gross
national product of 1970. We believe that a saving of approximately £310 million
per annum could be achieved with better use of current knowledge and techniques.”
This represented savings of approximately 23% of the total national corrosion costs.

1.3.4 Japan (1974)

Japan conducted a survey of the cost of corrosion to its economy in 1977 through the
Committee on Corrosion and Protection [7]. The committee was chaired by G.
Okamoto and was organized by the Japan Society of Corrosion Engineering and the
Japan Association of Corrosion Control. Support for the study came from the Ministry
of International Trade and Industry. The survey determined that the annual cost of
corrosion to Japan was approximately 2.5 trillion yen (US$9.2 billion) in 1974.
Estimating Japan’s GDP at US$472 billion for 1974, the cost of corrosion was the
equivalent of 2.0% of Japan’s 1974 GDP.
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1.3.5 United States (1975): the Battelle-NBS report

In response to a Congressional Directive, the National Bureau of Standards (NBS),
now the National Institute of Standards and Technology (NIST) studied the cost of
metallic corrosion in the United States using Battelle Columbus Laboratories (Battelle)
to perform the analysis [5]. The Battelle-NBS study was the first to combine the
knowledge of corrosion and economics experts to determine the economic impact
of corrosion on the US economy. The study used a version of the Battelle National
IO Model to estimate the total corrosion cost. This model quantitatively identified
corrosion-related changes in the resources (i.e., materials, labor, and energy), changes
in capital equipment and facilities and changes in the replacement lives of capital items
for entire sectors of the economy. The IO model is able to account for both the direct
effects of corrosion on individual industry sectors and the interactions among the
various sectors.

The final results of the Battelle-NBS study for the base year of 1975 were (1) the
total US cost of metallic corrosion per year was estimated to be US$70 billion, which
is equivalent to 4.5% of the GDP in 1975 (US$1549 billion) and (2) 14% or
US$10 billion was estimated to be avoidable by the use of the most economically
effective, presently available corrosion technology.

1.3.6 Australia (1982)

In 1982, the Commonwealth Department of Science and Technology commissioned a
study to determine the feasibility of the establishment in Australia of a National Center
for Corrosion Prevention and Control. The feasibility study included a determination
of the annual cost of corrosion to Australia. The results were presented in a 1983 report
entitled “Corrosion in AustraliadThe Report of the Australian National Centre for
Corrosion Prevention and Control Feasibility Study” [8].

The study concluded that the annual cost of corrosion to the Australian economy
was AUD2 billion at 1982 prices1, approximately 1.5% of Australia’s GNP in 1982
(equivalent to 1.0% of the GDP; estimated at AUD196 billion). The report indicated
that improved technology transfer and implementation could potentially recover a
large portion of the corrosion costs. Furthermore, it was noted that the value of the
savings to the Australian community from improved corrosion control would make
a worthwhile contribution to the nation’s economy.

1.3.7 Kuwait (1978/1992)

In 1992, Kuwait conducted an economic assessment of the total cost of corrosion to its
economy using a modified version of the Battelle-NBS IO model [9]. The base year
study (1987) gave a total cost of corrosion estimated at US$1 billion (1987 dollars),
equivalent to 5.2% of Kuwait’s 1987 GDP. Avoidable corrosion costs were estimated
at US$180 million or 18% of the total cost.

1 In 1982, 1 AUD ¼ 1.128 USD.
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On the sector level, the estimates for total cost of corrosion in the oil sectors (crude
petroleum and petroleum refining) were US$60 million in 1987. The avoidable cost in
these sectors was estimated to be US$10 million. The commercial services sector, the
government, and the social and household services sectors were responsible for the
largest share (70%) of the total cost of corrosion.

It is noteworthy that the corrosion control cost assessment in the refining sector pre-
dated major disasters at the Mina Al-Ahmadi Refinery in June 2000 and two fires at the
Al-Shueiba Refinery since January 2000. The Mina Al-Ahmadi fire resulted in six
dead and over 50% of the 480,000 bbl refinery destroyed. Both options to demolish
the refinery and to attempt repair were evaluated. A ballpark estimate of the cost to
rebuild a refinery such as the Mina Al-Ahmadi Refinery was estimated to be on the
order of US$4 billion (2000). The fire occurred due to a vapor cloud explosion caused
by a corrosion leak in a 10-in. condensate line. No specific information was made
available on the causes of leaks and fires at the Shuaiba refinery that resulted in two
deaths. In the upstream sector, a fire at the Raudatin gathering center in February
2002 shut down one-third of the nation’s oil production and resulted in 4 fatalities
and 17 were injured. The cause of this fire was attributed to an explosion of a vapor
cloud that resulted for a corrosion lead in the facility piping.

1.3.8 Japan (1997)

In 1999, 25 years had passed since the prior 1974 study and the industrial structure in
Japan had changed. Correspondingly, the Committee on the Cost of Corrosion in
Japan was organized in 1999 jointly by the Japan Society of Corrosion Engineering
and the Japan Association of Corrosion Control to update the cost of corrosion [10].
The project was funded by the National Research Institute for Metals as part of the
Ultra-Steels (STX-21) Project.

Cost of corrosion in 1997 was estimated by the Uhlig method and the Hoar method.
In addition to the above estimation, a preliminary analysis by the IO method was
performed to estimate the total cost of corrosion including the direct and indirect costs.
The overall corrosion-related costs estimated by the Uhlig and Hoar methods were
3938 billion yen (JPY)2 and 5258 billion JPY, respectively, which were equivalent
to 0.77% and 1.02% of the 1997 GNP [converting to GDP (560,993 billion JPY in
1997), the cost of corrosion is equivalent to 0.70 and 0.94 respectively]. The total
cost including the direct and indirect costs, which were estimated by the IO analysis,
was equivalent to 1.88% of the 1997 GNP (1.73% of GDP). The value for the IO eco-
nomic model for 1997 is similar to the 1974 cost of corrosion, i.e., equivalent to 1.8%
of the GDP.

The GNP and GDP analyses gave similar values for the percent cost of corrosion
(especially when considering the conversions used to estimate the GDP) and because
the Hoar method provided a division by sectors, the Hoar method values were used in
the global cost of corrosion analysis.

2 In 1997, 1 JPY ¼ 18.41 USD.
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1.3.9 United States (1998): the FHWA report

In 1998, the US Congress approved an amendment to the Transportation Equity Act
for the 21st century to conduct a cost of corrosion study [1]. This study was funded
through the FHWA and performed by CC Technologies, Inc. (now part of DNV
GL) partnering with NACE International. This project used a combination of the Uhlig
and Hoar methods with the inclusion of significant expert knowledge input.

The total direct cost of corrosion was estimated at US$276 billion per year, which is
3.1% of the 1998 US GDP. This cost was determined by analyzing 26 industrial sectors
in which corrosion is known to exist and extrapolating the results for a nationwide es-
timate. The sectors were divided among five major categories: infrastructure, utilities,
transportation, production and manufacturing, and government. The indirect cost of
corrosion was conservatively estimated to be equal to the direct cost (i.e., total direct
cost plus indirect cost is 6% of the GDP). Social cost (lost time and productivity of
the general public due to delays and business interruption caused by corrosion and
corrosion control activities) was the primary indirect cost considered. It was found
that the sectors of drinking water and sewer systems (US$36 billion), motor vehicles
(US$23.4 billion), and defense (US$20 billion) had the largest direct corrosion impact.
A total of US$121 billion per year was spent on corrosion control methods and services.

1.3.10 United States (1998): Electric Power Research Institute

The Electric Power Research Institute (EPRI) initiated a study of the cost of corrosion
in the electric power industry concurrent with the FHWA national study [11]. EPRI
estimated the cost of corrosion in the electric power industry to be US$17.3 billion
or 0.20% of US GNP, which compares with 0.24% found by the Battelle-NBS study.
The FHWA study estimated US$6.9 billion for the same sector. EPRI report 1004662
claims these differences are due to ignoring indirect costs in the FHWA study.

1.3.11 Saudi Arabia (2006)

Although no national study was conducted in Saudi Arabia, its national oil company
Saudi Aramco initiated a study in 2003 to define the cost of corrosion throughout its
core operations with the objective of focusing plant, engineering, and research invest-
ment in corrosion control to the areas that had the largest economic impact on corpo-
rate performance [12]. The study concluded that Saudi Aramco corrosion costs were in
line with industry experience. The identified cost of corrosion in the company’s exist-
ing operations was approximately US$900 million per year (2003). Of this amount,
approximately 25% or US$225 million was estimated to be avoidable by the use of
improved corrosion technology and management.

For its five domestic refineries, 36% of maintenance budget was due to corrosion.
For gas sweetening plants, it was found that 25% of the maintenance budget was
committed to corrosion control. For gas fractionation plants, 17% of the maintenance
budget was due to corrosion. For production operations onshore, corrosion is respon-
sible for 28% of maintenance costs. Offshore, corrosion accounted for 60%e70% of
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maintenance costs. For plants or systems that were capacity limited, the biggest single
corrosion cost impact on the total cost of operations is deferred production. The total
cost of corrosion including deferred production costs for gas fractionation plants was
estimated to be five times the direct corrosion maintenance costs. The total cost of
corrosion including deferred production costs for refineries ranged up to three times
the direct costs. In a gas sweetening plant, indirect costs including deferred production
costs were found to be 50 times the direct cost of corrosion for the specific case
reported.

1.3.12 Australia (2010)

The Australian Corrosion Association in conjunction with industry experts performed a
project to (1) examine, identify, and estimate corrosion failure costs attributable to indus-
try practices, industry skilling and regulatory frameworks, and (2) estimate potential
corrosion failure cost reductions by implementing avoidable/preventable strategies
within the water transportation, processing, and sewage industry in Australia [13].

The study included water loss from pipeline leakage, water loss from pipeline fail-
ures, intangible costs associated with water and sewer pipe failures and replacements,
water pipeline corrosion repairs, sewer pipeline corrosion repairs, sewage treatment
costs due to infiltration, capital cost for water and sewer pipeline replacements, main-
tenance and repair water treatment plants, maintenance and repair of other assets
(tanks, pump stations etc.), and maintenance and repair sewage treatment plants.

1.3.13 India (2011e2012)

In a study led by R. Bhaskaran at Lovely Professional University, Phagwara, Punjab,
India and N.S. Rengaswamy at Central Electrochemical Research Institute, Karaikudi,
India, the cost of corrosion was estimated using the NBS IO economic model for
2011e2012 [14].

The India study gave one of the most detailed sector breakdowns to date of any of
the national costs of corrosion. The direct cost of corrosion for India was US$26.1 -
billion or 2.4% of the India GDP. The avoidable cost of corrosion was US$9.3 billion
or 35% of the direct cost of corrosion. The indirect cost of corrosion was US$39.8 bil-
lion or 3.6% of India GDP. Several of the indirect corrosion costs for the India study
(IO model) were classified as direct costs in the 1998 US study (Hoar method). These
include loss of product, loss of efficiency, and production loss; only social costs were
classified as indirect costs in the US study. If only the social costs are classified as
indirect costs, the direct cost of corrosion in India is 4.5%.

1.3.14 United States (2016): IMPACT study

NACE International initiated the International Measures of Prevention, Application,
and Economics of Corrosion Technologies (IMPACT) study to examine the current
role of corrosion management in industry and government and to establish best
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practices [2]. This study used national corrosion costs available at the time of the study
to estimate the global cost of corrosion. The global cost of corrosion was estimated to
be US$2.5 trillion, which is equivalent to 3.4% of the global GDP (2013). By using
available corrosion control practices, it was estimated that savings of between 15%
and 35% of the cost of corrosion could be realized; i.e., between US$375 and
$875 billion annually on a global basis. In addition, these costs typically do not include
the consequential costs, such costs to individual safety, environmental consequences,
lost revenue, product replacement, replacement cost, and effect on reputation.

The most significant conclusion of the IMPACT study was that in order to reduce
what continues to be an astoundingly high cost of corrosion, a change in how corrosion
decisions are made is required. Although important to continue investment in corro-
sion control technology, it is required that this technology is put into an organizational
management system context, thereby requiring that justifying corrosion control actions
are justified by business impact. It was further concluded that the community that
would require the greatest adaptation to this change is the corrosion community.
Hence, the corrosion professionals must become conversant in the language of man-
agement systems and adopt financial and risk tools that are used by those that make
financial decisions. Ultimately, making organizational or industry-wide impact
requires commitment to this common way of working by all levels in organizations.

1.3.15 China (2016)

The China Institute of Oceanology, Chinese Academy of Sciences is completing a
national cost of corrosion survey, which is being led by Baorong Hou (Academician
of Chinese Academy of Engineering) [15].

Organized by the Chinese Academy of Engineering, the study was supported by
over 30 Chinese academicians and hundreds of experts from Chinese Society for
Corrosion and Protection and many other related organizations.

The survey includes corrosion costs based on data from 2013 to 2014 and analyzed
using Hoar’s and Uhlig’s methods. The study further addresses corrosion prevention
strategies in five industry segments, i.e., infrastructure, transportation, energy, water,
and manufacturing covering over 30 industries. These include

• highway bridges, ports and terminals, constructions, airports,
• oil and gas industries (i.e., exploration and production, storage, and distribution, refining),
• coal industries, thermal electrical utilities, renewable power utilities (i.e., hydropower,

nuclear power, wind power, and solar power),
• ships, motor vehicles, aircrafts, railcars, and railroads,
• offshore platforms, subsea pipelines, marine cultivation,
• desalination of sea water, drinking water, and sewer systems,
• pulp and paper, chemical and pharmaceutical industries,
• mining,
• electronics and home appliances, telecommunication, medical equipment, food processing,
• agriculture,
• historical artifacts.
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1.4 Current estimate of global cost of corrosion

The global cost of corrosion is estimated to be US$2.5 trillion, which is equivalent to
3.4% of the global GDP of 2013 [14]. By using available corrosion control practices, it
is estimated that savings of between 15% and 35% of the cost of corrosion could be
realized, i.e., between US$375 and $875 billion annually on a global basis. These costs
typically do not include individual safety or environmental consequences. Through
near misses, incidents, forced shutdowns (outages), accidents, etc., several industries
have come to realize that lack of corrosion management can be very costly and that
through proper corrosion management, significant cost savings can be achieved over
the lifetime of an asset. To achieve the full extent of these savings, corrosion manage-
ment and its integration into an organization’s management system must be accom-
plished by implementing a corrosion management system (CMS).

Because various geographic regions differ in the proportion of different economic
sectors in their economy, to relate the above cost of corrosion studies to a global cost of
corrosion, a relationship between economic sectors and corrosion costs is needed.
Moreover, the GDP of the economic sectors by country must be known to permit
the use of the “percent cost of corrosion by economic sector” within the extrapolation
to global corrosion costs. For instance, those studies that provide only a total IO model
cost of corrosion for the whole country do not permit a global cost of corrosion based
on an economic sector analysis.

Considering the data in the available studies, the economic sectors used in this anal-
ysis were (1) agriculture, (2) industry, and (3) services. For each of these sectors, (1)
the cost of corrosion was estimated by summing the costs of the appropriate subsectors
for a given study and (2) the GDP for every nation globally divided into these sectors
was available from the World Bank data [15].

The studies that were included in the IMPACT cost of corrosion study [2] were In-
dia 2011e12, United States 1998, Japan 1997, Kuwait 1987, and United Kingdom
1970. Each of these studies provided data that could be divided into the three economic
sectors discussed above.

The economic breakdown for the five countries used in this analysis is shown in
Fig. 1.1. TheUnitedStates,UnitedKingdom, and Japan,with advanced industrial and ser-
vice economies, are very similar; whereas India, with a significant agricultural economy,
and Kuwait, with a significant oil industry, has different profiles. In order to address the
economic sectors for different parts of the world, the global economy was divided into
economic regions with similar economies (according toWorld Bank). These wereUnited
States, India, European Region, Arab World (as defined by the World Bank), China,
Russia, Japan, Four Asian Tigers þMacau, and Rest of the World.

1.5 Corrosion management financial tools

Corrosion management includes all activities, through the lifetime of the structure, that
are performed to prevent corrosion, repair its damage, and replace the structure, such as
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maintenance, inspection, repair, and removal. These activities are performed at
different times during the lifetime of the structure. Some maintenance is a regular
activity, characterized by annual cost. Inspections are scheduled as periodic activities,
and repair is done as warranted. Rehabilitation may be done once or twice during the
lifetime of the structure, and the cost is usually high. Applying different corrosion
management methods may positively affect the lifetime of a structure of a particular
design without increasing the cost.

In order to meet the corrosion management objectives, tools or methodologies are
available to calculate the cost of corrosion over part of an equipment’s or asset’s lifetime
or over the entire life cycle.Return on investment (ROI) is a primaryperformancemeasure
used to evaluate the efficiency of an investment (or project) or to compare the efficiency of
a number of different investments. ROI measures the amount of return (profit or cost
savings) on an investment relative to the investment’s cost. An ROI calculation is used
along with other approaches to develop a business case for a given investment proposal.
ROI is calculated by simply dividing the return or cost savings (projected or achieved) on
an investment divided by the cost of the investment. The complex part of ROI is deter-
mining the cost savings and investment costs. To compare investment proposals, ROI
must either be annualized or the time over which the ROI is achieved is stated.

For example, the IMPACT study has suggested that as much as 30% of the corrosion
costs can be saved by implementing state-of-the-art corrosion control technologies [14].
If the cost of this implementation is 10% of the savings, the following ROI is realized
over the applicable time frame. If your annual corrosion costs are US$10,000 and state-
of-the-art corrosion control is implemented, projected annual savings would be
US$3000 at an annual cost of US$300. The cost of a given project may be

• An annual cost (chemical treatment)
• A one-time cost with a specified life expectancy (coatings)
• A one-time capital investment with an annual cost to maintain (CP)
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Figure 1.1 Economic sectors for the five countries used in the Global Cost of Corrosion Study.
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Each of these can be converted to an annual cost or a cost over a lifetime based on
the corrosion control method. ROI can be calculated over a defined life or on an annual
basis. In the example, the savings (avoided cost) is $3000 and the investment is $300,
giving an ROI of 10. This is sometimes expressed as a ratio; e.g., 10:1. An ROI of less
than 1.0 is often expressed as a percentage. The key is to include all costs in the calcu-
lation of investment:

• Capital cost
• Installation cost
• Maintenance cost
• Abandonment/decommissioning costs (if applicable)

Include all savings in the avoided costs:

• Capital savings (extended life of an asset)
• Maintenance savings (fewer shutdowns or longer time between outages)
• Decreased inspections if applicable
• Increase in reliability (lower risk of failure)
• Decreased risk of environmental accidents
• Decreased risk of personal injury
• Decreased shareholder or public confidence

Some of the savings may be difficult to monetize, such as decreased risk of
environmental accidents, decreased risk of personal injury, lower risk of failure
(possibly related to environmental risk and safety), and a cost associated with poor
public relations. The details of how to handle these can be different for different indus-
tries and applications. One way to deal with these is a risk-based approach and to
analyze the risk benefit of a specific project (how much will the performance of a proj-
ect decrease the risk picture for the organization).

Life cycle costing (LCC) provides a well-established financial tool to use some
form of ROI or cost benefit to evaluate and differentiate between different approaches.

The LCC approach determines the cost of corrosion [16,17] of assets by examining:

• Capital cost (CAPEX)
• Operating and maintenance cost (OPEX)
• Indirect cost caused by equipment failure
• Residual value
• Lost use of asset (i.e., opportunity cost)
• Any other indirect cost, such as damage to people, environment, and structures as a result of

failure

The LCC approach makes it possible to compare alternatives by quantifying a long-
term outlook and determining the ROI. LCC analysis in corrosion management can be
used to assess various corrosion management alternatives. Because the analysis is a
cost minimization methodology, it is a good method to compare the cost of different
options for corrosion management. It determines the annualized equivalent value
[from the present discounted value (PDV)] of each option and compares these with
the lowest cost option. Because in this analysis it is assumed that all options meet
the same service requirement, the lowest cost option is therefore the most cost effective
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option to achieve the service requirement. Although LCC is an appropriate method to
compare the costs of different options, it simplifies the benefit side by only considering
the benefits of the specified service level.

For example, if the required service level is a four-lane bridge that is designed to last
for 60 years, the benefit of the bridge will be very different for one serving 5000 cars
per day than for one serving 50,000 cars per day. An analysis of the former case would
probably conclude that a two-lane bridge would have been sufficient, whereas an anal-
ysis of the latter case would conclude that a six-lane bridge would have been required.

Structures and facilities are built to serve a desired function. Because there is more
than one way to achieve the requirement of the structure, LCC can be used to compare
the cost of different options that satisfy the service requirement:

• Costing of project alternatives cannot be based on their first estimate costs. For example, an
uncoated carbon steel pipeline (first option) costs less at construction than a coated carbon
steel pipeline (second option); however, the latter option lasts longer. Therefore, for the
correct comparison, the construction cost must be annualized over the entire lifetime of
the pipeline. A comparison of the two options is, therefore, based on the annualized value
(AV) of each.

• It is further incorrect to simply sum up all corrosion related costs that occur during the life-
time of the structure. Continuing the above example, assume that both options have rehabil-
itation scheduled at two-thirds of their lifetime (year 13 for the unprotected pipeline and year
27 for the protected pipeline). For simplicity, assume that the rehabilitation costs are the same
for both options. In the case of simply adding up all costs, the bare carbon steel pipe may look
better because its initial cost was lower. However, when the different costs are expressed in
an annualized form, rehabilitation of the coated pipe will result in lower costs.

The different concepts that are incorporated in an LCC approach are discussed in
the following sections.

1.5.1 Current cost of corrosion

The current cost of corrosion is defined as the sum of the corrosion related cost of
design and construction or manufacturing, the cost of corrosion related maintenance,
repair, and rehabilitation, and the cost of depreciation or replacement of structures that
have become unusable as a result of corrosion. The current cost of corrosion is the
difference between the approach where no consideration is given to corrosion and
corrosion control and the current approach. It is calculated by LCC analysis and char-
acterized by the AV.

Measurement of the current cost of corrosion is carried out in the following steps:

• Determine the cash flow of corrosion
• Describe corrosion control practices (materials, actions, and schedule), determine the

elements of corrosion cost, and assign cost to all materials and activities that are corrosion
related

• Calculate PDV of cash flow
• Calculate the AV for the PDV

These steps are discussed in more detail in the following sections.
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1.5.2 Cash flow

After the corrosion management practices are analyzed, the direct and indirect
elements of the corrosion costs are identified. The corrosion cash flow of a structure
includes all costs, direct and indirect, that are incurred due to corrosion throughout
the entire life cycle of the structure.

1.5.3 Corrosion control practices

1.5.3.1 Determine current practice

The current practices to control corrosion vary greatly between the different industries
and government organizations. Even within an industry or government organization,
there are different approaches to design, maintenance, and depreciation of similar
facilities or structures.

1.5.3.2 Elements of corrosion control practices

As discussed previously, corrosion cost is divided into direct and indirect costs. The
direct costs are defined as the costs of the following elements:

• Amount of additional or more expensive material used to prevent corrosion damage
multiplied by the (additional) unit price of the material.

• Number of labor hours attributed to corrosion management activities multiplied by the
hourly wage.

• Cost of the equipment required as a result of corrosion related activities. In case of leasing the
equipment, the number of hours leased multiplied by the hourly lease price.

• Loss of revenue due to lower supply of a good. For example, consider the case of a leaking
liquids pipeline. When as a result of the leak the pipe needs to be shut off for repair, the
revenue loss due to this interruption in service is accounted for as a cost of corrosion. If
the market is such that other companies in the industry at the same cost can satisfy the
demand, then the revenue loss of one company is the additional revenue gain of another,
a transfer within the industry, therefore, not counted as corrosion cost.

• Cost of loss of reliability. Repeated interruption in the supply of a good or a service could
lower the reliability of the service to such a level that consumers select an alternative and
possibly a more expensive service. For example, if repeated interruption in the supply of nat-
ural gas forces consumers to rely on electricity for heating, then the cost of this revenue loss
is accounted for as a cost of corrosion for the oil sector, but it is a gain for the electricity
sector. If consumers choose other petroleum products as their new energy source for heating,
then the cost would be transferred within the oil sector from natural gas to petroleum; there-
fore, it would not be accounted for as a cost of corrosion for the oil sector.

As previously defined, indirect costs are incurred by others than the owner or
operator. Examples of indirect costs are

• The loss of trust in the reliability of product or service delivery by the company
• Increased costs for consumers of the product (lower product supply on the market result in

higher cost to consumers)
• Lost tax revenues
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• Effect on local economy (loss of jobs)
• Effect on the natural environment by pollution
• Effect on reputation

Once a monetary value is assigned to these items, they are included into the cash
flow of the corrosion management and treated the same way as all other costs.

1.5.4 Present discount value of cash flow

Structures are designed to serve their function for a required period of time, which is
referred to as the design service life. More than one option can be utilized to satisfy
service level for the required service time. These options, that already satisfy the
service requirement, have different lengths of life, depending on, among other things,
design and overall management. Once the cash flow for the whole lifetime is deter-
mined, the value of each option for the entire life cycle can be determined. One
cash flow cycle (a complete life cycle) of a structure is as follows:

• Year zero
Direct cost is the total initial investment of constructing a new structure or facility. If there

is an old structure, its removal cost is not included. User cost is associated with the construc-
tion of a new structure. If there is an old structure, user cost associated with its removal is not
included.

• During service
Direct cost includes all costs associated with maintenance, repair, and rehabilitation. User

cost can be generated by worsening conditions of the structure that reduces the level of
service by temporary being out of service of the structure during any maintenance, repair,
or rehabilitation.

• Last year
Direct cost includes all cost of structure removal. If the old structure is replaced with a

new one, the cost of the new structure is not included. User cost is associated with the
removal of the structure. After the removal of the old structure, a new life cycle begins.

All materials and activities that are corrosion related during the lifetime of the struc-
ture must be identified, quantified, and valuated. Direct costs of the corrosion manage-
ment activities, or cost to the owner or operator, include material, labor, and equipment
costs. When determining their costs, all related activities need to be accounted for. For
example, if a corrosion-related maintenance activity on a bridge deck requires traffic
maintenance, its cost needs to be included. The price of labor, material, and equipment
is assumed to be the same for all design and all corrosion management alternatives.

The corrosion management schedule of the structure determines the direct cost cash
flow. In the following sections, the calculation of the present value (PV) the cash flow
entries is presented.

The initial investment occurs in the “present”; therefore, no discounting is necessary.
Annual maintenance is assumed to be constant throughout the life cycle of the

structure. This is the present discounted annual value, PDV{AM}, and is calculated
back to the present as follows:

PDVfAMg ¼ AM� �
1� ð1þ iÞ�N��I;
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where AM is the cost of annual maintenance (US$ per year); N is the length of the
structures service life in years; i is the interest rate.

For the calculation of the PV of activities that grow annually at a constant rate (g), a
modified interest rate needs to be calculated by the following formula:

i0 ¼ ði� gÞ=ð1þ gÞ and i > g;

where i0 is the modified interest rate; i is the interest rate; g is the constant annual
growth rate.

If the first payment (P1) occurs in year 1, the PV of a cash flow that grows annually
at a constant rate over n years is calculated by the following formula:

PVfPg ¼ ½P1=ð1þ gÞ� � �
1� ð1þ i0Þ�n��i0

PV{P} is the present value of a cash flow series that starts at P1 in year 1 and grows
at a constant rate g for n years when interest rates are i, which are equivalent to the PV
of an annuity of [P1/(1 þ g)] for n years when interest rates are i0, where i0 is given by
the equation above.

The first payment for repair activities, however, usually does not occur in year 1,
but, rather, in year t; therefore, the above formula calculates a value at year (t�1)
that is equivalent of the cash flow series of repair through n years. This value needs
to be calculated back to year zero of the life cycle to determine the PDV of the repair:

PDVfPg ¼ PVfPg � ð1þ iÞ�ðt�1Þ

The PV of one-time costs, such as one-time repairs (R), rehabilitation (RH), or
removal of an old structure (ROS) is calculated as follows:

PDVfRg ¼ R� ð1þ iÞ�tR

PDVfRg ¼ RH� ð1þ iÞ�tRH

PDVfROSg ¼ ROS� ð1þ iÞ�tROS;

where R is the cost of the repair; RH is the cost of the rehabilitation; ROS is the cost of
removing the old structure; T is the year in which the cost is acquired.

The PV of alternatives is calculated as the sum of the PV of its cash flow:

PV ¼ Iþ PVfAM; P;R;RH;ROSg

1.5.5 Annual value of cash flow

In calculating the lifetime cost of alternative corrosion management approaches, the
irregular cash flow of the whole lifetime is transformed into an annuity (a constant
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annual value paid every year) for the same lifetime. The AV of the alternative approach
is calculated from the PV by the use of the following formula:

AV ¼ PV� i
��
1� ð1þ iÞ�N�;

where, N is the service life of the structure.
The annuity of the initial investment (I) made in year zero is determined such that its

PDV is equal to the PDV of its annuity:

XN

n¼1

�
AfIg�ð1þ rÞN� ¼ PDVfIg ¼ PDV½AfIg�;

where A{I} is the AV of the capital investment; A{CM} is the AV of all corrosion
management costs; R is the annual discount rate; N is the service year, n ¼ 1. N; N is
the entire service life; PDV{I} is the PDV of the initial investment; PDV[A{I}] is the
PDV of annuity of the initial investment.

The actual corrosionmanagement costs throughout the “n” years of the structure’s ser-
vice life will fluctuate. The fluctuating cash flow is replaced with an equivalent uniform
cash flow of its annuity. The annuity of the corrosion management yearly cash flow is
determined such that the PDVof the original cash flow is equal to the PDVof the annuity:

XN

n¼1

�
AfCMg�ð1þ rÞN� ¼ PDV½AfCMg� ¼ PDVfCMg;

where PDV{CM} is the PDV of the original cash flow of corrosion management; PDV
[A{CM}] is the PDV of the uniform cash flow or annuity.

The annuity of the original cash flow is then

A ¼ AfIg þ AfCMg

This annuity or “annualized cost” is a constant annual value paid every year whose
PDV is equal to the PDV of the irregular cash flow for the whole lifetime of the structure.

In summary, the current cost of corrosion is the sum of the amount spent preventing
corrosion at the design and construction phase, the amount spent on maintenance,
repair, and rehabilitation to control and correct corrosion (cost of corrosion manage-
ment), and the amount spent on removing and replacing structures that become unus-
able due to corrosion (depreciation or cost of replacement).

Measuring the current cost of corrosion requires the following steps:

• Determine the cash flow of corrosion.
Describe corrosion management practice (materials, actions, and schedule), determine the el-
ements of corrosion cost, and assign cost to all materials and activities that are corrosion
related.

• Calculate present discounted value (PDV) of cash flow.
• Calculate AV for the PDV.
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1.5.6 Past trends of corrosion management costs and benefits

The current cost of corrosion is merely one point in time that is the result of past trends
and developments. If the history of corrosion management practices can be determined,
current practices can be placed in perspective. By examining the past, the following
questions may be answered:

• Have material options and their costs changed?
• Have corrosion management practices and their costs changed?
• What is the effect of different materials and corrosion management practices on the lifetime

of a structure?
• Has the number of failures due to corrosion (incidents, injuries, fatalities, and property dam-

age) changed?
• Has the cost of failures caused by corrosion changed (cost of environmental cleanup,

litigation)?

1.6 Cost saving through improvement of corrosion
management

Within a specific industry sector there is a range of current practices in dealing with
corrosion, from old technology to state-of-the-art. The cost and results of each of these
practices are different. Although one of the practices achieves the most for its cost, i.e.,
it is the most cost effective, others could be improved to be more cost effective. An
important question is whether improvement of currently used practices could indeed
lower the current cost of corrosion. As better ways are developed to protect against
corrosion, the potential for saving will increase.

The goal of corrosion management is to achieve the desired level of service at the
least cost, including user costs. Finding the corrosion management program that has
the greatest net benefits, including user costs, to society requires an understanding
and careful analysis of all the direct and indirect costs involved. Cost benefits could
be demonstrated by changing optimal corrosion management and more corrosion
resistant materials.

Because of the complexity of corrosion control and corrosion management issues,
there is usually insufficient information available to identify the design maintenance
option with the lowest annual cost, including user costs. However, the results of the
surveys and associated interviews for the various industry segments during the 2016
IMPACT study [2] have indicated a wide range of corrosion management practices,
suggesting that one of these practices could more optimal than the others.

Managing the threat of corrosion requires consideration of both the likelihood and
consequence of corrosion events. The consequence, or impact, of corrosion is defined
here as the potential or actual monetary loss associated with the safety, environment, or
asset integrity. This value is typically quantifiable when considering lost revenue, cost
of repairs, and clean-up costs, as applicable. Other aspects of corrosion impact include
deterioration of an asset to the point where it is no longer fit for its intended purpose
(e.g., lost future production).
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In general, corrosion threats should be mitigated to a point where the expenditure of
resources is balanced against the benefits gained. One outcome of this is that a financial
analysis might conclude that a technically sound corrosion mitigation action is unjus-
tified. To determine whether a corrosion management investment is appropriate, it can
be compared to the potential corrosion consequence through a return on investment
(ROI) analysis. ROI is the benefit (or return) of an investment divided by its cost.
For corrosion investment, the costs may include inspection and other maintenance
costs and the benefit of ROI is not always measured in financial gains, but in the avoid-
ance of safety or integrity costs. Some risks are hard to monetize including reputation
and societal costs. The ROI for corrosion management can be linked to the risk-
management concept of as-low-as-reasonably-practicable.

It must be noted that there are uncertainties in quantifying both the likelihood and
consequences of corrosion. These uncertainties include both data and models (models
can include analytical expressions, numerical models, and expert opinions/mental
models). Therefore, additional mitigation measures (also sometimes referred to as
defense in depth) are often taken beyond the calculated ROI.

One way to visualize the benefit of combining corrosion technology-specific activ-
ities with management system elements is through a two-by-two matrix shown in
Fig. 1.2. With poor corrosion technology and a weak management system, corrosion
is neither controlled nor managed (i.e., it is unsafe). With sound corrosion technology,
corrosion is controlled but not optimized (i.e., it is expensive). A mature management
system without sound corrosion technology cannot be effective (i.e., it is unsound).
Combining a mature management system with sound corrosion technology is ideal
in that it results in an effective and efficient management of a degradable asset.

Investing in corrosion control activities such as inspections and maintenance may
not prevent all corrosion events because the likelihood of failure is rarely zero. Addi-
tionally, the consequences of corrosion events, when they occur, may be compounded
due to system-related issues such as lack of training, not following procedures,
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Figure 1.2 A two-by-two matrix illustrating the benefit of combining sound corrosion
technology with a mature management system.

Cost of corrosion 21



inadequate emergency response, etc. Therefore, investing in a CMS to frame the corro-
sion activities with the system elements necessary for planning, execution, and
continual improvement should be considered as part of the ROI.

1.7 Incorporating corrosion management into
corporate management systems

Realizing the maximum benefit in reducing corrosion costs (both direct and conse-
quential) requires more than technology: it requires integration of corrosion decisions
and practices within an organization’s management system. This is enabled by inte-
grating a CMS within system elements that range from corrosion-specific procedures
and practices up through organizational policy and strategy; i.e., all levels of the man-
agement system pyramid (Fig. 1.3). This figure is central to illustrating the incorpora-
tion of corrosion management into corporate management systems. It is essential that
traditional corrosion management procedures and practices (lower levels of the pyra-
mid) be explained to policy setters and decision makers (higher levels of the pyramid)
in the form and terminologies of organizational policies. Simply stated, the corrosion
practices need to be translated into the language of the broader organization. The
organization as a whole must commit to ownership of the CMS and its processes.
This means buy-in at all levels within an organization.

The framework for a CMS is based on a series of central elements that ensure the
effectiveness, consistency and communication of corrosion management processes.
The corrosion management must be implemented in a consistent and holistic manner
in all stages of asset integrity management. The following sections highlight the
elements necessary for the development and implementation of a CMS, referring to
the elements shown in Fig. 1.3.
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Figure 1.3 The corrosion management system pyramid.
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1.7.1 Corrosion management policy, strategy, and objectives

A corrosion management policy includes the principles and requirements used to
manage the threat of corrosion over the life cycle of assets. The policy must be in
line with the organization’s mission and values as shown in the organization’s strategic
plan. The policy lays the foundation for the corrosion management strategy or long-
term plan for managing corrosion for an organization’s assets by way of specific
and measurable objectives.

During the development of the corrosion management policy, strategy, and objec-
tives, the internal and external context, or environments in which the organization
seeks to achieve its objectives, must be considered. Examples of external context
include the regulatory environment and the organization’s perceived reputation,
wherease examples of internal context include an organization’s culture as well as in-
ternal standards and business models.

Although corrosion management policy, strategy, and objectives may be contained
in stand-alone documents, they are ideally grouped with the policies, strategies, and
objectives that are used to manage other threats to an organization’s assets.

1.7.2 Enablers, controls, and measures

1.7.2.1 Organization

An optimized CMS requires defined and documented roles and responsibilities with
respect to corrosion management throughout the organization. The defined roles and
responsibilities should include personnel involved in the development, implementa-
tion, review, and continual improvement of the CMS, as well as personnel performing
corrosion assessments and determining and prioritizing corrosion prevention and miti-
gation activities. Often, the roles and responsibilities are communicated internally
through the use of organizational charts. Additionally, any applicable external
personnel, such as contractors or consultants, should be included in the organizational
charts.

1.7.2.2 Contractors, suppliers, and vendors

When utilizing contractor services, the organization is responsible for verifying that
the contractor services meet or exceed the requirements of the CMS. Additionally,
the contractor(s) should be held responsible for meeting or exceeding the requirements
of the CMS as defined by the organization. The same considerations should be applied
to the qualification of any subcontractors used by the contractor.

1.7.2.3 Resources

The organization should commit to determining and providing the resources required
for developing, implementing, and continually improving the CMS. Resources include
staffing, infrastructure, and equipment, such as inspection tools or repair equipment.
Staffing requirements may be met by providing a combination of organization staff
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and contracted personnel; however, the organization must commit to ownership of the
CMS and its processes. Allocation of appropriate resources to deliver programs, which
are consistent with the CMS, must be ensured. This is accomplished by allocating
proper budgets, setting achievable staffing levels, and developing and implementing
training programs to ensure the right amount and the right competence levels of staffing.

1.7.2.4 Communication

The organization must create processes to establish and maintain internal and external
communication processes associated with corrosion management. These processes
include identification of the stakeholders and information that require communication.
Channels should exist to allow communication to flow from management to project/
field personnel and vice versa.

1.7.2.5 Internal communication

Internal communication processes facilitate awareness of the CMS and corrosion pro-
cesses throughout the organization, including awareness and understanding of the
CMS policy, objectives, plans, processes, and procedures. Communication links man-
agement, employees, and other internal stakeholders and allows employees to give
feedback and provide possible solutions to issues. It is of particular importance to
open up and maintain internal communication between all levels in the organization,
as well as across the organization between different group and departments because
this is one of the key means to incorporate corrosion management into an organiza-
tion’s management systems.

Key internal communication processes include communication of the following:

• Roles, authorities, and responsibilities
• Best practices
• Learning opportunities from ongoing activities, near-misses, and incidents, both internal and

external

1.7.2.6 External communication

External communication processes facilitate awareness, understanding, and accep-
tance of the CMS by contractors and other external stakeholders. As with internal
communication, these processes include identification of the stakeholders and infor-
mation that require communication. Additionally, the organization should make
visible points of contact and exchange information regarding corrosion management
with external stakeholders. This may include members of the public, regulators, indus-
try organizations, emergency responders, and law enforcement. Adequate training in
communication to external stakeholders is essential.

For contracted personnel, achieving buy-in of the CMS is crucial to the overall
management of corrosion for an organization’s assets and asset systems. This is
why clear communication of the CMS, expectations of the contractor, and responsibil-
ities of the contractor within the CMS framework are essential.
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Key external communication processes include communication of the following:

• The CMS activities and processes to be conducted or reviewed by the external organization,
including scope, boundaries, and applicable standards and procedures.

• Roles, authorities, and responsibilities
• Best practices
• Learning opportunities from ongoing activities, near-misses, and incidents
• Management of change (MOC), including key contacts and elevation plans for technical and

nontechnical inquiries
• Approval processes for subcontracting or other contractual changes

1.7.2.7 Risk management

The risk management process coordinates activities to direct and control an organiza-
tion with regard to risk. In the case of a CMS, the organization needs to establish,
implement, and maintain documented processes and procedures for the ongoing iden-
tification and assessment of corrosion risks, as well as the identification and implemen-
tation of necessary control measures throughout the life cycle of the assets or asset
systems.

A risk management approach is well suited to corrosion management where the
final plan must include specific tasks and actions required to optimize costs, risks,
and performance for assets and asset systems having a wide range of safety, environ-
mental criticality, and business importance.

The ISO 31000 [18] standard provides a useful reference in terms of the compo-
nents and basic requirements for a consistent approach to risk management, but in gen-
eral terms the organization’s methodology for risk management need to be

• Proportional to the level of risk under consideration.
• Defined with respect to its scope, nature, and timing to ensure it is proactive rather than

reactive.
• Included where appropriate, the assessment of how risk can change over time and service

life.
• Provided with the classification of risks and identification of those risks that are to be

avoided, eliminated, or controlled by asset management.
• Consistent with the organization’s operating experience and the capabilities of mitigation

measures employed.
• Provided with the monitoring of required actions to ensure that both the effectiveness and

timeliness of their implementation.
• Provided with the classification of risks and identification of those risks that are to be

avoided, eliminated, or controlled by asset management.
• Consistent with the organization’s operating experience and the capabilities of mitigation

measures employed.

In terms of corrosion as a specific threat to the asset integrity or lifetime, the plan-
ning process described in Fig. 1.4 is a crucial step conducted by corrosion experts to
establish the probability of credible corrosion-related events and the various options
for mitigation to achieve the integrity or lifetime objectives of that specific asset.

Cost of corrosion 25



Fig. 1.4 shows how corrosion management fits into the framework of an overall
management system through the standard management system elements. The figure
shows the risk-based corrosion planning process, similar to ISO 31000 [18], which in-
corporates threat assessment and prevention or mitigation options. This type of anal-
ysis, which fits into the lower two segments of the management triangle in Fig. 1.3,
requires an in-depth technical knowledge of the existing or potential corrosion mech-
anisms and the available options for mitigation. The process can also serve as input to a
complete risk-based decision process that includes associated consequences and
context. However, other types of corrosion planning processes may also be utilized
depending on the type of industry, regulatory compliance, the required reliability,
and ROI considerations.

To complete the “risk picture”, the credible consequences of a failure or event as a
result of this corrosion mechanism need to be determined. The type or context of the
consequence will vary according to the asset type and criticality, but consideration
should be given to safety, environment, reputation, and business loss. Applicable reg-
ulations or organization procedures may also require a “reverse” risk management pro-
cess, whereby the consequence criticality of a specific asset is determined first and then
the corrosion threat analysis is only conducted for those assets with unacceptably high
consequences.

Similar risk pictures will normally be established for other types of threats and then
decisions about future investment and plans for asset management will be made based
on the (risk) classification of a specific threat. ISO 31010dRisk Assessment Tech-
niques, which is a supporting standard to ISO 31000, provides guidance on the selec-
tion and applications of systematic techniques for risk assessment [19].

1.7.2.8 Management of change

The MOC process is used to control, evaluate, and verify technical and nontechnical
changes to the corrosion management processes, the CMS, assets, or asset systems.
Each MOC request must be reviewed by appropriate subject matter experts to evaluate
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Figure 1.4 Corrosion management system framework.
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the effect of each proposed change or suite of changes based on the significance of the
change, the need, technical basis, and expert evaluation of the risk associated with the
change. Utilizing this information, authorization to proceed with the change should be
determined.

It is critical that the MOC process is effectively documented and communicated to
all impacted parties throughout the organization.

1.7.2.9 Training and competency

The organization is responsible for ensuring and documenting that personnel whose
roles fall within the scope of the CMS have an appropriate level of competence in
terms of education, training, knowledge, and experience. Training and competency re-
quirements are applicable to both the organization’s staff and contractor personnel.

The organization should develop a process for training personnel on the
organization-specific CMS processes and procedures. Additionally, competency eval-
uations for personnel, such as certifications, internal, or external written or oral exam-
inations, demonstrations of competence, previous job experience, or on-the-job
evaluations, should be defined, implemented, and documented. It is important to
consider the needs for retraining and evaluations, as well as the difference between
training requirements for new and experienced personnel.

1.7.2.10 Lessons learned

Learning from both internal and external events is critical to the continuous improvement
of a management system. Formal and consistent processes, such as incident and “near
miss” investigations, are used to verify that a continuous improvement loop is in place
to learn from events. In this context, “incident” is used to describe an undesirable event
that affects the CMS, corrosion process, safety and environment, asset, or asset systems.
“Near miss” is used to describe an event that could potentially have affected these.

Examples of incidents include unintentional failure of an asset due to corrosion or fail-
ure to follow a definedCMSprocess or procedure. The goal of an incident investigation is
to identify necessary improvements to the CMS, corrosion processes, or procedures.
These improvements must be evaluated using the MOC process, communicated
throughout the organization, and reviewed by management for effectiveness.

1.7.2.11 Documentation

An organization is responsible for assembling, managing, and maintaining the docu-
mentation and records required to support and continually improve the CMS. The
term “document” refers to plans or instructions for what actions will be performed;
examples include the CMS policy, strategy, objectives, plans, procedures, and inspec-
tion forms. Alternately, a “record” refers to proof of compliance with a document’s re-
quirements at a specific time. Examples of records include training records, corrosion
inspection reports, and meeting minutes. A needs analysis may be performed to deter-
mine which records and documents should be retained, both for regulatory or legisla-
tive reasons, as well as to conform to an organization’s requirements.
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1.7.2.12 Assurance

The corrosion management plans (CMPs) and work processes need to be audited peri-
odically to ensure that they are being followed and adhered to and that they remain
effective and consistent with the CMS strategy and objectives. The audits can be per-
formed by either the organization’s own staff or using a third-party consultant. The
audit reports can serve as major input to the management review and continuous
improvement process.

1.7.2.13 Management review

A management review is an important aspect of a management system that demon-
strates commitment from the organization for implementing, reviewing, and continu-
ally improving the management system and associated processes and documents.
Management reviews are carried out at the optimized frequency determined by the
organization to promote the continuing effectiveness of the CMS, examine current
issues, and assess opportunities for improvement.

Typical information inputs for management reviews include:

• Findings from nonconformances, incidents, and failures, both internal and external
• Status of preventive and corrective actions
• Follow-up actions from previous management reviews
• Changes in the organization’s operational environment that could affect the CMS including the

requirements for additional or revised resources or changes to applicable regulations or standards
• Audit results, both internal and external
• Overall performance in terms of key performance indicators
• Opportunities for improvement

Typical outputs of the management reviews include

• Changes to policy, strategy, or objectives associated with the CMS
• Reallocation or supplementing of resources
• Changing organizational details, including staffing or responsibility updates
• Corrective and preventative measures
• Changes to the CMS processes, procedures, or documents

A process should be implemented to track the completion of any required actions
determined during the management review.

1.7.2.14 Continuous improvement

In addition to formal processes that affect continuous improvement, including incident
investigations and management reviews, informal opportunities, such as employee
concerns and impromptu feedback, should be utilized in an appropriate manner to
improve the CMS as well as the corrosion processes and procedures. Continuous
improvement can be used to evaluate both the effectiveness of the CMS and its
continued relevance to the organization’s goals and objectives. Improvements may
take the form of changes to the overall policy, strategy, or objectives, or the individual
elements of the CMS and their associated processes and procedures.
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1.8 Strategies for successful corrosion management

The maximum savings from the impact of corrosion can only be realized by the incor-
poration of sound corrosion management practices throughout an organization. The
organization as a whole must commit to ownership of the CMS systems and processes.
Hence, the adoption of a CMS into an organization’s management system requires
buy-in from top and bottom.

Buy-in into a CMS can be defined as the acceptance of and commitment to a spe-
cific concept or course of action that optimizes corrosion management. The ultimate
goal of buy-in may be different for the chief executive officer than for the operation’s
staff as is illustrated in Table 1.1.

The adoption of a CMS into an organization’s management system requires buy-in
at both the top and bottom of the organization. The technical manager (corrosion/integ-
rity/risk/maintenance manager, part of middle management) is the likely promoter of
the need for a CMS. However, without buy-in at the top, initiatives have little chance
of getting off the ground. Buy-in by senior management is necessary to gain approval
to move forward and garner resources. To ensure that the message is effective, orga-
nizations require a business case that includes a clear statement of the problem, out-
lines its impact on the organization, lists the required resources, and includes the
outcome in terms of cost reductions, increased productivity, improved quality, and/
or decrease in risk (environmental, safety, business interruption, public relations, etc.).

Buy-in from front-line employees is necessary to create a shared understanding of
the change and to ensure compliance. Individuals may understand the change, but take
a wait-and-see stance until they see how it will affect them personally. Thus, in order to
facilitate business case communication between corrosion professionals and senior
management leading to integration of a CMS throughout an organization’s manage-
ment system, the following steps are necessary.

• The corrosion professional should broaden his/her competence with respect to business tools
to include financial decision making, risk assessment, and management systems. Use of
financial and risk assessment tools should be a normal and expected activity for evaluating
corrosion control expenditures. Whenever relevant and possible, financial tools, such as
LCC, should be considered.

Table 1.1 Different purposes for buy-in

Target audience Purposes

Senior management Gain approval to make the change

Garner sponsorship and resources

Middle management Speed up adoption

Identify change agents to lead by example

Front-line employees Develop a common understanding of the change

Ensure widespread adoption and compliance
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• Communication between those inside and outside of the corrosion profession should be in the
language of the external decision maker (e.g., operations or business manager) or stakeholder
(e.g., regulatory, policy, or public) with the goal of business improvement.

• Organizations should develop, integrate, and implement corrosion management elements
into their overall management system.
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2.1 Introduction

Corrosion occurs in hydrocarbon production and transmission systems only in the
presence of water and corrosion causing agents. Whether corrosion will occur or not
and the extent of corrosion will depend upon corrosive components present in pro-
duced gas and other constituents of fluids produced from wells as well as chemical
composition of produced fluids and variations in their composition.

The hydrocarbons are produced from underground reservoirs as crude oil, gas, and
condensate. Water is invariably produced along with hydrocarbons, which may
accompany from the onset of production or it may start at a later stage. This depends
upon thickness of the hydrocarbon pay zone and hydrocarbon/water contact.

For example, well “C” in Fig. 2.1, which is near to oil/water contact, will be the first
to start producing water with oil and will be the source of water that can initiate corro-
sion process, of course depending upon several other factors that are discussed in this
chapter. By the same token, well “A” will be the last to produce water.

The composition of gas produced from a well will depend on whether it occurs as
nonassociated free, gas-cap over crude oil or solution gas, as shown in Figs. 2.2aec,
respectively.

Free gas is lean gas (Fig. 2.2a), predominantly methane; gas produced from gas cap
(Fig. 2.2b) has methane along with ethane, and solution gas (Fig. 2.2c) has a lower pro-
portion of methane and relatively higher proportions of ethane, propane, and higher
components.

Well C
Well BWell A

Gas

Oil

Water

Figure 2.1 Oil, water, and gas in a reservoir.
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2.1.1 Composition of produced fluids

In addition to water, there are other nonhydrocarbon components that are produced
along with oil and gas. The nonhydrocarbon gases that are produced are carbon diox-
ide, hydrogen sulfide, nitrogen, helium, hydrogen, etc. The nonhydrocarbon constitu-
ents of oil have nitrogen, oxygen, sulfur, and metals like vanadium (V), nickel (Ni);
sometimes also iron (Fe), aluminium (Al), sodium(Na), potassium (K), calcium
(Ca), and copper (Cu).

Oil is a mixture of various hydrocarbons and organic molecules with heteroatoms.
Metallic components are also present in oil to the extent of ppm levels only. Leaving
aside metallic constituents, oil can be categorized as saturates, aromatics, and hetero-
atom compounds. Saturates include normal alkanes, branched alkanes, and cycloal-
kanes. A few examples are

Normal alkanes Branched alkanes Cyclo alkanes

Heptane (C7H16) Iso-heptane Cyclo heptane (C7H14)

Octane (C8H18) Iso-octane Cyclo octane (C8H16)

Nonane (C9H20) Iso-nonane Cyclo nonane (C9H18)

Decane (C10H22) Iso-decane Cyclo decane (C10H20)

Water

Gas

Figure 2.2a Nonassociated gas reservoir.

Water

Gas

Oil

Figure 2.2b Free gas-cap reservoir.

Water

Oil with gas
in solution

Figure 2.2c Dissolved gas reservoir.
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Aromatics can be benzene, alkyl derivatives of benzene, multifused rings of
benzene such as naphthalene, phenanthrene, etc. Heteroatom compounds can be
sulfur-containing compounds such as thiols (mercaptans), thioethers, thiophenes;
nitrogen-containing compounds such as pyridines, pyrroles; oxygen-containing heter-
ocompounds such as carboxylic acids, volatile fatty acids (VFAs), naphthenic acids
(NA), phenols; oxygen and nitrogen-containing compounds such as amides, etc. [1].
Crude oils generally contain no alkenes. Alkenes (olefins) are unsaturated hydrocar-
bons. Alkenes are formed in oil refining units and are contained in gasoline (to
25 vol%) and kerosene (to 5 vol%).

Crude oil can also be characterized on the basis of saturate, aromatic, resin and
asphaltene (SARA) analysis. This method divides crude oil components according
to their polarity. The saturate fraction consists of nonpolar material including linear,
branched, and cyclic saturated hydrocarbons (paraffins). Aromatics, which contain
one or more aromatic rings, are more polarizable. Resins and asphaltenes are polar
constituents, the distinction between the two is that asphaltenes are insoluble in an
excess of heptane (or pentane), whereas resins are miscible with heptane (or pentane).

Crude oils are also classified according to their specific gravity. Light crude oil has a
low density and American Petroleum Institute (API) gravity between 25� and 45�.
Heavy crude oil has API gravity between 10� and 25�, it does not flow easily at
room temperature and has high viscosity. Generally, it is rich in aromatics and sulfur.
Bitumen is a highly viscous form of heavy crude and has API gravity less than 10�.

Crude oil is also defined as sweet if it contains less than 0.5 wt% sulfur. It can be in
the form of hydrogen sulfide and also as bonded to carbon atoms.

There can be wide variations in compositions of crude oil and gas that are produced
from different reservoirs as illustrated in Tables 2.1 and 2.2.

2.1.2 Production and surface transportation of hydrocarbons

Oil and gas are produced from underground reservoirs in the earth by drilling a hole up
to the target depth. The hole is stabilized by placing steel tubes (called casing) in a tele-
scopic design. Drilling is carried out using drilling fluids or drilling muds to remove
the rock cuttings and keep the hole stabilized. Once target depth is attained, the
well completion process starts to get oil and gas production from the well. First of
all, the drilling fluid is replaced by a fluid called “completion fluid”. Various tests
are conducted to measure and record reservoir parameters. This fluid is then left in
the annular region of a well between tubing and casing above a packer. Typical
well diagram is shown in Fig. 2.3.

Schematics of in-field layout, from wells to processing installations in onshore as
well as offshore, are depicted in Figs. 2.4e2.6.

Well fluids, including gas, oil, and water, flow from well bore to well head. Natural
gas, dissolved in oil due to pressure of the reservoir, separates out when pressure
reduces as oil traverses from well bore to surface. These fluids are transported from
well head platform to process platform, in case of offshore fields and from wells to
processing installation in onshore.
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Table 2.2 Range of crude oil compositions produced from different
reservoirs

Parameter

Oil

A B C D E F G

Density, 15�C (60�F) 0.8706 0.8817 0.9090 0.904 0.8848 0.96 0.83

API gravity, 15�C
(60�F)

30.96 28.9 24.08 24.94 28.33 16 38

Pour point (�C) 36 27 42 36 36 9 30

Wax content, mass% 18.4 14.5 29 16.14 12.19 4.86 14.1

Saturates, mass% 54.68 56.81 53.24 73.06 74.47 e e

Aromatics, mass% 34.7 36.89 36.78 19.75 20.35 e e

Resin, mass% 9.88 6.15 3.27 7.07 5.12 9 19.7

Asphaltene, mass% 0.56 0.15 6.33 0.12 0.06 11.88 3.5

Resin/asphaltene ratio 17.64 41 0.52 58.5 85.3 0.76 5.63

Table 2.1 Range of gas compositions produced from different
reservoirs

Components Unit

Field

A B C D E

Nitrogen mol% 0.0397 11.8 3.5221 51 0.6

Carbon dioxide mol% 9.2231 6.79 6.4866 20.4 2.45

Hydrogen sulfide ppm 100 39,000 400 100 0

Methane mol% 84.7388 73.8 75.22 47.21 90.43

Ethane mol% 4.1379 e 7.4357 0.09 4.00

Propane mol% 0.9102 e 4.6057 0.1 1.39

Iso butane mol% 0.3153 e 00.9094 0.09 0.19

n Butane mol% 0.2444 e 1.1342 0.02 0.39

Neo pentane mol% 0.0084 e e 0 e

Iso pentane mol% 0.1600 e 00.2848 0 0.09

n Pentane mol% 0.0767 e 0.0814 0 0.11
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producing zone

Production tubing
Production casing

Intermidiate
(drilling casing)

Surface casing

Outer casing
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Figure 2.3 Schematic of well design.
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Figure 2.4 Transportation of fluids from onshore wells to processing station, Scenario 1.
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The separation of gas, oil, and water takes place at the processing platform in
offshore and collection/processing installation in onshore. A generalized view of pro-
cess, onshore as well as offshore, is shown in Fig. 2.7. There can be several variants in
this process scheme, which will depend upon the nature of fluids produced and
requirements.

The pipelines in upstream oil and gas industry can be grouped under three
categories:

1. Short distance lines that collect unprocessed fluids (gas, oil and water) from wells and deliver
them to processing installation/platform. These pipelines, generally, range from 4 to 12
inches in diameter, pipelines up to 18 inches are also prevalent. They are defined as gathering
lines or well fluid lines/flow lines.

2. Collector lines move oil and gas from one processing installation or platform to the trunk
pipelines or to another installation. They are generally bigger than gathering lines, but smaller
than trunk lines.

Group gathering station 
(GGS)

Central t ank farm 
(CTF)

Well 
A

Well 
D

Well 
F

Well 
E

Well 
B Well 

C

To refinery
From GGS

From GGS

Figure 2.5 Transportation of fluids from onshore wells to processing station, Scenario 2.
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platform

Well 
platform
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platform

Well 
platform

Process 
platform

Process 
platform

Well 
platform

Well 
platform

To onshore

Figure 2.6 Transportation of fluids from offshore wells to processing station [2].
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3. Trunk lines transport oil and gas to refineries within a country or across international bound-
aries. They are also designated as transmission lines and can be up to 56 inches in diameter.

2.2 Corrosion in oil and gas production

The corrosion process can start as the fluids start flowing from well bore through the
tubing to surface. Corrosion can also occur in well head facilities, in well fluid pipe-
lines, and separators where gas, oil, and water are separated and effluent/produced
water lines. Corrosion can also occur in collector and transmission lines.

The corrosion causing agents that can be present along with crude oil and gas are

• Water
• Corrosion causing gases

• Carbon dioxide
• Hydrogen sulfide
• Oxygen

• Corrosion causing bacteria, like sulfate-reducing bacteria

Oxygen, which also causes corrosion, is not produced along with hydrocarbons
from underground reservoirs. But it has been reported to be present in natural gas
transmission lines, leading to the issue of black powder [3,4].

Crude oil or natural gas or carbon dioxide or hydrogen sulfide or oxygendnone of
them is corrosive in dry state. Corrosion of steel begins in the presence of an electro-
lyte, i.e., water and carbon dioxide or hydrogen sulfide or oxygen.

Corrosion control measures such as material selection, coating, lining, corrosion
inhibition, biocides, pigging, etc., are taken to avert corrosion at each stage.

Gas

Well stream

Gas

Gas

Stable crude oil

High 
pressure 

Medium 
pressure 
separator

Atmospheric pressure 
separator

Crude oil 
storage 

tank

Figure 2.7 General schematics of oil and gas processing installation.
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2.2.1 Water chemistry and corrosion

Chemistry of water further has influence on corrosion process. The ionic composition
of water can vary to a great extent. A few examples are shown in Table 2.3.

The presence of chloride and bicarbonate ions in water can have significant influ-
ence on corrosion process. Chloride ions tend to increase pitting corrosion and the ten-
dency of pitting corrosion increases with increase in chloride concentrations.
Bicarbonate ions act as buffer ions and tend to reduce corrosion rate by enhancing
pH of the system. Results of calculations from NOROK M506 [5] software, shown
in Table 2.4, demonstrate the influence of variation in bicarbonate and chloride con-
centration in water on corrosion rate.

Table 2.3 Example of variations in water composition produced from
several hydrocarbon reservoirs

Parameters Unit

Water source

A B C D E F G

Carbonate mg/L Nil Nil Nil 165.5 Nil Nil Nil

Bicarbonate mg/L 549 297 488 2167 3677 1460 61

Chloride mg/L 18,460 42,095 19,525 3480 4016 8399 142

Sulfate mg/L 683 75 132 18 10 541 80

Calcium mg/L 461 e 1136 24 36 140 20

Magnesium mg/L 134 e 94 19.5 24 12 6

Table 2.4 Effect of variation in corrosion rate with salinity and
bicarbonate concentration carbon dioxide: 2%, temperature: 508C
(1228F), line pressure: 30 kg/cm2, diameter: 10 cm, liquid flow rate:
500 m3/day, gas flow rate: 100 m3/day

Bicarbonate
(mg/L)

Salinity
2000 mg/L

Salinity
20,000 mg/L

Salinity
40,000 mg/L

Corrosion rate
(mm/year)

Corrosion rate
(mm/year)

Corrosion rate,
(mm/year)

0 9.7 9.9 9.9

100 4.4 4.8 5.3

500 1.9 2.2 2.5

1000 1.4 1.4 1.7

2000 0.98 0.98 0.98
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Corrosion rates are reduced by 10 times and 4.5 times as bicarbonate concentration
increases from 0 to 2000 mg/L and 100 mg/L to 2000 mg/L at 2000 mg/L salinity.
The effect of salinity is more pronounced at intermediate bicarbonate concentrations
of 100 and 500 mg/L.

In an experiment, API 5LX 56 carbon steel coupons were exposed to two different
waters in the presence of dissolved oxygen. The two waters had different chemistries.
The corrosion rates, after exposure of 2 and 7 days, in the two waters, were different
as illustrated in Table 2.5. The effluent water, with high concentration of buffering
bicarbonate ion and high pH is less corrosive than technical water in spite of higher
salinity.

Brine chemistry can influence corrosion of carbon steel in crude oilebrine system
in different ways [6e9]:

1. By influencing partitioning of surfactants from crude oil phase to aqueous phase. Generally,
increase in salinity reduces this tendency.

2. The ionization of acidic, basic and amphoteric constituents of crude oil is influenced by pH
and some of them may become more surface active at a certain pH. Acidic pH generally sta-
bilizes water-in-oil emulsion, whereas basic pH increases stability of oil-in-water emulsion.
The in situ pH of brines produced from reservoirs is generally less than seven and will tend to
support water-in-oil emulsion, of course, depending on water content.

2.2.2 Nature of oil and corrosion

The nature of oil can have a significant effect on corrosion in a multiphase flow pipe-
line. The paraffins in light paraffinic oils may tend to separate out during flow in the
pipeline as temperature falls along downstream. If the wax deposits as uniform layer

Table 2.5 Water chemistry dependent corrosion rates.
Experimental conditions: static, no CO2, atmospheric
temperature and pressure, open system in presence of air, and
dissolved oxygen

Parameter

Treated
effluent
water

Technical
water

Average corrosion rate after
exposure of 2 days, mpy

3.89 4.79

Average corrosion rate after
exposure of 7 days, mpy

2.36 3.17

pH 7.74 6.83

Salinity, mg/L 14,437 1982

Bicarbonate, mg/L 2013 345
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along the length of the pipeline, it may provide protection against internal corrosion.
But this is too an idealistic assumption. Thus it is hard to rely on paraffins present in the
crude oil to provide assured protection. Water may also get stagnated in pockets under
the wax when it is soft. This environment can provide habitat for bacteria and lead to
microbiologically influenced corrosion (MIC) or underdeposit corrosion (UDC). Thus,
wax segregation and deposition in the pipeline will have a deleterious effect
under these circumstances.

The resins and aphaltenes present in oil are natural emulsifier and promote forma-
tion of strong water-in-crude oil emulsion. In such an event, the water present in the
multiphase will not come in contact with pipeline internal surface and pipeline will
be protected against internal corrosion. These constituents of oil can support even
high percentage of water and keep the water in emulsified form. On the other hand,
light paraffinic crude oils do not form strong emulsions and even water content as
low as 20 vol% will form a separate layer. Therefore, the multiphase pipelines carrying
light crude oils will be more vulnerable to internal corrosion.

Riekeis et al. [10] observed that the fraction n-C15 to n-C23 of condensate had the
most inhibitive effect, with alkylated carbazoles (polycyclic compound with a pyrrole
ring fused between two benzene rings) having high probability of this inhibitive
behavior. Paraffin and asphaltenes present in crude oils have been found to act as
natural corrosion inhibitors, reducing the corrosion rate of carbon steel by over 90%,
under static conditions [11]. However, localized corrosion was observed when paraffin
layer was present at the steel surface, probably temperature made such film weaker.
Asphaltenes layers seem to be more protective than the paraffin ones, maybe due to
the polar nature of asphaltenes, which form stronger bonds with the steel surface.

The studies by Mendez et al. [12] demonstrated that different components of crude
oil, viz. SARA showed some degree of inhibition, however, the aromatic compounds
(including sulfur-containing aromatics) present in the resin fraction of the crude oil had
the highest effect in controlling the corrosion. Ajmera et al. [13] observed that asphal-
tenes provided corrosion inhibition, especially when used as solution in toluene. They
observed that in the presence of asphaltenes, the wettability of the steel surface
depended on the wetting sequence. The surfaces prewetted with water tended to
stay hydrophilic, whereas surfaces prewetted with oil tended to remain hydrophobic.

2.2.3 Factors influencing corrosivity of oil

All compounds contained in crude oil are not corrosive and aggressive to metals and
alloys. Low molecular weight organic acids (formic and acetic) are more corrosive
than high molecular weight organic acids, some of them and their derivatives are
corrosion inhibitors. NA contained in some crude oils represent high corrosive concern
for oil refineries.

The proposed chemical formula of NA is R(CH2)nCOOH, where R is one or more
cyclopentane rings and n is more than 12. They are usually concentrated in high
boiling distillate fractions and can corrode inner surfaces of distillation columns at
w230e360�C (445e680�F). NA that pass from crudes into petroleum products are
not corrosive at ambient temperaturesw20�C (68�F) of their storage and transportation.
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Additional organic acids can appear in refined products as a result of decomposition
of peroxides and hydroperoxides, which can be formed due to oxidation of refined
products by entrapped oxygen during their storage, distribution, and use. A wide range
of nitrogen compounds are present in various crude oils, such as pyridines, quinolines,
alkylquinolines, benzoquinolines, acridines, pyrroles, indoles, carbazoles, benzo
carbazoles, pyrroles, and amides. Some of the nitrogen compounds and their deriva-
tives are known to provide corrosion inhibition. Organic N-containing compounds
break down at high temperature and form ammonia (NH3), which is a corrosion inhib-
itor of carbon steel but aggressive to zinc, copper, and their alloys [14].

VFAs are water-soluble short-chain carboxylic acids containing one to five carbon
atoms per molecule, including carbon atom of carboxylic group. These are organic
acids such as formic acid (HCOOH), acetic acid (CH3COOH), propionic acid
(C2H5COOH), butanoic acid (C3H7COOH), and valeric acid (C4H9COOH). However,
the single-carbon carboxylic acid, formic (HCOOH), is not generally found in natural,
unpolluted waters [15]. Other acids have high vapor pressure. These acids are
completely miscible with water. The dissociation constant (Ka) value for the last three
acids is in the same range and of the order of 10�5, whereas dissociation constant of
formic acid is around 10 times higher (1.77 � 10�4) than acetic acid (1.75 � 10�5).
Most of the studies involving VFA, use acetic acid as the representative acid because
dissociation constant of other acids is in the same range as that of acetic acid and
equivalent concentrations of undissociated acetic and formic acid lead to a similar
corrosion rate [16].

Concentrations of VFA in a typical produced water analysis by chromatography
were as follows: acetic acid, 362 mg/L; propionic acid, 37.88 mg/L; and butyric
acid, 8.05 mg/L.

The various studies on corrosion due to VFA have reported [17e21]:

• Increased cathodic reaction
• Slightly inhibited anodic reaction
• Prevention of protective film of iron carbonate and increase in time required to form protec-

tive iron carbonate film, when corrosion studies are carried out in presence of carbon dioxide
• Increase in corrosion rate due to lowering of pH

The presence of both acetate and propionate ions influences the alkalinity as
measured by standard water analysis and as a result inflated bicarbonate value is re-
ported [22,23]. The acetate concentration measured with ion chromatography is
more reliable.

VFAs, acetic and propionic, which are water soluble, significantly influence corro-
sion rates and corrosion rate of API 5L X65 has been reported to stabilize at around
5 mm/year (200 mpy) in the presence of 80% brine, 20% oil, 500 ppm acetic acid,
and 1 bar (14.5 psi) CO2 [24].

Dissolution of ingredients from crude oils may alter the corrosiveness of the
aqueous phase. The corrosivity of crude oil containing water can be determined
by a combination of three properties: the type of emulsion formed between oil and
water, the wettability of the steel surface, and the corrosivity of water phase in the
presence of oil [25].
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Corrosion rates of brine equilibrated with different crude oils have been reported to
decrease. The extent of reduction in corrosion rate varies with nature of crude oil. The
corrosion rates determined in pure brine will be generally in excess of actual corrosion
rates of brine, which has equilibrated with crude oil in field conditions [26].

ASTM G205 further provides a guideline for classifying crude oils into four cate-
gories based on the effect of the oil on the corrosivity of water: corrosive hydrocar-
bons, neutral hydrocarbons, inhibitive hydrocarbons, and preventative hydrocarbons
[27]. Corrosiveness of the aqueous phase in the presence of oil can be determined
by methods described in test Method NACE TM0172 [28].

An oil-wet surface is not susceptible to corrosion because of higher electrical resis-
tance. Wettability can be characterized by measuring the contact angle or the conduc-
tivity (spreading method). In the contact angle method, the tendency of water to
displace hydrocarbon from steel is measured directly by observing the behavior of
the three-phase system. The contact angle is determined by the surface tensions (sur-
face free energies) of the three phases. A hydrocarbonesteel interface will be replaced
by a wateresteel interface if this action will result in an energy decrease of the system.
To determine whether the surface is oil wet, mixed wet, or water wet, the angle at the
oilewateresolid intersection is measured.

In the spreading method of determining wettability, the resistance between steel
pins is measured. If a conducting phase (for example, water) covers (wets) the distance
between the pins, conductivity between them will be high. On the other hand, if a
nonconducting phase (for example, oil) covers (wets) the distance between the pins,
the conductivity between them will be low.

Collier et al. [29] studied corrosivity of 11 conventional and bitumen derived crude
oils with density varying from 783 to 977 kg/m3 and all of the tested crude oils were
found to inhibit the corrosivity of brine by 88%e99%, with no correlation with den-
sity. The rotating cage test method was used in these studies, with medium comprising
of oil/brine ratio of 25:75.

de Waard et al. [30] found a correlation between API gravity, emulsion stability,
and water wetting of steel on the basis of two sets of field data on tubing corrosion,
that heavier oils are more protective than lighter ones. Heavier oils provide more wet-
ting of steel than the lighter oils. Studies by Badmos et al. [31] also revealed that higher
density oil with lower hydrogen content provides better oil wetting of steel surface and
hence provides increased corrosion inhibition. Several other studies also concluded
that heavy crude oils, which are rich in surface active and heteroatom provide better
corrosion resistance [32e35].

It has been reported, though qualitatively, that light oils give low protection against
corrosion compared to heavy oils. This relative protection is dependent on water cut as
well. But gas condensate does not provide any significant protection even at very low
water cut. Hydrocarbon chemistry plays a role in this process, high molecular weight
oils, rich in surface active agents can better entrain water in water-in-oil emulsion and
thus provide protection.

Crude oil grades have not been observed to differ in their corrosivity, but there are
measurable variations in certain corrosion-related properties of crude oil, such as
wettability and emulsion-forming tendency [36]. This influence of crude oil on
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corrosion of steel will depend upon its ability to stabilize water-in-oil emulsion, and
thus retain the water, which in turn is affected by other variables also, such as temper-
ature, flow regime, velocity, and chloride content. Finally, the conductivity of the wa-
ter-in-emulsion so formed will guide the corrosion behavior. The studies carried out by
Turris et al. [37] with crude oil of API 25 (density ¼ 902 kg/m3) observed inhibitive
effect of crude oil and the inversion of water-in-oil emulsion (noncorrosive) to oil-in-
water emulsion (corrosive) occurred at 50 vol% water.

The water-soluble constituents in crude oil are heteroatom compounds, having atoms
like nitrogen, sulfur, and oxygen, in addition to carbon and hydrogen-containing organic
compounds. These include compounds like pyridines, indoles, benzofurans, phenols,
amines, organic acids, thiols, ketones, and aldehydes. All are organic compounds that
are water soluble and surface active to varying degrees [38,39].

2.2.4 Water/oil ratio and corrosion

Crude oils wet the pipeline internal wall surface to varying degrees. This provides pro-
tection against corrosion. Condensate produced with gas provides considerably lower
wetting and in pure gas wells no such wetting is available. Thus, vulnerability to corro-
sion of the pipelines carrying corrosive gases and oil along with water varies as: crude
oil < gas with condensate < pure gas. Further, the flow behavior in oil and gas wells is
different. The flow velocities in gas pipelines and wells are higher than in oil wells.
Therefore, the likelihood of erosionecorrosion in gas pipelines and wells is higher
than in crude oil wells and pipelines. Most oil transmission pipelines are in laminar
flow because of oversizing and energy conservations requirements. This results in
water settling in the pipeline.

The amount of water present in the fluids flowing through the pipelines determines
probability of water wetting of the metal surface. Water wetting increases with increase
in water content, thus increasing the probability of corrosion in the pipeline system.
Further, the salinity of water is determined by the fact whether it is condensed water
or formation water, the latter generally has much higher salinity.

When water and oil are coproduced, different situations may arise:

1. They do not form an emulsion and stay separated. In such a case, oilewater dispersion can
result if velocity is high and the two will flow as segregated phases if velocity is low with
denser water forming the lower phase. The latter situation will augment probability of corro-
sion along bottom quadrant of the pipeline.

2. They form water-in-oil emulsion. In such a situation, inner surface of the pipeline will be wet
with crude oil and shall be protected against corrosion. Moreover, water-in-oil emulsion has
low conductivity and will be less corrosive.

3. They form oil-in-water emulsion. Such emulsions are normally produced when oil proportion
is very low or some special chemicals are present that can invert water-in-oil emulsion to oil-
in-water emulsion even at a higher proportion of oil. But this situation is not encountered un-
der natural flow conditions of a reservoir. Therefore, formation of oil-in-water emulsion is
limited to only former condition or they exist in produced water. Such emulsions have
high conductivity and are more corrosive compared to water-in-oil emulsions.
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Papavinasam et al. [40] experimentally determined the effect of wettability on pit
growth rate. Electrochemical noise data, exchange current densities of potentiody-
namic polarization plots, and the surface layer thickness measurement using scanning
electron microscope was utilized by them to measure the pit growth rate. The wetta-
bility was varied from water wet to mixed wet to oil wet, while maintaining all other
factors constant. The pit growth rate varied from 60 to 10 to 5 mpy, respectively.

Craig [41] has defined the corrosion behavior of steels due to crude/water ratios in
three different regions where different mechanisms are present:

• Region I, where the mixture is an emulsion of water in crude oil and the water is present only
in very small proportions, dispersed in the crude phase. Corrosion rates are minimal in such a
case.

• When the emulsion is not stable, the water drops initially dispersed in the crude begin to coa-
lesce and tend to wet the metal surface, increasing the corrosion rate behavior that defines
region II.

• In region III, water is the continuous phase and the crude is in dispersed phase. Depending on
the characteristic of the crude, solid particles, and agitation, a stable emulsion of crude oil in
water can be formed. However, in this region, the mechanism that predominates on corrosion
is not conductivity instead it is a continuous layer of water on the metal and the transport of
corrosion agents towards it.

Castillo et al. [42] in their studies in a stirred autoclave, under the experimental con-
ditions of 80�C (176�F) and 4.9 bar (71 psi) of CO2 partial pressure, observed that
crude oil rich in paraffins, resins, and aromatics provided better protection against
corrosion of the L 80 carbon steel. From 100 vol% brine, the corrosion rate decreased
rapidly by adding only small quantities of crude. Then, the corrosion rate increased up
to a maximum at 5% of crude oil in case of the crude oil richer in these components,
where it decreased again and stabilized to lower values. Although the corrosion rate
increased up to a maximum at 20% of crude oil in case of the crude oil leaner in these
components, where it decreased again and stabilized to lower values. The protection of
steel was assigned to organic compounds in crude oil and water phase. Autoclave
studies by different workers have shown that at lower water cuts (up to 45 vol%) car-
bon steel corrosion is minimized, with any type of crude oil. At higher water cuts,
corrosiveness depends on the crude oil [43].

Laboratory experimental studies were carried in a high temperature high pressure
autoclave at 72�C (162�F) and 0.33 bar (4.7 psi) CO2 partial pressure. The experi-
ments were conducted for 6 h duration. The aqueous medium was produced water
from an oil field. The corrosion rate reduced from 88.89 mpy in 100% produced
water to 19.38 mpy in the presence of 20 ppm of a commercial corrosion inhibitor
and to 9.34 mpy in the presence of 80:20 produced water:crude oil from the field,
along with 20 ppm of commercial corrosion inhibitor. Thus, the presence of crude
oil in the medium played a significant role in bringing down corrosion rate.

Carew et al. [44] studied corrosion behavior of API L80 carbon steel with varying
proportions of crude oil and observed that up to 20 vol% water, corrosion was uni-
form and pitting occurred at higher water proportions in the stirred system containing
CO2 and H2S.
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The corrosion rates in carbon dioxide partial pressure of 7.9 bar (114.5 psi), liquid
velocity 1 m/s, and 0%, 20%, and 60% oil fraction (for two different oils similar to
condensate and light oil) have been reported to decrease rapidly for oil fraction above
60% [45]. This was established to be primarily due to the fact that for oil fraction up to
60%, the bottom of the pipe was in contact with the water and that resulted in the high
corrosion rates.

The water content in oil transport pipelines is generally specifiedw1 vol% with the
premise that it will not segregate during flow from oil processing installation to
receiving end. Because of this microbial and electrochemical corrosion problems
can be avoided. But this limit of 1% is not sacrosanct. If flow velocity is more than
1 m/s, this water can be entrained even in light crude oil. But if this velocity is less
than 1 m/s, even 1% water may segregate and cause corrosion along bottom of the
pipeline. However, if oil density is relatively higher, ca, more than 900 kg/m3, water
content even 2% or higher can be easily entrained. Therefore, to minimize the proba-
bility of corrosion along bottom quadrant of pipeline, permissible limit of water con-
tent in oil in the transport pipeline will depend upon oil density as well as flow velocity.
Further, as the oil production in a field declines due to aging, flow velocity in the pipe-
line will reduce and therefore, water content requirement will have to be revised. Here,
the situation becomes complex because aging fields produce more water and treatment
facilities are not able to handle increased amount of water. As a result, the operator is
hard pressed to maintain low water content in the dispatch oil.

Efird also studied the influence of amount of brine in a crude oil on carbon steel
corrosion [46]. Different crude oils were seen to behave in entirely different manner:

• Crude oil A: Abrupt increase in corrosion rate started at w5% produced water cut
• Crude oil B: Abrupt increase in corrosion rate started at w20% produced water cut
• Crude oil C: There was no sharp change in corrosion rate even up to 30% produced water cut

Simple rules-of-thumb such as water-to-oil ratio exceeding 30% have been applied
to delineate between a noncorrosive from corrosive system. Yet, it is known, from sub-
stantial experience in the oil industry, that water/oil systems are quite complex and that
corrosion in one oil field may occur with as little as 1% water in oil; although in others,
the water cut may exceed 50% before measurable corrosion occurs.

Conductivity of the solution can give a qualitative estimate of the corrosiveness of a
solution because corrosion rates generally increase with increasing solution conductiv-
ity. Although the corrosion current is the sum of all reaction steps in the system, if one
of those steps has a conductivity significantly less than the others, it will be rate con-
trolling. Thus, for low-conductivity solutions, the corrosion rate can be assumed to be
primarily a function of solution conductivity. To relate conductivity to corrosion ten-
dency, it has been suggested that a conductivity of at least 10�7 S/cm for organic liq-
uids is necessary to produce corrosion [47].

When water comes in contact with oil, the following sequence of events can happen
that will lead to different corrosion scenarios [33]: (1) small quantities of water are sol-
ubilized in oil which may or may not affect conductivity and hence corrosion, (2)
water-in-oil emulsion will form once solubility limit of water is exceeded and stability
and extent up to which water will get emulsified, depends upon nature of oil as well

Petroleum fluids properties and production schemes: effect on corrosion 45



physical conditions such as, temperature and mixing forces; and (3) further increase in
water content will eventually lead to separation of free water. In this situation, role of
wettability becomes significant.

Corrosion rate break test has been described by Efird [46] that can be used to
determine if steel can be used and to specify the produced water level where chemical
treatment must be initiated and the recommended chemical treatment. It has been
defined as the sudden increase in the corrosion rate between two produced water
levels. The corrosion tests are conducted at 10% by volume produced water incre-
ments starting with 100% crude oil until a high corrosion rate is obtained. Corrosion
inhibitors are then evaluated at a produced water content 5%e10% above the corro-
sion rate break level.

2.2.5 Sediments in crude oil

Oil flowing from a reservoir contains not only water, but also some solids along with
paraffins, asphaltenes, and resins. These collectively are defined as bottom sediments
and can settle in storage tanks and pipelines, along with water. Therefore, the term
BS&W (basic sediments and water) is used to define quality of oil for transportation
purpose.

The presence of sediment and water makes crude oil corrosive. Crude oil transmis-
sion lines have a limit of BS&W. The crude oil flow velocities in the lines are generally
sufficient to prevent settling of water. But sometimes settling of sediments can occur
even when BS&W is less than 0.5%. Solubility of water in crude oil is very low, ca. of
the order of 50e100 ppm only and water droplets that are dispersed in oil phase gener-
ally have size less than 10 mm. The droplet size will increase due to the coalescence
over a period of time. The sludge containing hydrocarbons, sand, clay, corrosion prod-
ucts, salt, water, and bacteria when settled at the bottom can cause UDC. The sludge so
separated can be analyzed while it is collected during pigging. Solids, water, and oil
content of the sludge are determined by Dean and Stark method. It is generally tested
for solubility in organic solvents, water and acids. Energy dispersive spectroscopy
(EDS) is also carried out for elemental analysis, especially iron that provides an
idea about the extent of corrosion. Microbiological analysis can provide information
on the presence of microbes that can influence corrosion. Sand in the sludge can be
quantified by mineralogical analysis.

The sludge collected from pipelines during pigging can show a wide range of vari-
ation. In one oil-transporting pipeline, which is pigged quarterly, chloroform extract-
able organic matter varied from 89.65% to 99.2% over a period of 3 years.

EDS provides elemental composition of corrosion debris collected from a pipeline
or tank. The relative amounts of elements detected are categorized as major, minor, or
trace. The elements that are detected by EDS may include C, Fe, and O as major, Ca, S,
Cl, and Si as minor, with traces of Na, K, and Al. Ba and Sr may also be detected in the
scale if barium and strontium sulfate are present, which form scale due to their low sol-
ubility. Deposits in pipelines can consist of iron oxide, iron carbonate, iron sulfide,
sand, clay, and mud. X-ray diffraction (XRD) analysis of the deposits can be used
to get direct compositional phase analysis. Wet chemical analysis of deposits can be
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used on-site to obtain information about corrosion processes occurring in the pipeline,
such as CO2 corrosion, H2S corrosion. But the results of wet chemical analysis have to
be interpreted with care because carbonate present in different forms other than FeCO3,
such as CaCO3 in scale, will also effervesce and only makinawite form of iron sulfide
actively reacts with hydrochloric acid while other forms of iron sulfides are less reac-
tive to the extent that no H2S may be evolved during spot acid test [48].

2.2.6 Influence of flow velocity

If an oil pipeline is idle for long time, the water entrained/emulsified in crude oil can
settle at the bottom of the pipeline. The settled water will accumulate in low points and
will stay there until it is moved by high flow or pigging. This settled water causes
corrosion in those low spots [49].

Laboratory experiments by Wicks and Fraser [35] have shown that there is a crit-
ical velocity for a given diameter of a pipeline below which water will not be
entrained in flowing oil. The following factors influence the formation and size of
water droplets:

• the specific gravities of oil and water
• the crude oil/water interfacial tension
• the crude oil viscosity
• the pipeline diameter
• the velocity of flowing fluids

The liquid velocity necessary to entrain free water increases with an increase in

• pipeline inside diameter
• crude oil viscosity
• crude oil density
• an increase in crude/water interfacial tension

The entrainment velocity will also increase with decrease in temperature, which re-
sults in increase in crude oil viscosity, crude oil/water interface tension, and crude oil
density.

Therefore, it is always desirable to maintain a crude oil flow velocity such that water
phase remains in the entrained state and it re-entrains settled water from the pipe bot-
tom. de Waard et al. [50] developed an empirical factor multiplier to be used in their
corrosion prediction correlation based solely on the water cut and the liquid velocity,
i.e., steel surface will oil wet when

• water cut � 30% and
• liquid velocity � 1 m/s

Pots and Kapusta [51] modified this empirical assumption, on the basis of field mea-
surements of the water distribution and water wetting in a number of oil pipelines and
extensive laboratory data, as

• water cut � 40%
• liquid velocity � 1.5 m/s
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Under these conditions, corrosion is not expected to occur. But, the other factors
mentioned by Wicks and Fraser [35] will also influence corrosion probability.

Cai et al. [52] developed a model that predicts that the critical velocity for a
light crude oil increases significantly with water cut and pipeline diameter and
slightly with oil surface tension, but decreases with oil density and viscosity. For
a low density oil (density ¼ 820 kg/m3, viscosity ¼ 2 cp, oil/water interfacial
tension ¼ 0.029 N/m), critical velocity approached 1.5 m/s with water cut as low
as w10%.

In the presence of gas along with water and oil, different flow regimes such as strat-
ified, slug, and annular, can occur that affect preferential water or oil wetting of pipe-
line steel in different ways.

2.2.7 Role of interfacial phenomena

The amount of water that can be retained as water-in-oil emulsion, before the water
separates out depends also on crude oil/water interfacial tension, goil-water. Low API
gravity crude oils have low goil-water and hence lower API gravity (higher density)
crude oils are expected to form a more stable water-in-emulsion. Furthermore,
when three interfacial tension values are considered with respect to oil, water, and
steel, the variants are oil/water interfacial tension (gwater-oil), oil/steel interfacial ten-
sion (goil-steel), and water/steel (gwater-steel) and the three are related as

(goil-water) ¼ (goil-steel) � (gwater-steel)

Assuming that interfacial tension between steel and water is constant (or there is not
much variation), lower oil/water interfacial tension implies lower oil/steel interfacial
tension. This results in enhanced wetting of the steel by the oil, thereby reducing
the rate of corrosion. Thus, it is expected that high-density crude oils, which generally
have low oil/water interfacial tension, will wet steel surface and protect it against
corrosion. These crude oils also facilitate formation of water-in-crude oil emulsion
upto high water content, which has crude oil as external phase and thus provide pro-
tection against corrosion.

Condensates and low density crude oils (high API gravity) are not rich in natural sur-
factants, therefore, will have high oil/water interfacial tension and hence high oil/steel
interfacial tension, and will not significantly wet steel surface. They also do not form
stable water-in-oil emulsion even in the presence of low water content (even � 10%).
Thus, they are not able to provide protection against corrosion. The only way corrosion
can be low in such systems if velocity is high enough to entrain water.

In a study by Bhardwaj and Hartland [53], aphaltenes were removed from crude
oil by solvent precipitation and resins by silica gel adsorption. The resultant crude oil
fraction that was devoid of both asphaltenes and resins could not form a stable emul-
sion. The crude oil formed stable water-in-emulsion and asphaltenes as well as resins
supported a stable water-in-oil emulsion. The studies by Villalba and Bello [54]
concluded that an increase in the resin content of crude oil enhanced corrosion pro-
tection of steel.
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2.2.8 Microbiologically influenced corrosion

This type of corrosion is encountered in many of the oil fields after water injection,
which is used to improve oil recovery. Sulfate-reducing bacteria (SRB) are the most
dominant microbes that are responsible for majority of this type of corrosion failures un-
der anaerobic environment. The most conducive temperature for these bacteria is, gener-
ally, around 40�C (104�F), though SRB that can survive higher temperatures have also
been reported. In the metabolic process of SRB, sulfate is reduced to sulfide and
hydrogen that is produced by cathodic reaction is also consumed. The net reaction is

SO4
2� þ H2 ¼ H2Sþ H2O

The overall corrosion process is accelerated due to (1) increase in cathodic reaction rate
caused by cathodic depolarization and (2) increase in anodic reaction rate due to H2S.

2.3 Summary

The corrosion of carbon steel in upstream oil and gas production and transmission lines
will depend upon factors that relate to chemistry of crude oil, water, and gas as well as
proportions of various components, interfacial phenomenon, temperature, and flow
characteristics. These factors have been grouped in Table 2.6.

Table 2.6 Summary of factors influencing corrosion of carbon steel

Factors Details

Crude oil chemistry • Asphaltenes, resins, wax
• Natural corrosion inhibitors
• Natural surfactants of crude oil

Crude oil physical parameters • Density
• Viscosity

Gas • Corrosive components: CO2, H2S
• Partial pressures of corrosive components

Water chemistry • pH and ionic composition

Physical parameters of water • Density
• Water content in liquid
• Water droplet size distribution

Interfacial properties • Crude oil/water interfacial tension
• Metal surface wetting behavior

Pipeline • Diameter
• Bathymetry

Flow • Velocity
• Pattern
• Wall shear forces
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There can be a number of combinations of these parameters and there exist a large
number of possibilities that these parameters can interact, which can affect wetting of
steel and hence influence corrosion rate.
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Corrosion management 3
Sankara Papavinasam
CorrMagnet Consulting Inc., Ottawa, ON, Canada

3.1 Introduction

Between the sources of the hydrocarbons and the locations of their use as fuels, there is
a vast network of oil and gas industry infrastructures. The oil and gas industry includes
production, transmission, storage, refining, and distribution sectors. Failure in any of
these units not only affects its operation but also negatively impacts the downstream
sectors, i.e., oil and gas industry infrastructures are continuum. For example, failure
in a production sector may affect the transmission pipeline and refinery sectors
downstream.

Integrity management ensures that all assets and pipelines perform effectively and
efficiently for the entire duration of their designed life. Integrity management may
also be known as asset integrity management (AIM) and pipeline integrity manage-
ment (PIM) when applied to asset and pipelines, respectively. Implementation of
integrity-management process requires evaluation of all risks. One of the risks to
oil and gas infrastructures is corrosion. Therefore, reducing corrosion risk is a key
component of integrity management.

The annual cost of corrosion in the US oil and gas industry is over $27 billion [1],
leading some to estimate the global annual cost of corrosion of oil and gas industry as
exceeding $60 billion [2]. For companies with oil or gas infrastructure the need to
reduce corrosion-related costs is pressing. The oil and gas industry is striving to reach
“zero failure” because of corrosion. Meeting that target requires integration of several
activitiesdcarried out at different stages, including conceptual, design, construction,
commission, operation, repair, and maintenance.

Effective leadership and appropriate management tools should be in place to coor-
dinate and integrate activities carried out at different stages. These activities may be
carried out by the following persons:

• Designers of oil and gas infrastructure
• Engineers responsible for oil and gas equipment and infrastructure
• Educators and trainers of the workforce
• Construction and maintenance supervisors working in ditches, plants, and on rigs
• Consultants who advise, develop, and implement corrosion control strategies and

plans
• Officials who inspect equipment and infrastructure and regulate the industry
• R&D performers who develop new knowledge and insights

This chapter discusses some commonly used management tools including 5-M
methodology, Risk-Based Inspection (RBI), and direct assessment (DA) to control
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corrosion in the oil and gas industry. It also describes the concept of “integrity oper-
ating windows (IOWs)” and highlights the need for considering IOWs in the corrosion
control.

3.2 5-M methodology

Corrosion is a natural phenomenon, and it can neither be avoided nor be prevented.
However, with appropriate strategies and tools, it can be controlled so that the wall
thickness of the material used exceeds the wall thickness loss due to corrosion over
the design service life of the equipment. The keys to effective and economical corro-
sion control are the following:

• Better assessment of corrosion risks
• Selection of cost-effective methods to mitigate corrosion
• Quantitative measurement, estimation, and monitoring of corrosion rates and/or inspection of

remaining wall thickness at regular intervals
• Treatments of oil and gas infrastructures as continuum so that changes to one segment’s

corrosion management program do not affect that of other downstream segments
• Integration of the top-down and bottom-up approaches
• Better understanding of the bases for corrosion control practices and standards

The 5-M methodology integrates all the aforementioned key activities.

3.2.1 Elements of 5-M methodology

The 5-M methodology consists of five individual elements including modeling, miti-
gation, monitoring, maintenance, and management:

1. The primary function of modeling is to predict if a given material is susceptible to a particular
type of corrosion (corrosion damage mechanisms (CDM)) in a given environment and to es-
timate the rate at which the material would corrode in that given environment.

2. The objective of mitigation is to develop mitigation strategies if modeling predicts that the
corrosion rate is high, i.e., that at this corrosion rate the minimum thickness of the material
used as corrosion allowance is inadequate.

3. The objective of monitoring is to ensure that the pipeline is performing in the way the model
predicts and that the mitigation strategies are adequate.

4. All these strategies would fail if good maintenance strategies were not developed and
implemented.

5. Corrosion management integrates corrosion control strategies (modeling, mitigation, moni-
toring, and maintenance) with overall integrity management.

The following paragraphs describe the characteristics of these five elements, starting
with corrosion management. In an ideal situation, the elements of corrosion manage-
ment are established first, and other elements are developed and implemented based
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on it. However, the 5-Mmethodology may be developed and implemented starting with
any of the 5 M’s.

3.2.1.1 Management

Corporate management implements top-down approach (risk avoidance, goal based,
financial oriented) to minimize the risk from corrosion. On the other hand, corrosion
professionals estimate risk in bottom-up approach (field experience, fact based, tech-
nical oriented). Corrosion management provides vital and seamless link between
top-down corporate management approach and bottom-up corrosion professional
approach. In a way, the corrosion management is a combination of art and science to
balance financial and technical requirements.

Corrosion management is thus a systematic, proactive, continuous, ongoing, tech-
nically sound, and financially viable process of ensuring that the people, infrastructure,
and environment are safe from corrosion. The activities of corrosion management
include the following:

• Evaluation and quantification of corrosion risks during design, construction, operation, shut-
down, and abandonment stages, and identification of factors causing, influencing, and accel-
erating these corrosion risks (Section 3.2.1.2: Modeling)

• Establishment and implementation of organizational structure, resources, responsibilities,
best practices, procedures, and processes to mitigate (Section 3.2.1.3: Mitigation) and
monitor (Section 3.2.1.4: Monitoring) corrosion risks

• Maintenance and dissemination of corporate strategies, regulatory requirements, finance, in-
formation affecting corrosion, and records of corrosion control activities (Section 3.2.1.5:
Maintenance)

• Review the success of implementation of corrosion control strategies and identify opportu-
nities for further correction and improvement

3.2.1.2 Modeling

Primary function of modeling is to predict if a given material is susceptible to a partic-
ular type of corrosion (CDM) in a given environment and to estimate the rate at which
the material would corrode in that given environment. This prediction may be based on
laboratory experiments and/or based on field experience. Modeling helps the corrosion
professionals to establish corrosion allowance (i.e., material wall thickness) and decide
if additional corrosion mitigation strategies are required.

The models that have been developed to predict corrosion can be classified broadly
into corrosion science, electrochemical science, and corrosion engineering models.

The corrosion science approach to developing models that predict the corrosion of
oil and gas infrastructures involves the following steps:

• The factors influencing corrosion are assumed.
• Laboratory experiments are carried out to determine the extent of the influence of these

parameters on corrosion rates.
• A theoretical explanation (based on corrosion kinetics and/or thermodynamics) is developed.
• The influences of various parameters are integrated.
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Most corrosion mechanisms follow electrochemical principles. Therefore electro-
chemical principles are used in model corrosion. The electrochemical scienceebased
models typically consider corrosion process as occurring in three stages:

1. Formation or characterization of passive or surface layers on the metal surface
2. Initiation of pits/defects at localized regions on the metal surface where passive or surface

layers break down
3. Pit or defect propagation and eventual penetration of the metal wall

Since electrochemical reactions are involved in all three stages, each phase of
pitting corrosion can be modeled using electrochemical principles.

A corrosion engineer typically determines the risk due to corrosion from field
operating conditions, including system pressure, temperature, water, oil, gas, and
solid compositions, and flow velocity.

The ability of models to predict the corrosion can be summarized by assessing the
answers to the following six key questions:

1. Does internal corrosion pose a significant risk?
2. If so, when during operation is a failure likely to occur?
3. Where in the pipeline or infrastructure is the failure likely to occur?
4. What is the failure mechanism (CDM) likely to be?
5. Which operating parameters should be monitored to accurately predict the failure?
6. How can the predictions be validated and utilized in a user-friendly manner?

None of the three approaches alone covers all elements of corrosion, but each one of
them has a few advantages on certain aspects of corrosion. Table 3.1 compares the
three model approaches in terms of their ability to characterize corrosion.

3.2.1.3 Mitigation

Mitigation strategies are required if model-predicted corrosion rate is high, i.e., at this
corrosion rate the minimum thickness of material used as corrosion allowance is
inadequate.

Table 3.1 Comparison of corrosion science,
electrochemical science, and corrosion engineering
models to predict corrosion of oil and gas infrastructures

Question
Corrosion
science

Electrochemical
science

Corrosion
engineering

If Yes Yes No

When Yes Yes No

Where No Yes Yes

What No Yes Yes

Which No No Yes

How No No Yes
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Time-tested and proven methodologies to control internal corrosion include clean-
ing (pigs), corrosion inhibitors, and biocides, and internal liners and to control external
corrosion are coatings and cathodic protection.

3.2.1.4 Monitoring

The objective of monitoring is to ensure that the infrastructure is performing in the way
the model predicts and that the mitigation strategies are adequate.

Corrosion monitoring may occur in three stages:

• In the laboratory at the design stage to evaluate the suitability of a given material in the antic-
ipated environment. (This activity is normally carried out in the “modeling” step).

• In the field, during operation, the infrastructure is monitored to determine the actual corro-
sion rate and to optimize pigging frequency, corrosion inhibitor dosage, and inhibitor appli-
cation frequency.

• In the field, during operation, the infrastructure is inspected to ensure that the material is
continued to be safe under the field operating environment, i.e., to ensure that the corrosion
allowance thickness has not exceeded.

3.2.1.5 Maintenance

All strategies (selection of appropriate materials that can withstand corrosion in a given
environment, development of appropriate model to predict the behavior of the system,
implementation of mitigation strategies to control corrosion, and monitoring of the
system to ensure that the corrosion of the system is under control) would fail if
good maintenance strategies were not developed and implemented. A comprehensive
and effective program requires maintenance of five interdependent entities:

• Equipment: the equipment is the piece of apparatus or infrastructure that should be kept in a
good working condition.

• Workforce: the people are the workforce that develops, deploys, and performs necessary
activities.

• Data: the historical operational data that provide guidelines on the past history and information
for future action.

• Communication: strategies that disseminate appropriate information among varies groups
within the company and outside the company.

• Associated activities: activities that provide support to the company or industry.

3.2.2 Implementation of 5-M methodology

All five elements must be implemented to effectively control corrosion in the oil and
gas industry. To facilitate the implementation of the 5-M methodology, establishment
of key performance indicators (KPIs) is required. Industry surveys and failure analysis
have identified 50 KPIs (Table 3.2). Detailed descriptions and implications of all 50
KPIs are available elsewhere [3].

The next subsections briefly describe the 50 KPIs.

3.2.2.1 Managementdcontext of corrosion control

Not all units are equal from a corrosion perspective. Corrosion in a unit may be toler-
ated, whereas corrosion in other unit may not be tolerated. For example, corrosion
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control in a sweet production pipeline operating in a remote area may not be as
important as that of a sour production operating in a populated area. Therefore it
is important for management to establish the “context of corrosion control.” The
context of corrosion control is established using five (5) KPIs. Table 3.3 describes
these KPIs and the stages of implementation.

Table 3.2 Key performance indicators (KPIs) for effective and
economical implementation of corrosion control strategies

5 M elements KPI identification Number of KPIs

Management (context of corrosion) 1, 2, 3, 4, 5 5

Model (internal corrosion) 6, 7, 8, 9, 10, 11, 12, 14, 15,
39, 40

11

Mitigation (internal corrosion) 16, 17, 18, 19 4

Monitoring (internal corrosion) 24, 25, 26, 27, 32, 33, 35, 36 8

Model (external corrosion) 6, 7, 8, 9, 10, 11, 13, 14, 15,
41, 42

11

Mitigation (external corrosion) 20, 21, 22, 23 4

Monitoring (external corrosion) 28, 29, 30, 31, 32, 34, 35, 36 8

Maintenance 37, 38, 43, 44, 45, 46, 47, 48 8

Management
(continuous improvement)

49, 50 2

50a

a11 KPIs are common for both internal and external corrosion and are indicated in bold letters.

Table 3.3 Characteristics of key performance indicators (KPIs)
to establish the context of corrosion control

KPI
number KPI description

Stages of
implementation

1 Segmentation of the infrastructure: the infrastructure should
be segmented and each segment should have uniform
corrosion characteristics

Conceptual

2 Corrosion risks: all types of corrosion risks including
cracking should be included

Conceptual

3 Location of the infrastructure: location determines the
consequence of corrosion failure

Conceptual

4 Overall corrosion risk: risk (KPI 2) times consequence
(KPI 3)

Conceptual

5 Life of the infrastructure Conceptual
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3.2.2.2 Modeldinternal corrosion

Model is a roadmap or a guideline to indicate what will be thematerial loss over time due
to internal corrosion. Nine (9) KPIs are used to predict internal corrosion (Table 3.4).

3.2.2.3 Mitigationdinternal corrosion

If model indicates that the wall lost due to corrosion would exceed the corrosion
allowance within the design life of the infrastructure, then strategies should be taken
to mitigate corrosion. Four (4) KPIs are used to implement mitigation strategies
(Table 3.5).

Table 3.4 Characteristics of key performance indicators (KPIs)
to model internal corrosion

KPI
number KPI description

Stages of
implementation

6 Materials of construction Design

7 Corrosion allowance: wall thickness allowed to account
for corrosion

Design

8 Main operating conditions: temperature, pressure, chemical
and physical conditions, and flow

Design

9 Potential upset conditions in the upstream sector affecting
this sector

Design

10 Potential upset conditions in this sector affecting
downstream sector

Design

11 Mechanisms of corrosion: risk (KPI 2) should be based on
top two or three internal corrosion mechanisms

Design

12 Maximum corrosion rate: corrosion rate of the material in
the operating conditions (KPI 8) in the absence of any
mitigation strategies

Design

14 Installation of proper accessories during construction: e.g.,
inhibitor port

Construction

15 Commissioning: e.g., removal of hydrotested water Commission

39 Internal corrosion rate after maintenance activities should be
less than or equal to maximum corrosion rate (KPI 12)

Operation

40 Percentage difference between mitigated internal corrosion
rate or corrosion rate from monitoring or inspection
technique (whichever is decided in KPI 27) and corrosion
rate before maintenance activities

Operation
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3.2.2.4 Monitoringdinternal corrosion

Eight (8) KPIs are used to monitor internal corrosion (Table 3.6).

3.2.2.5 Modeldexternal corrosion

Model is a road map or a guideline to indicate what will be material loss over time
due to external corrosion. Eleven (11) KPIs are used to predict external corrosion
(Table 3.7).

3.2.2.6 Mitigationeexternal corrosion

If model indicates that the wall lost due to corrosion would exceed the corrosion
allowance within the design life of the infrastructure, then strategies should be taken
to mitigate corrosion. Four (4) KPIs are used to implement mitigation strategies to
control external corrosion (Table 3.8).

3.2.2.7 Monitoringdexternal corrosion

Eight (8) KPIs are used to monitor external corrosion (Table 3.9).

3.2.2.8 Maintenance

A comprehensive and effective maintenance program requires implementation of five
interdependent entities equipment, workforce, data, communication, and associated
activities. Eight (8) KPIs are used to monitor external corrosion (Table 3.10).

Table 3.5 Characteristics of key performance indicators (KPIs)
to mitigate internal corrosion

KPI
number KPI description

Stages of
implementation

16 Mitigation to control internal corrosion: mitigation is
necessary if the corrosion allowance is lower than
corrosion rate (KPI 27 in Table 3.6) times life of
infrastructure (KPI 5)

Operation

17 Mitigation strategies to control internal corrosion: time
tested and proven internal corrosion strategies are
cleaning, corrosion inhibitors, biocides, and internal
coatings

Operation

18 Mitigated internal corrosion rate, target, i.e., the corrosion
rate after the implementation of mitigation strategies

Operation

19 Percentage time efficiency of internal corrosion mitigation
strategy: the mitigation strategies should be effective
100% of time. Otherwise, corrosion rate will
proportionately increase from that established in KPI 18
to that anticipated in KPI 12

Operation
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Table 3.6 Characteristics of key performance indicators (KPIs)
to monitor internal corrosion

KPI
number KPI description

Stages of
implementation

24 Internal corrosion monitoring techniques: the techniques
should be able to monitor the type of corrosion (or CDM)
anticipated (See KPI 11)

Operation

25 Number of probes per square area to monitor internal
corrosion: there should at least be one probe per segment
(KPI 1)

Operation

26 Internal corrosion rate, from monitoring technique Operation

27 Percentage difference between mitigated internal corrosion
rate and corrosion rate from monitoring technique

Operation

32 Frequency of inspection Operation

33 Percentage difference between mitigated internal corrosion
rate or corrosion rate from monitoring techniques and
corrosion rate from inspection technique

Operation

35 Measurement data availability: certain data are routinely
measured, and they can provide indirect information on
corrosion (e.g., pH)

Operation

36 Validity and utilization of measured data; the validity of the
measured parameters (KPI 35) should be ascertained
before using them

Operation

Table 3.7 Characteristics of key performance indicators (KPIs)
to model external corrosion

KPI
number KPI description

Stages of
implementation

6 Materials of construction Design

7 Corrosion allowance: wall thickness allowed to account for
both internal and external corrosion

Design

8 Main operating conditions: temperature, pressure, and
external environment

Design

9 Potential upset conditions in the upstream sector affecting
this sector: normally increase of temperature

Design

10 Potential upset conditions in this sector affecting
downstream sector: normally increase of temperature

Design

Continued
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Table 3.7 Continued

KPI
number KPI description

Stages of
implementation

11 Mechanisms of corrosion: risk (KPI 2) should be based on
top two or three external corrosion mechanisms

Design

13 Maximum corrosion rate: corrosion rate of the material in
the operating conditions (KPI 8) in the absence of any
mitigation strategies

Design

14 Installation of proper accessories during construction: e.g.,
cathodic protection current measurement ports

Construction

15 Commissioning: e.g., accidental damage to external coating Commission

41 External corrosion rate after maintenance activities should be
less than or equal to maximum corrosion rate (KPI 13)

Operation

42 Percentage difference between mitigated external corrosion
rate or corrosion rate from monitoring or inspection
technique (whichever is decided in KPI 31) and corrosion
rate before maintenance activities

Operation

Table 3.8 Characteristics of key performance indicators (KPIs)
to mitigate external corrosion

KPI
number KPI description

Stages of
implementation

20 Mitigation to control external corrosion: mitigation is
necessary if the corrosion allowance is lower than
corrosion rate (KPI 27) times life of infrastructure (KPI 5)

Operation

21 Mitigation strategies to control external corrosion: time-
tested and proven external corrosion strategies are
coatings and cathodic protection

Operation

22 Mitigated external corrosion rate, target, i.e., the corrosion
rate after the implementation of mitigation strategies

Operation

23 Percentage time efficiency of external corrosion mitigation
strategy: the mitigation strategies should be effective
100% of time. Otherwise, corrosion rate will increase from
that established in KPI 22 to that anticipated in KPI 13

Operation
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Table 3.9 Characteristics of key performance indicators (KPIs)
to monitor external corrosion

KPI
number KPI description

Stages of
implementation

28 External corrosion monitoring techniques: the techniques
should be able to monitor the type of corrosion
anticipated (See KPI 11)

Operation

29 Number of probes per square area to monitor external
corrosion: there should at least be one probe per segment
(KPI 1)

Operation

30 External corrosion rate from monitoring technique Operation

31 Percentage difference between mitigated external corrosion
rate and corrosion rate from monitoring technique

Operation

32 Frequency of inspection Operation

34 Percentage difference between mitigated external corrosion
rate or corrosion rate from monitoring techniques and
corrosion rate from inspection technique

Operation

35 Measurement data availability: certain data are routinely
measured, and they can provide indirect information on
external corrosion (e.g., soil type, soil pH)

Operation

36 Validity and utilization of measured data: the validity of the
measured parameters (KPI 35) should be ascertained
before using them

Operation

Table 3.10 Characteristics of key performance indicators (KPIs)
for maintenance

KPI
number KPI description

Stages of
implementation

37 Procedures for establishing the maintenance schedule: if
corrosion or other damage mechanism has deteriorated
section of an infrastructure, it should be repaired or
replaced

Operation

38 Maintenance activities should be coordinated in
consideration with other operational issues/requirements

Operation

43 Workforcedcapacity, education, and training: industry
guidelines for workforce capacity, education, and
training not currently available

Operation

44 Workforcedexperience, knowledge, and quality; quality of
work depends on the workers experience, knowledge,
and ability

Operation

Continued
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3.2.2.9 Management (continuous improvement)

Management should continuously review the success of corrosion control. Two (2)
KPIs are used to identify opportunities for continuous improvement (Table 3.11).

3.2.3 Scoring key performance indicators

Status of implementation of each KPI can be indicated either by color indicators or
scores or by both (Table 3.12). By summing individual KPI scores, “overall scoring”
can be determined. Assuming that for all KPIs the maximum score is 5, the “maximum
overall score” possible is 250. Based on the “overall score” and “maximum overall
score”, percentage scores for “corrosion” and “corrosion control” are calculated. For
example, if the “overall score” for an asset is 50, then “percentage corrosion control
score” is 80 and “percentage corrosion score” is 20.

Table 3.11 Characteristics of key performance indicators (KPIs)
for continuous improvement

KPI
number KPI description

Stages of
implementation

49 Corrosion management review: frequency of review should
be as high as reasonably possible

Operation

50 As the corrosion-management practice improves, the
frequency of failure or incidence due to corrosion will
decrease

Operation

Table 3.10 Continued

KPI
number KPI description

Stages of
implementation

45 Data managementddata to database: certain regulations
require collection and storage of data for the entire
duration of operation

Operation

46 Data managementddata from database: data from the
database should be made easily available to control
corrosion

Operation

47 Internal communication strategy: all relevant information
should be available for concerned personnel

Operation

48 External communication strategy: corrosion professionals
may be obligated to provide informationdafter a
corrosion incident has occurred

Operation
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3.2.4 Case histories

The applicability of 50 KPIs in implementing effective corrosion control has been
evaluated in several oil and gas infrastructures including oil and gas production pipe-
lines, steam-assisted gravitational drainage oil sands production system, risers, oil
transmission pipelines, gas transmission pipelines, above-ground storage tanks, and
product pipelines. Detailed information of the case studies ise presented elsewhere.
Salient features of five (5) case studies are presented in the following paragraphs.

3.2.4.1 Riser [4]

The risers are important constituents of the off-shore oil and gas industry. They trans-
port oil, gas, and water produced from the seafloor to production and drilling facil-
ities and injection fluids from production and drilling facilities to seafloor. The risers
analyzed in these case studies were operating in a production platform in Gulf of
Mexico. They were all constructed from carbon steel, but their characteristics (diam-
eter and length) and operating conditions (fluids, temperature, pressure, and flow
velocities) vary considerably.

Fig. 3.1 presents the status of implementation of the 50 KPIs in these risers. Because
of the environmentally sensitive nature of the location of the risers, the consequence of
failures is high. Therefore the overall corrosion risk (probability x consequence) score
is high (KPI 4). But many corrosion control strategies (corrosion control score: 64%)
have been placed so reduce the probability of corrosion to low.

3.2.4.2 Oil production pipeline [5]

The 323.9 mm (12 in.) diameter, 305 km (189 mile) carbon steel pipeline was operating
at a maximum allowable operating pressure (MAOP) of 99 bar (1350 psi). It was trans-
porting light, high-sulfur-content (>0.5 wt%) crude oil from the production sector. The
nominal wall thickness was 4.78 mm (188 mil) and for the section of pipeline crossing
the river the wall thickness was increased to 7.92 mm (312 mil). The external surface of
the pipe was protected with coal tar coating. The section of the pipeline crossing the
river was coated with polyethylene tape and was further protected with concrete weight
coating.

Table 3.12 Scoring key performance indicators (KPIs)

KPI KPI color indicator KPI scorea

Not relevanta Blue 0

Accounted for adequately Green 0e2

Accounted for inadequately Yellow 2e4

Not adequately accounted for Red 4e5

aIf a KPI is not used, it is not included for calculating the overall score.
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Figure 3.1 Status of implementation of the 50 key performance indicators in the riser.
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Fig. 3.2 presents the status of implementation of the 50 KPIs in this pipeline:

• Green bar indicates that the KPI was implemented appropriately (good). Thirty-three KPIs
with respect to corrosion control were implemented appropriately;

• Yellow bar indicates that the KPI was implemented inadequately (fair). Ten KPIs with
respect to corrosion control were implemented inadequately; and

• Red bar indicates that the KPI was implemented poorly (poor). Seven KPIs with respect to
corrosion control were implemented poorly.

Analysis indicated that the KPIs to control corrosion (corrosion control score: 61%)
were appropriately implemented. Consequently the pipeline did not fail from corrosion
(though it had failed due to noncorrosionerelated event) during the review period.

3.2.4.3 Oil transmission pipeline [6]

The pipeline under study was constructed in 1975 and placed into service in 1976 to
transport Western Canadian condensate, sweet and sour crude oil from Sarnia to
Montreal. The minimal wall thickness of the carbon steel pipeline was 6.35 mm.

Fig. 3.3 presents the status of implementation of the 50 KPIs in this pipeline. Overall
the pipeline is in safe and reliable operating conditions from the perspective of corro-
sion. Additional management oversight will further increase the integrity of the pipeline.

3.2.4.4 Oil and gas transmission pipeline network [7]

In this case study, the concept of 50 KPIs was applied to overall corrosion control
strategies in a large company with approximately 5592 miles of oil pipelines and
2346 miles of gas pipelines. These pipelines were transporting various types of oil
and gas at different pressures, temperatures, and flow velocities. The diameter of
the pipelines varied between 4 and 36 in. Most of these pipelines are buried under-
ground at depths between 3 and 6 ft, and some of them are above ground.

Fig. 3.4 presents the status of implementation of the 50 KPIs in this pipeline. Many
of the KPIs are not implemented or not adequately applied. However, no corrosion
failure has occurred during this review period, indicating the intrinsic noncorrosive
nature of oil and gas. But continued operation, without improving control strategies,
will result in failure due to corrosion.

3.2.4.5 Gas transmission pipeline [8]

The gas transmission pipeline used in this case study receives dry natural gas from
another transmission line and transports it to several factories and distribution centers
all along its path. This 30-year old pipeline is 6 in. in diameter, 80 km in length, and
has a nominal wall thickness of 5.56 mm. It operates at 60 bars (870 psi) of pressure
and at 25�C (77�F).

Fig. 3.5 presents the status of implementation of the 50 KPIs in this pipeline. Many
of the KPIs are not implemented or not adequately applied. However, no corrosion
failure has occurred over 20 years of operation, indicating intrinsic noncorrosive
nature of natural gas. But continued operation, without improving control strategies,
will result in failure due to corrosion.
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Figure 3.2 Status of implementation of the 50 key performance indicators in oil production pipeline.
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C
orrosion

m
anagem

ent
69



40

39

15

3614

Internal corrosion 3512

3311

3210

9 19 27 44

3 8 18 26 43

2 7 17 25 38

1 6 16 24 37
M

an
ag

em
en

t

M
ai

nt
en

an
ce

4 6 20 28 45

5 7 21 29 46

49 8 22 30 47

50 9 23 31 48

3210

External corrosion 3411

3513

3614

15

41

42

Corrosion
score
(56%) 

Corrosion
control
(44%) M

on
ito

rin
g

M
od

el

M
iti

ga
tio

n

Figure 3.4 Status of implementation of the 50 key performance indicators in oil and gas transmission pipeline.
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3.3 Risk-based inspection

RBI is a process of understanding both the probability of risk and consequence of it.
This process identifies all risks including that from corrosion, causes and enhancers
of risk, and stage of the asset (commissioning, operation, or beyond designed
duration). The product of risk and consequence is scored using a matrix system, and
the overall risk score is established (Fig. 3.6). Based on the risk score, inspection
schedule and frequency are prioritized, and cost-effective solutions to reduce risk
(e.g., repair or replace) are established.

The RBI process significantly decreases the number of locations to be inspected, i.e.,
inspection is performed only on the equipment in the high-risk category, and no inspec-
tion is performed in the low-risk category. This process thus significantly reduces the
cost of corrosion control without increasing the risk.

The RBI process is primarily carried out for equipment and piping in the refinery
but can also be used for any oil and gas assets [9,10].

3.4 Direct assessment

In a way, the principle of direct assessment (DA) process is similar to that of RBI
process. In both processes, the areas of highest risk are identified and attention
(mostly inspection) is focused on areas of higher risk. The DA process is primarily
developed for oil and gas pipelines that cannot be internally inspected using inline
inspection technology.

Consequence

P
ro

ba
bi

lit
y

Dangerous 5 10 15 20 25

High 4 8 12 16 20

Medium 3 6 9 12 15

Low 2 4 6 8 10

Minimum 1 2 3 4 5

Minimum Low Medium High Dangerous

Acceptable risk (inspection may not be required)

As low as reasonably possible (ALARP) risk (monitoring is required)

Unacceptable risk (repair or replacement is required)

Figure 3.6 Quantification of risk.
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The DA process can be used to evaluate internal corrosion, external corrosion, and
external stress corrosion cracking [11e16]. All DA processes have four steps:

1. Preassessment: in this step all relevant, historic, essential, and current data are collected to
determine the feasibility of carrying out the DA process. If the data are not sufficient then
the DA process cannot be carried out.

2. Indirect inspection: in this step the data collected are used to predict the overall severity of
different segments of the pipeline. This step also includes segmentation of the pipeline
according to its operating and surface profile conditions. Based on the analysis, locations
of pipelines susceptible to corrosion are identified.

3. Direct inspection: in this step the locations predicted to be having higher corrosion risk (in
step 2) are nondestructively inspected.

4. Postassessment: in this step, all data collected and analysis carried out in steps 1 through 3 are
used to prioritize mitigation, maintenance, or repair strategies. In this step the time for next
inspection is also established.

3.5 Integrity operating windows or boundary of
operation

All the management best practices of this chapter are developed and implemented
assuming that the asset is operated within certain boundary-operating conditions.
However, during operation the asset may exceed these operating boundaries. Such
operational “short-term” excursions will increase the overall risk. Such operational ex-
cursions must be accounted for in establishing the overall risk. For this purpose the
concept of “integrity operating windows (IOW)” has been developed (Fig. 3.7) [17].
In the IOW, five zones of operations are established:

• Safe zone
• Standard high
• Critical high
• Standard low
• Critical low

Obviously the asset should be operated within the safe zone and when the opera-
tional excursions happen, management control must be placed to bring the asset
back to the safe zone. Furthermore, the extent and duration of the excursion should
be considered, and the overall risk should be reevaluated.

It is further noted that in the 5-M methodology that the concept of IOWs is
accounted for through KPIs 9 and 10.

3.6 Corrosion control document

The management approaches to control corrosion in an asset must be explicitly written
and disseminated to all concerned persons within the company, organization, and
industry. Such document may be known by several names. Some common names
include Corrosion Control Document (CCD), Corrosion Manual (CM), and Corrosion
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Control Best Practices (CCBP). Some common information available in corrosion con-
trol documents includes the following:

• Description of the asset
• Material of construction
• Operating conditions including start up, normal operation, and shutdown conditions
• Corrosion circuits (or regions and subregions of corrosion) within an asset
• Corrosion damage mechanisms (or types of corrosion) or probable failure modes in each

corrosion circuit or subregion
• Mitigation and monitoring strategies
• Responsible persons/teams (e.g., operations, inspection, maintenance)
• Applicability of IOWs (or operational excursions)
• Other information affecting corrosion

3.7 Current status and future development

Regulatory, public, environmentalists, and media attention on oil and gas industry is at
a higher level. It is not only important to keep the risk due to corrosion at a low level but
also important to demonstrate that the risk is kept at low level. Toward that objective the
importance of corrosion management is increasingly being recognized. Table 3.13
provides an overall comparison of currently available management tools.

It is anticipated and necessary that the oil and gas industry continues to use
management tools and progressively improves them. Innovative and modern

Critical limit high                                       Failure occurs quickly

Standard level high                                                       Failure occurs with sustained operation 

Target range high                                                              

Target optimal

Target range low

ti
Critical limit low                                                                                   Failure occurs quickly

Standard level low                                                     Failure occurs with sustained operation 

Figure 3.7 Integrity operating window (based on API 584) [17].
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Table 3.13 Comparison of different corrosion-management approaches

Characteristics 5-M methodology Risk-based inspection Direct assessment

Stages of
implementation

Ideally at the conceptual/design stage.
But can be implemented at any stages,
i.e., operation, management of
change, and shutdown

Ideally at the conceptual/design
stage. But can be implemented at
any stages, i.e., operation,
management of change and
shutdown

Developed specifically for pipelines
to assess corrosion during
operation

Features Integrates model, mitigation,
monitoring, maintenance, and
managements aspects

Focuses on identifying areas/
locations for inspection

Focuses on identifying areas/
locations susceptible for corrosion

Strengths Inclusive and systematic in integrating
scientific, engineering, and
management. Flexible so that
implementation of it can be started
with what is possible under a given
operating and can be progressively
improved

Identification of locations for
increased inspection and hence
helps to optimize cost

Can be applicable when no other
corrosion control tools (e.g.,
pigging, inline inspection) are
available

Weaknesses Relatively a new management tool
though more and more companies and
standards organization have started
using it

Does not address mitigation aspects.
Relays too much on inspection in
high-risk areas. The concept of
double checking by inspecting in a
known low-risk area is not
considered

Cannot be used if reliable data are not
available and relays heavily on
historical field data, which may not
be possible to obtain in all
infrastructures

Applicability All oil and gas infrastructures All oil and gas infrastructures Applicable only to oil and gas
pipelines

Virtue Provides five layers of protection against
corrosion

Inspection prioritization tool Assessment tool
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technologies to disseminate knowledge (e.g., online training course) of these tools are
available and are being used. The use of modern technologies in implementing man-
agement tools will continue to grow.
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Downhole corrosion 4
Robin D. Tems
Hollybeach Corrosion Management, Denver, CO, United States

4.1 Corrosion management of the downhole
environment

Corrosionmanagement of downhole completions for producingwells is complex and dy-
namic. The conditions in downhole completions will change during the life of the well,
whereas process plant normally has carefully defined operating conditions and cycles.
Pressures and temperatures will change over the operating life as the formation depletes;
wells that originally produce condensate water may start producing formation water,
water cuts increase, scaling, or other downhole deposits such as sulfur or asphaltenes
may occur. Production well conditions are not static, and due account of this must be
taken in the estimation of likely corrosion rates and the appropriate mitigation methods.
Fig. 4.1 presents an example of changing corrosion rates in upstream operations [1].

For existing fields, the best predictor of corrosion behavior is a detailed analysis of
existing well data, failure rates, failure analysis, corrosion monitoring data, and various
tubing examination methods, with due regard for the position of wells within the
geologic structure and developing encroachment of formation water. For new fields,
corrosion management design decisions are nearly always dependent upon samples
collected during the drilling and well test process, and these are inevitably contami-
nated with drilling and completion fluids.

The primary corrosion control decision in the design of a new downhole completion
is the mechanical design of the well so that required material strength levels can be
matched to potential damage mechanisms and possible corrosion control options.
To meet low- to medium-strength requirements, carbon steel tubulars are often the
lower CAPEX first choice and are usually available on short notice. API Specification
5CT (ISO 11960) provides the required details for these materials. Where higher
strength tubing strings are required, corrosion-resistant alloys are usually selected,
but these are high CAPEX items and are likely to have very long lead times for deliv-
ery. API Specification 5CRA (ISO 13680) provides the required details for these
materials. The availability of compatible downhole hardware such as packers, polished
bore receptacles (PBRs), subsurface safety valves, and tubing hangers can be chal-
lenging as well, because different product forms such as solid bar may be necessary
to machine the complex geometries of downhole “jewelry.” Nonmetallic components,
elastomers, seals, etcetera may also be present in “jewelry,” and must also be carefully
selected for the well environments.

In addition to compatibility between the production tubing and the production envi-
ronment, consideration must be given to other fluids that may be encountered. Brine or

Trends in Oil and Gas Corrosion Research and Technologies. http://dx.doi.org/10.1016/B978-0-08-101105-8.00004-8
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oil-based packer fluids may be used in the tubing casing annulus, and seal leaks can
result in corrosive gases dissolving into the packer fluid. Wells may require acidizing
or other workover fluids, and these must be shown to be compatible with exposed
metallic components. Deeper, high-pressure wells usually require heavy brine packer
fluids as opposed to hydrocarbon-based packer fluids, and corrosion control of this
casing-tubing annulus becomes more complex. Both new and existing completions
may require remedial work such as “acidizing” to remove downhole deposits and
also to facilitate production increases. Depending on the exact problem being
addressed, acidizing chemicals may include hydrochloric acid, hydrofluoric acid,
acetic acid, formic acid, chelating agents, or other specialty products.

For older fields, increasing water cuts result in increasing corrosion, although the
break-point for the onset of corrosion depends on the properties of the liquid hydrocar-
bon phase and its ability to oil wet the surface, plus consideration of any naturally
inhibitive components within the hydrocarbon. Efird [2,3] published an early notable
paper on this. Wells that previously experienced little or no corrosion develop corrosion
problems as the wells age. In addition to increased water production, well temperature
profiles can change, again resulting in an increase in corrosion. The implementation of
secondary or tertiary recovery techniques can significantly alter the producing environ-
ment. Sweet wells may sour, carbon dioxide partial pressures may change, oxygen
contamination may occur, and scaling may occur. The implementation of secondary
or tertiary production regimes may also involve the use of gas lift equipment downhole,
electric submersible pumps, or mechanical pumps with sucker rod strings.

4.2 Principle corrosive agents in production fluids

The primary corrosive gases experienced in production are carbon dioxide and
hydrogen sulfide. Extensive research has been performed concerning each of these
damage mechanisms, although much of the work is targeted toward pipelines rather
than downhole per se. Additional challenges include oxygen/air contamination and
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Figure 4.1 Development of trunkline corrosion leaks in an upstream field.
Adapted from R.D. Tems, Managing the Cost of Corrosion, Eurocorr 2009, Nice, France, 2009.
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sulfate-reducing bacteria (SRB). Oxygen may be introduced by systems such as, but
not limited to, corrosion inhibitor injection, workover fluids, sulfur solvents, and in
surface pipelines by hydrate prevention fluids. SRB may be introduced during the dril-
ling process itself or during the injection and subsequent production of water or other
fluids. Lignosulfonate drilling muds are commonly associated with SRB contamina-
tion and, in some notable cases, have resulted in the souring and microbial contamina-
tion of an entire producing field.

Carbon dioxide results in localized corrosion attack of carbon steels that can be
accentuated by flow enhanced phenomena. Fig. 4.2 presents an example of classic
Mesa corrosion from a US flow line. The morphology of the attack is affected by fac-
tors including the flow regime, the partial pressure of carbon dioxide, the presence of
other gases such as hydrogen sulfide, and the composition of the water produced from
the well, which may be either condensed water or produced formation water. The pres-
ence of organic acids in the production fluids greatly enhances the corrosion rate [4].
Fig. 4.3 presents an example of flow enhanced corrosion from a gas well completed
with L-80 carbon steel.

Historically, simple rules of thumb were used to determine corrosivity of CO2 sys-
tems. Systems with over 30 psi partial pressure of CO2 were considered corrosive
when the water/liquid hydrocarbon ratio exceeded 25% [5]. In the range from 3 to
30 psi partial pressure CO2, wells were considered possibly corrosive. With the devel-
opment of Prudhoe Bay, these classical models were found to be inadequate with
corrosion causing downhole failures in wells with only trace amounts of water [6].

Because of the inadequacy of rules of thumb, multiple models have been developed
to calculate the predicted corrosion rates in wells and various surface equipment
including pipelines. These models are developed either based on laboratory experi-
mentation of varying degrees of sophistication, theoretical analyses, or empirical

Figure 4.2 Mesa corrosion of flow line.
Photograph © Hollybeach Corrosion Management. Used with permission. All rights reserved.
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practical experience. The models may focus on one specific damage mechanism, such
as general metal wastage due to carbon dioxide corrosion or maybe multifaceted. The
first model developed from experimental data was by DeWard and Milliams [7], which
was then developed [8,9] further, finally being refined into Shell’s HydroCorr
program. Other models are based on practical experience such as Total’s Lipucor
and the University of Southwestern Louisiana model. The models may be retained
as in-house company propriety programs may be available for purchase or lease on
the commercial market, depending upon the particular program. These programs
have been the subject of various reviews [10,11]. The NACE International Technical
Report, “Prediction of Internal Corrosion in Oilfield Systems from System Condi-
tions,” reviews many of these programs [12]. The challenge of these programs most
commonly lies in finding sufficiently detailed and reliable input data to populate the
requirements of the model. Accurate detailed formation water analyses are difficult
to obtain, and water samples are frequently contaminated with drilling fluids, workover
fluids, etcetera. Gas analyses can be affected by the metallurgy of the sampling vessel,
and bottom hole sample collection is strongly recommended.

The presence of hydrogen sulfide in addition to carbon dioxide in the produced
fluids changes the corrosion phenomenon experienced. The various corrosion reac-
tions provide the possibility to form several different corrosion product films, and these
films have varying degrees of protectiveness, depending upon the exact formation con-
ditions. According to Kermani [13] et al., there are three corrosion domains for mixed

Figure 4.3 Flow enhanced corrosion, L-80 carbon steel, gas condensate well.
Photograph © Hollybeach Corrosion Management. Used with permission. All rights reserved.
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carbon dioxide/hydrogen sulfide systems, which can be represented by the ratios of
their partial pressures in the system:

CO2/H2S < 20 Iron sulfide is the main corrosion product

20 < CO2/H2S < 500 Mixed regime with both iron sulfide and iron carbonate
corrosion products

CO2/H2S > 500 CO2 corrosion dominates with iron carbonate as the main
corrosion product

Prediction equations can be reasonably established for the higher concentration
CO2 systems, based on the extensive research performed over the last few decades.
Hydrogen sulfideedominated systems present more of a challenge. The complexity
of corrosion product formation in sour systems has been investigated by Smith [14]
and updated by his rigorous reviews of the subject in 2015 [15,16]. Smith argues
that there is little scientific basis for the predominance of CO2 corrosion above a
CO2/H2S ratio of 500 in common oil and gas production environments and states
that small variations in thermodynamic data would cause the ratio to alter by orders
of magnitude [17].

There are multiple iron sulfide corrosion product films including, most notably,
mackinawite and pyrrhotite. Mackinawite is usually not very protective whereas pyr-
rhotite often imparts some protection. The kinetics of mackinawite formation are rapid
so that it may form preferentially in a mixed H2S/CO2 system even when iron carbon-
ate would thermodynamically be expected. Mackinawite formation is favored by lower
temperatures (broadly, less than 90�C, or 194�F) and lower concentrations of H2S. The
rate of corrosion is dependent upon flow regime, solution chemistry, and pH. Pyrrho-
tite is usually found at higher temperatures and higher concentrations of H2S and under
such conditions can be found to impart considerable corrosion protection due to film
stability. Several workers have noted examples of wells with pyrrhotite scale that have
experienced little measurable corrosion after even decades of exposure. However,
damage to the protective film results in rapid pitting. At very high H2S concentrations
and temperatures, pyrite is formed as shown in Fig. 4.4.

Iron sulfide films are never present as one pure substance and are usually composed
of several different crystallographic forms and so the discussion above indicates the
predominant phase rather than the only phase. Failure of the iron sulfide film can result
in highly localized pitting as has been reported by workers including Choi [18]. Veloc-
ity, chlorides, and the presence of precipitated elemental sulfur result in damage of
each type of sulfide film with resulting rapid localized corrosion.

Many of the corrosion calculation models make broad assumptions in regards to the
severity of corrosion in mixed CO2/H2S systems, and this subject has been reviewed in
detail in NACE technical report [18]. Kvarekval et al. [19] found that under conditions
expected to produce more mackinawite, the presence of H2S at a H2S/CO2 ratio of 0.1
resulted in increased general wastage by a factor of 3e5 times. The mackinawite was
not protective. At somewhat higher temperatures, higher H2S partial pressures and an
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H2S/CO2 ratio of 0.53, a more adherent sulfide film was produced, general wastage
rates were approximately the same as in the CO2 baseline experiments, and pitting
penetration rates were 10 times higher. Place [20] in his classic paper on the Thomas-
ville deep sour gas developments reported uninhibited pitting rates of 300 mpy with
28e46 mol% H2, although sulfur could have also contributed to this penetration rate.

4.3 API RP14E

API Standard RP14E has often been applied to downhole production. The standard has
been used to define limits for production rates and prevent erosion or flow-enhanced
corrosion. The origins of the standard are obscure, and it has been suggested that these
may have arisen from acoustic limits on plant piping. Work continues on validating
and developing more meaningful equations through the University of Tulsa research
consortium that has produced multiple papers [21]. Generally, for carbon steel sys-
tems, an empirical constant, “c-factor,” of 100 is assumed in the standard’s equations;
however, with corrosion-resistant alloy (CRA) completions, higher numbers from 150
to 200 have been used. Success has been observed in specific fields when a much
higher c-factor has been used even for carbon steel with the practical result that the
flow rate increased, the temperature profile of the well was altered, and water conden-
sation occurred outside of the tubing string, thereby minimizing corrosion.

4.4 Environmental cracking

Uncontrollable downhole failures due to sulfide stress cracking (SSC) of higher
strength carbon steel and alloy steel tubing and equipment are a major safety risk in
well streams producing more than 0.3 kPa (0.05 psi) partial pressure H2S. SSC failures
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Figure 4.4 Schematic stability zones for various iron sulfides [17].
Reproduced with permission from NACE International, Houston, Texas. All rights reserved.
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often occur rapidly with little prior warning. The failures are brittle with no attendant
plastic deformation. Following some serious Canadian and west Texas failures, NACE
International Materials Requirement MR0175 was developed, based on field experi-
ence and laboratory testing. It was adopted into law by various bodies such as the
Texas Railroad Commission. The subject has been one of considerable research, the
origins of which are reported in the NACE compilation on the subject [22]. More
recent work has focused on improvements in steel chemistry and microstructure to
develop higher strength materials with resistance to SSC.

The NACE Materials Requirement was merged with ISO 15156 in 2003 and is
composed of three parts: 1dGeneral Principles for Selection of Cracking-Resistant
Materials, 2dCarbon and Low-alloy steels, and 3dCracking Resistant CRA’s and
Other Alloys. SSC of carbon and low alloy steels is dependent upon microstructure,
strength, hardness, temperature, and exact system conditions. Typically, SSC of car-
bon steels is worse at temperatures in the region of 60�C (140�F) and decreases
with increasing temperature, so that hard, high-strength materials such as Q125 may
be used successfully at higher temperatures above 107�C (225�F). Higher strength ma-
terials are more susceptible to SSC, so that a commonly used grade is L-80 carbon
steel, as this is safe for use under all conditions. Approved materials normally have
restricted harnesses with a Rockwell hardness level of HRC 22 being the maximum.

For carbon steels, the standard defines four exposure regions with partial pressure of
H2S and pH of the aqueous environment as the key measurements, and these are shown
in Fig. 4.5 [23]. Region zero presents no risk of SSC whereas the requirements for the
other regions, 1, 2, and 3, are defined in the text of the standard. The standard allows for
approval of specific materials under specific field conditions provided that laboratory
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Figure 4.5 Sulfide stress cracking regimes for carbon steel.
© ISO. This material is reproduced from ISO 15156-2:2015 with permission of the American
National Standards Institute (ANSI) on behalf of the International Standards Organization for
Standardization. All rights reserved.
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tests can demonstrate the safety of the intended application. Variousworkers are seeking
to approve a 125�ksi yield strength material for specific conditions. The challenge with
this approach is that exact conditions cannot always be predicted. Well workover fluids
may cool the tubing temperature, moving the conditions into a more severe cracking
regime. Acidizing treatments of the formation may change the pH for months to
come, driving the environment into a more aggressive cracking regime.

Small alloying additions to carbon steel generate materials with improved general
corrosion resistance but often poorer resistance to SSC environments. One such mate-
rial is the martensitic stainless steel, 13 chrome. Caution must be used in employing
this material in sour environments, and the maximum exposure is limited to an H2S
partial pressure of 1.5 psi [23].

In severe corrosive environments where higher strength materials are needed to get to
the bottom of the hole, CRAs are often used for tubing, liners, and critical exposed mate-
rials. Alloys such as the nickel-based alloy, Hastelloy C276, nickel-
chromiumecobaltebased alloy, MP35N, and Titanium alloys may be used for the
most severe environments, whereas at the other end of the cost spectrum are materials
such as 22Cr duplex stainless steel. Thesematerials are addressed in Part 3 of ISO 15156.

For CRAs, the failures considered by the standard are SSC, stress corrosion
cracking (SCC), and galvanically coupled hydrogen stress cracking (GHSC). While
SSC and GHSC occur at lower temperatures, the chloride-based SCC is a higher tem-
perature failure; therefore, testing must be performed over a much wider range of envi-
ronmental conditions. Pitting is also of interest with these materials that are normally
immune to general corrosion. As with carbon steels, consideration must be given to all
fluids that may be injected, used in, or produced from the well. CRAs are particularly
prone to damage by acidizing chemicals.

CRA tubing strings must be matched with compatible well “jewelry.” These items
are commonly fabricated from bar stock as opposed to tubing material, and different
chemistries are required to obtain through-bar properties. Materials such as Inconel
625 and Inconel 718 are commonly used for more aggressive wells but must also
be extensively tested for all the failure modes of concern.

Sulfur depositing from the produced fluids on the metal surface is extremely detri-
mental to the cracking performance of both carbon steels and alloys. It may also
contribute to downhole or surface equipment plugging along with asphaltenes,
diamantanes, and related products.

4.5 Corrosion inhibition

Although carbon steel is commonly subject to corrosion wastage once the well stream
produces sufficient water, the lifetime of carbon steel tubulars can be successfully
extended through the use of corrosion inhibitors, particularly in applications up to
150�C (302�F). Applications above that temperature are possible but require extra dil-
igence in design and operation. The European Federation of Corrosion monograph on
inhibition includes discussion of downhole applications [24]. The UK Health and
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Safety Executive review [25] provides excellent guidance on inhibitor system manage-
ment and control including key performance indicators (KPIs), but is focused on pipe-
line operations rather than downhole applications. Corrosion inhibitor efficiency has
also been the subject of papers by Crossland et al. [26,27], and these papers are useful
references despite the focus on pipeline applications.

Corrosion inhibitors can be applied in producing wells downhole by several
different methods, each of which has advantages and disadvantages. The keys to a suc-
cessful corrosion inhibitor program are focused selection of products, careful design
and maintenance of the inhibitor injection system, diligence in correct application of
the inhibitor, continual corrosion and process monitoring, and regular planned analysis
and reporting of inhibitor system performance and of system exceptions. KPIs must be
established for the system and reported on a regular basis.

Continuous corrosion inhibitor injection can be achieved in several ways. If the well
is completed with an open annulus and no packer or PBR, corrosion inhibitor in a suit-
able carrier fluid can be injected through the annular space to provide protection for
the tubing [27]. Areas below the end of the tubing will not be protected. Depending
on the formation and details of the completion, various operators may choose to ignore
the lower portions of the well or if the decision is taken early in the drilling and
completion processda CRA liner may be installed at the bottom of the well. The
corrosion inhibitor package must be selected based not only on its ability to prevent
corrosion but also on the ability of the corrosion inhibitor to remain in the liquid state
before and after injection under the pressures and temperatures at the injection point.

Other methods of continuous inhibition include completion of a well with a dual
string or completion with an injection mandrel in the tubing string and delivery of
the inhibitor through the annulus, the use of capillary or “spaghetti” tubing to deliver
inhibitor and inject through a mandrel, or the use of the gas-lift system (if one is
installed) to inject the inhibitor. Each of these techniques has advantages and disadvan-
tages, and detailed attention must be made in the selection of an appropriate product
through laboratory evaluation. Specific properties will be required for each particular
application method. For example, injection through a small diameter (spaghetti) tube
will require the highest purity inhibitor solution with no solids or potential for solid
formation, carefully defined viscosity, and excellent heat stability. Injection through
umbilicals to subsea wellheads will require careful evaluation of the performance of
the product during the extended low-temperature transmission.

Continuous inhibitor treatment can also be achieved through weighted inhibitors or
time release inhibitors which may be solid or liquid and applied through the wellhead.
The heavy weight products fall to the bottom of the well and are produced back with
the production fluids.

Batch treatment of corrosion inhibitor provides a periodic coating of the tubing
walls, which must be repeated frequently. An inhibitor slug is displaced down the
well by dead crude, diesel, or nitrogen. Retreatment periods are typically between
several months to a few weeks, depending upon the well production. For older wells
with limited formation pressure it is important not to liquid load the well and essen-
tially kill it. The use of low-quality nitrogen from a generator can result in the injection
of oxygen downhole, which would greatly accentuate corrosion damage.
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Squeeze is the process by which an inhibitor solution is forced back into the forma-
tion and allowed to feedback slowly over several months, providing effectively a one-
time batch treatment followed by continuous replenishment from the inhibitor
squeezed back into the reservoir. It is generally assumed that one-third of the inhibitor
squeeze is permanently lost to the formation, one-third of the inhibitor is produced
back immediately, and one-third remains to feedback slowly as a continuous treatment.
Displacement of the inhibitor into the formation may be by nitrogen, diesel, or other
appropriate fluid. As is the case of tubing displacement, it is possible to kill the well
by liquid loading. It is also possible to cause damage to the formation, and therefore
formation core tests with all the fluids involved are essential.

All corrosion inhibitor systems must be carefully evaluated before use. The prop-
erties of the corrosion inhibitors must be evaluated in their neat state and in any diluted
condition, because of the use of additional solvent or carrier fluid. Finally, corrosion
inhibitors must be evaluated at their planned treatment rate. Concentrated corrosion
inhibitors can themselves be corrosive. Temperatures and pressures experienced
downhole may affect the performance of the product.

Oil and gas field corrosion inhibitors are normally organic surface active compounds
usually containing a nitrogen group, although also possibly based on sulfur or phos-
phorus chemistries. Amines, imidazolines, and quaternary ammonium salts are among
the many types of chemical applied to these applications. Commercial products are
blends of one or more active ingredients, solvent, surfactants, and other components
as needed. Products may be specially formulated for extreme cold or heat stability to
account for ambient conditions at the storage and application locations in addition
to being formulated for the specific corrosion damage mechanism and well temperature
and pressure extremes. Inhibitors may be oil soluble, oil solubleewater dispersible,
or water soluble. The solubility affects the ability of the inhibitor to remain in solution,
to move to the required location, and the inhibitor’s effectiveness at remaining on the
surface. The solubility also affects the test protocols that can be selected to evaluate the
product, because some test methods are inevitably biased toward one type of
product solubility over another. Electrochemical tests in mostly aqueous environments
usually favor water-soluble products unless the test is carefully designed.

The corrosion inhibitor must be compatible with the materials of construction of the
injection system. This includes pump material and any nonmetallic components. The
inhibitor must be compatible with other treatment chemicals that it may encounter
downhole or when produced back on the surface [28]. This includes, but is not limited
to, biocides, scale inhibitors, sulfur solvents, and hydrate preventives. The corrosion
inhibitor must not cause problems in downstream processing, whether that involves
the formation of emulsions or foams in separation equipment or impacts catalysts or
processes within the refinery. The corrosion inhibitor must be compatible with water
disposal requirements, as water is separated out in processing, be that offshore or
onshore. Environmental regulations may limit the use of more water-soluble products
that tend to travel with the water stream. The inhibitor package must meet fire and
safety requirements. Usually, a minimum flash point requirement is mandated for
offshore applications. Particularly toxic or carcinogenic compounds may also be
restricted, depending on local codes.
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NACE International Publication 31215 [29] lists multiple laboratory tests for eval-
uating both the physical properties and corrosion inhibition performance of corrosion
inhibitors. It also provides additional information for regulations concerning disposal
in sensitive areas such as the North Sea. In addition to the methods listed, it is critical to
provide analytical techniques to serve as a baseline for future quality control evalua-
tions of delivered chemicals. Advanced infrared spectroscopy is often used for this
purpose, and other analytical techniques may also be helpful.

Evaluation of corrosion-inhibiting properties can be achieved through a variety of
test methods. Each test method has advantages and disadvantages, and it is necessary
to be fully aware of each of these before entering into a test program. Tests performed
at essentially ambient or slightly elevated pressures using atmospheric rotating
cylinder electrodes, coupons, or atmospheric pressure rotating cages are easy to
achieve but are unlikely to adequately model downhole conditions. Use of autoclaves
with static or rotating cage coupon arrangements can be much more useful because it is
possible to simulate downhole temperature and pressures with active gas components.
The inclusion of a hydrocarbon phase is also beneficial. Significant changes can occur
in test solution chemistry especially during extended tests with limited liquid inven-
tories. Some test designs attempt to compensate for this with pH adjustment or other
methods. The use of pressurized flowloops is perhaps the ultimate test protocol, but the
number of facilities that can perform these tests is extremely limited, and the tests are
expensive to perform.

Challenges abound in maintaining the integrity of test environments. Use of com-
mercial gases rather than high-purity gases can introduce oxygen. Environments with
small partial pressures of H2S are hard to sample accurately in the field because H2S
can react with sample containers. These same environments are hard to maintain in the
laboratory because in fixed inventory tests, H2S can be consumed. Test environment
pH’s frequently change, and solutions may become contaminated with iron corrosion
products. These challenges are compounded with the fact that stable iron sulfide films
may take many days to grow, so that longer term tests with precorroded samples are
preferred but difficult to achieve. The environment selected for a test and the method
of applying corrosion inhibitor within the test is also worthy of due consideration.

Once an inhibitor is approved for field application, it is essential to establish a qual-
ity assurance protocol to ensure that the correct product is being delivered to the site
location and that it is being injected at the design rate. Retained samples of delivered
product should be taken and securely stored. A regular reporting schedule must be
established, and discrepancies from the injection plan flagged for follow-up action.
Depending on the operating company philosophy, these operations may be completed
by service company personnel or the operating company staff.

Field monitoring of corrosion inhibition performance is essential. Perhaps the most
reliable measure is tubingecasing annulus pressure measurement which will indicate
communication through the tubing. This can be due to corrosion penetration or a me-
chanical issue. However, in either case this is an “after-the-fact” measurement rather
than a proactive measurement. Downhole corrosion coupons or probes are offered
by corrosion-monitoring companies, but these require wireline access to retrieve and
usually special fittings downhole. Furthermore, because corrosion may vary at
different depths in the well, downhole monitoring is best achieved by multiple

Downhole corrosion 89



locations up the string, which increases the cost and complexity of downhole moni-
toring. Alternatively, downhole calipers that may be mechanical finger calipers or
electromagnetic calipers can be run to establish corrosion rates of inhibited wells at
regular intervals. These calipers have been known to enhance corrosion themselves
by removing corrosion product and providing a fresh metal surface, so corrosion
inhibition programs may need to be increased after such downhole measurements.
Fig. 4.6 presents an example of caliper enhanced corrosion.

Surface monitoring of well stream production is possible. Such monitoring will
indicate changes to the system and establish trends but may well not be directly corre-
lated with downhole conditions. Corrosion coupons mounted some distance down-
stream of the choke will provide pitting and general corrosion data over months.
High-sensitivity electrical resistance probes located in the same location will provide
system changes after a few hours. Produced water samples can be collected at conve-
nient locations and iron compounds determined. Residual inhibitor analyses have
proved useful for some, but certainly not all, systems.

Smith and Pakalapati [30] presented field experience with various inhibitor pro-
grams from the Big Escambia Field collected over 30 years. These experiences illus-
trate many of the practical challenges described above.

4.6 Comparison of costs for downhole corrosion
prevention methods

While the CAPEX of a carbon steel tubing string is lower than that of a CRA string,
ongoing maintenance costs from the operation of corrosion inhibitor programs can be a
significant factor in operating costs (OPEX). Well interventions usually require

Figure 4.6 Caliper-caused downhole tubing damage.
Photograph © Hollybeach Corrosion Management. Used with permission. All rights reserved.
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stopping production with the associated lost revenue. Displacement fluids such as ni-
trogen can be costly. Inhibitors themselves are specialty products and priced accord-
ingly. Manpower to maintain injection systems, perform monitoring tasks, and
report program updates is not insignificant if well performed. Over many years, there-
fore, the higher initial CAPEX choice of CRA tubing strings may become more attrac-
tive. Tems [31] and Al-Zahrani reported on various examples of upstream inhibition
corrosion costs.

4.7 Downhole internal coatings and nonmetallic
materials

Downhole internal plastic coatings are used in production systems. A survey of one oil
and gas production company found about one quarter of tubing products to be inter-
nally coated. There are varying views on the efficiency of corrosion protection that
they provide. Frequently, they have not been deemed sufficient on their own to prevent
corrosion completely but do give assurance that carbon steel wells will not fail from
massive wastage corrosion attack. Downhole coatings have been subject to damage
especially in relation to tubing connections and therefore subject to localized attack
at areas of coating damage. They do provide some assurance that the tubing will
not be parted by corrosion but can be retrieved more easily for workovers. In produc-
tion environments, coatings are sometimes used in combination with inhibitor treat-
ments to provide a “belt and braces (suspenders)” approach. NACE documents call
for care in handling downhole-coated products with the aim of preventing mechanical
damage. A recent paper by Lauer [32] discusses improvements in formulations to pro-
vide improved performance.

In addition to internal plastic coatings, other coating materials such as cementitious
coatings have been used. Internal coatings are used more commonly in injection
environments, and indeed the performance requirements of injection wells are more
moderate. Fiberglass products have been used for downhole tubing and sucker
rods, although the mechanical properties of fiberglass materials tend to degrade
with time.

4.8 Control of external corrosion

Although this chapter has focused on internal corrosion problems, some acknowl-
edgment must be given to external corrosion challenges, which can arise because
of incomplete cement jobs and corrosive aquifers. External coating of casing is spec-
ified by some companies who believe it beneficial in reducing the total surface area
that is subject to corrosion damage. Clearly the drilling and completion practices will
result in damage to the external coating. However, when combined with external
cathodic protection (CP), the use of coating allows more effective coverage by the
CP system.
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4.9 Conclusions

Downhole production presents a plethora of production scenarios, from high-pressure,
high-temperature deep sour gas wells to fairly shallow oil pumping wells and wells un-
der enhanced oil recovery, from offshore wells on unmanned platforms in deep water
to land-based wells that are easily accessible. Each of these scenarios presents its own
unique set of problems with questions to be addressed. Ultimately, research is domi-
nated by economicsdwhat questions must we answer to produce these wells with the
greatest economic return but still maintain the required assurance of safety and envi-
ronmental protection? What do we need to know to show due diligence as an operator
or service provider and also to meet the requirements of local and international stan-
dards? Deep sour production often presents the most dramatic challenges as we try
to optimize the window between required strength, downhole environments and treat-
ments, cracking resistance, cost, and delivery. Yet, at the other end of the spectrum,
there are older secondary or tertiary fields with large numbers of wells where optimi-
zation of corrosion control can present the balance between profitable production or
loss.

We must ask, “do we know enough about our wells?” Often a failure is repaired
without spending adequate money to investigate the problem. There is a need for better
field data. Full failure analyses of tubing strings is often beneficial, showing distribu-
tion of corrosion attack within a string, analyzing corrosion product films and damage
morphology. Improved remote sensing and monitoring of corrosion rates, chemical
injection systems, and residuals are essential with low-maintenance, low-cost
monitoring systems integrated into the process management system; good data are
required for decision-making. Reliable, low-cost, remote monitoring systems are
essential at both ends of the production spectrumdunmanned offshore platforms, sub-
sea completions, and multiwell onshore operations.

Good field data are necessary to allow validation and improvement of corrosion
models. Also required in the further development of corrosion models is better under-
standing of the effects of H2S in the H2S/CO2 mixed corrosion system. It is only
through better understanding of these corrosion processes that we can design better
laboratory tests for the evaluation and development of corrosion control methods
such as corrosion inhibition.

Corrosion inhibitors are an area where we must not be complacent and must
continue to push the boundaries of high-temperature and high-pressure applications
and improved delivery systems. Developments in corrosion inhibitors will also be
necessary for the modified environments produced by enhanced oil recovery. Tagging
of inhibitors is a technology that enhances system monitoring and control and has
found its first applications in offshore gas fields.

Nonmetallics represent another opportunity for future research. Potential applica-
tions include improved elastomers, improved coating systems, improved lining sys-
tems, and solid tubing systems.

92 Trends in Oil and Gas Corrosion Research and Technologies



References

[1] R.D. Tems, G.R. Lobley, N. Al-Bannai, S. Al-Zubail, Managing the Cost of Corrosion.
Eurocorr 2009, Nice, France, 2009.

[2] K.D. Efird, R.J. Jasinski, Effect of Crude Oil on Corrosion of Steel in Crude Oil/Brine
Production, Corrosion 45 (February 1989) 165e171.

[3] K.D. Efird, J.L. Smith, N. Davis, S. Blevins, The Crude Oil Effect on Steel Corrosion:
Wettability Preference and Brine Chemistry. NACE Annual Corrosion Conference,
Corrosion 2004, Paper 04366, NACE International, Houston, Texas, 2004.

[4] J.L. Crolet, M.R. Bonis, Why So Low Free Acetic Acid Thresholds in Sweet Corrosion at
Low PCO2. NACE Annual Corrosion Conference, Corrosion 2005, Paper 05272, NACE
International, Houston, Texas, 2005.

[5] P.E. Townshend, G.T. Colegate, T.L. van Waart, Carbon Dioxide Corrosion at Low Partial
Pressure in Major Submarine Gas Pipelines. SPE European Spring Meeting, Paper 3741,
Amsterdam, 1972.

[6] H.G. Byars, J.M. Galbraith, An Integrated Corrosion Control and Monitoring Program for
Prudhoe Bay Alaska. NACE Annual Corrosion Conference, Corrosion’83, Paper 50,
National Association of Corrosion Engineers, Houston, Texas, 1983.

[7] C. de Waard, D.E. Milliams, Prediction of Carbonic Acid in Natural Gas Pipelines. First
International Conference on Internal and External Protection of Pipes, University of
Durham, England, 1975.

[8] C. de Waard, U. Lotz, D.E. Milliams, Predictive Model for CO2 Corrosion Engineering.
NACE Annual Corrosion Conference, Corrosion’91, Paper 91577, NACE International,
Houston, Texas, 1991.

[9] C. de Waard, U. Lotz, A. Dugstad, Influence of Liquid Flow Velocity on CO2 CorrosiondA
Semi-Empirical Model. NACE Annual Corrosion Conference, Corrosion’95, Paper 95128,
NACE International, Houston, Texas, 1995.

[10] R. Nyborg, Guidelines for Prediction of CO2 Corrosion in Oil and Gas Production
Systems, Institute for Energy Technology, Kjeller, Norway, 2003.

[11] Selection of Pipeline Flow and Internal Corrosion Models, NACE Publication 21410,
NACE International, Houston, Texas, 2015.

[12] Prediction of Environmental Aggressiveness in Oilfield Systems from System Conditions,
Technical Report, NACE TG 076, NACE International, Houston, Texas, 2017, to be
published.

[13] B. Kermani, J. Martin, K. Esaklul. NACE Annual Corrosion Conference, Paper 06121,
NACE International, Houston, Texas, 2006.

[14] S.N. Smith, J.L. Pacheco, Prediction of Corrosion in Slightly Sour Environments. NACE
Annual Corrosion Conference, Paper 02241, NACE International, Houston, Texas, 2002.

[15] S.N. Smith, M.W. Joosten, Corrosion of Carbon Steel by H2S in CO2 Containing Oilfield
Environments e 10 Year Update. NACE Annual Corrosion Conference, Corrosion’15,
Paper 5484, NACE International, Houston, Texas, 2015.

[16] S.N. Smith, Current Understanding of Corrosion Mechanisms Due to H2S in Oil and Gas
Production Environments. NACE Annual Corrosion Conference, Corrosion’15, Paper
5485, NACE International, Houston, Texas, 2015.

[17] S.N. Smith, The Carbon Dioxide/Hydrogen Sulfide RatiodUse and Relevance, Materials
Performance 54 (May 2015) 64e67.

Downhole corrosion 93



[18] H.J. Choi, H.A. Al-Ajwad, Flow Dependency of Sweet and Sour Corrosion of Carbon
Steel Downhole Production Tubing in Khuff-Gas Wells. Corrosion’08, Paper 8638, NACE
International, Houston, Texas, 2008.

[19] J. Kvarekal, G. Svenningsen, R.D. Tems, V. Casanova, Top-of-Line Corrosion in Sour
Environments. 15th Middle East Corrosion Conference, Bahrain, 2014, Bahrain Society of
Engineers and NACE International, 2014.

[20] M.C. Place, Corrosion Control e Deep Sour Gas Production. SPE8310, Dallas, Texas,
1979.

[21] J.R. Shadley, S.A. Shiraz, E. Dayalan, E.F. Rybicki, Prediction of Erosion-Corrosion
Penetration Rate in a Carbon Dioxide Environment With Sand, Corrosion 54 (1998)
972e978.

[22] R.N. Tuttle, R.D. Kane (Eds.), H2S Corrosion in Oil and Gas Production: A Compilation of
Classic Papers, NACE International, Houston, Texas, 1981.

[23] ISO 15156, International Standards Organization.
[24] J.W. Palmer, W. Hedges, J.L. Dawson (Eds.), The Use of Corrosion Inhibitors in Oil and

Gas Production, European Federation of Corrosion Publication 39, Maney Publishing,
London, 2004.

[25] J. Hobbs, Reliable Corrosion Inhibition in the Oil and Gas Industry, Research Report 1023,
Health and Safety Executive, UK, 2014.

[26] A. Crossland, R. Woollam, J. Palmer, G. John, S. Turgoose, J. Vera, Corrosion Inhibitor
Efficiency Limits and Key Factors. NACE Annual Corrosion Conference, Paper 11062,
NACE International, Houston, Texas, 2011.

[27] A. Crossland, J. Vera, A. Fox, S. Webster, G. Hickey, Developing a High Reliability
Approach to Corrosion Inhibitor Injection Systems. NACE Annual Corrosion Conference,
Paper 10324, NACE International, Houston, Texas, 2010.

[28] M. Rithauddeen, S. Al-Adel, R.D. Tems, Study for Offshore Mideast Field Shows Inhibitor
and Sulfur Solvent Compatible, Oil and Gas Journal (October 6, 2014) 88e97.

[29] NACE Technical Committee Report 31215, Laboratory Evaluation of Corrosion Inhibitors
Used in the Oil and Gas Industry, NACE International, Houston, Texas, 2014.

[30] S.N. Smith, R.S. Pakalapati, Thirty Years of Downhole Corrosion Experience at Big
Escambia Creek: Corrosion Mechanisms and Inhibition. NACE Annual Corrosion Con-
ference, Corrosion 2004, Paper 04744, NACE International, Houston, Texas, 2004.

[31] R.D. Tems, A.M. Al-Zahrani, Cost of Corrosion in Oil Production and Refining, Saudi
Aramco Journal of Technology (Summer 2006) 2e14.

[32] R.S. Lauer, New Advancements in the Abrasion Resistance of Internal Plastic Coatings.
NACE Annual Corrosion Conference, Corrosion 2013, Paper 2208, NACE International,
Houston, Texas, 2013.

94 Trends in Oil and Gas Corrosion Research and Technologies



Corrosion in onshore production
and transmission sectorsd
current knowledge and
challenges

5

Ali N. Moosavi
DNVGL, Kuwait

5.1 Introduction

In 1983, I was studying for my PhD at The Corrosion and Protection Center inUniversity
of Manchester Institute of Science and Technology in the United Kingdom. The head of
the center was Professor Graham Wood, Britain’s first Professor of Corrosion, and an
internationally recognized expert on high temperature oxidation. That year he was also
receiving the UR Evans Award, one of the highest awards in the field of corrosion.
Fittingly, the award was in the shape of a sword, made of stainless steel. I was one of
the many people present at the award ceremony. The reason that this occasion has been
etched sofirmly inmymemory is because of a fewwords in ProfessorWood’s acceptance
speech. He said something to this effect: “I believe all the important discoveries about
corrosion have already been made and all the future findings will be no more than a foot-
note in the science of corrosion.” These words astounded me. Here I was, studying for a
PhD in the subject and hoping to find some new, exciting hereto unknown discoveries
about corrosion and Iwas being told that themost I could hope forwasfinding a fewminor
facts about this subject.

Fast forward to 2016. I had just finished writing a book for the major onshore oil and
gas exploration company that I had been working for the past 21 years. The book was a
selection of corrosion related failure investigations that I had carried out during my years
with the company, including the causes of the failures and lessons learned from them.
Going over the book, what struck me was the similarity of the causes of these failures
and also the lessons learned from them. Also this, in these failures, spanning 21 years,
there was nothing in either the causes or the preventive measures that had not already
been known for many years before. Then the words of Professor Wood flashed before
me and I finally understood that he was perfectly right. We have more than enough
knowledge to prevent, or at least minimize, corrosion. What we need to do is to con-
centrate on what I call the three C’s: competency, cost, and care.

If those involved in design and operation lack the sufficient competency for their
job, then no amount of manuals and books would make any difference in significantly
lowering the risk of corrosion. Also, if we do not incorporate the concept of life cycle
cost at the design stage, instead of capital cost, then we may not be spending what it
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takes to control corrosion; which will in the long run cost us much more. Last, but by
no means the least, devoting sufficient care in both design and operation of facilities to
ensure that all the relevant standards, manuals, and lessons learned have been reviewed
and taken into account, is the best and most cost-effective means of corrosion control.

This chapter is based uponmy own practical experience of working as a corrosion and
materials specialist in the oil and gas industry. It concerns corrosion processes that are
most prevalent in onshore operations and themost tried-and-testedmethods of controlling
them. A guide to materials selection is also included and the most prevalent methods of
corrosion monitoring and inspection are also discussed.

5.1.1 Onshore atmospheric corrosion

Although it is generally true that the onshore environment is more benign and less
corrosive than offshore, there are cases where special care and attention is needed.
Plants and structures located in coastal locations will be prone to salt spray and will
require extra attention for protection of external surfaces.

Pipelines laid on the desert floor can be quickly covered by sand and, if not externally
coated, can suffer fromcorrosion by thewater producedbyhumidity or rain and entrapped
by the sand. Even the use of “sleepers” may not overcome this problem. Any structures
near chemical plants may be subject to corrosive fumes or sprays.

5.1.2 Onshore underground corrosion

Buried pipelines are generally coated and many will also be supplemented with cathodic
protection (CP). There are instances where, due to the possibility of microbiologically
influenced corrosion (MIC), special attention is required. One such location is the so-
called “Sabkha” regions in the desert. These are places where the underground soil is
entrenched in highly saline water. These locations are extremely corrosive as they not
only cause chloride-induced corrosion but also act as fertile ground for MIC causing or-
ganisms such as sulfate-reducing bacteria (SRB). Pipelines exposed wholly or partly to
such soil require both a high-performance coating and CP.

5.1.3 Onshore oil pipelinesdinternal corrosion

Internal corrosion of these pipelines represent the most common mode of corrosion in
the onshore oil industry. That is corrosion (usually localized) along the 6 o’clock po-
sition (i.e., bottom of the pipeline) as can be seen in Fig. 5.1.

This corrosion is caused by stagnant liquids containing corrosive substances. Oil
itself acts like a corrosion inhibitor by forming a fairly protective viscous film on
the metal surface. Therefore, corrosion only ensues when oil contains water. There
have been many discussions about how much water it takes to change the surface of
the metallic pipeline from “oil wet” to “water wet”. The figure of 30 vol% water cut
seems to be the most common one, although in stagnant situations, water cuts much
lower than this can cause corrosion. The change in corrosion dynamics when changing
from oil wet to water wet is huge and can change the pipeline surface environment
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from noncorrosive to highly corrosive. The best way of preventing this type of
corrosion is to prevent the formation of stagnancy in the pipeline.

The three most common reasons for formation of stagnant liquids in pipelines are as
follows.

5.1.3.1 Dead legs

The occurrence of dead legs can normally be prevented at the design stage. Though in
some cases, this may not be preventable due to the topography of the terrain and the
pipeline route profile, in most cases dead legs can be eliminated at the design stage by
carefully removing any pipeline angles of 90� or less.

5.1.3.2 Shut downs

During shut downs, if the pipeline was being inhibited, then the corrosion inhibitor
may become ineffective. To avoid corrosion during shut downs, proper mothballing
is required, ideally using cleaning pigs to remove debris and pools of stagnant liquid
where corrosion cells can form.

5.1.3.3 Low flow rate

This is another design-related issue. During pipeline design, usually a lot of attention is
focused to ensure that the pipeline diameter is not too small, which could result in
erosion corrosion. However, by the same token, if the pipeline diameter is too large,
then stagnation and corrosion can take place. One of the most common reasons for
selecting a too large a pipeline diameter during design is basing the design on maximum
future production and flow rather than the present and short-term production. Another
reason is standardizing. It certainly helps during purchasing to have one size diameter
pipeline as a large volume of one size pipeline should work out more economically
than two medium size orders for different diameter pipelines. This, however, could
prove to be false economy if widespread corrosion takes place resulting in production
shut downs, pipe repairs, and replacements.

Figure 5.1 A leak caused by localized corrosion at the bottom (6 o’clock position) of an onshore
oil flowline.
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5.1.4 Onshore gas pipelinesdinternal corrosion

With gas pipelines, especially those carrying sour gas, the primary concern is environ-
mental cracking. This issue is amply covered elsewhere in this book. Suffice to say that
by ensuring that the pipeline is manufactured in conformance with ISO 15156/NACE
MR0175, and controlling the steel chemistry, we can prevent sulfide stress cracking
(SSC) and hydrogen-induced cracking (HIC). Stress corrosion cracking (SCC) can also
be prevented by taking care to ensure that the pipeline material/operating environment
is not prone to SCC.

If the gas is completely dry, then corrosion will not be an issue. The key word here is
“completely”. There have been many cases where “completely dry” has been interpreted
as having very little water. This unfortunate interpretation has led to many corrosion
incidents. It may be tempting to say that we should always assume that the gas contains
some water, when we are selecting the material for the pipeline. This, however, could
have a very significant financial impact. Although for dry gas, standard carbon steel
pipe would be fine, wet gas may require exotic and expensive alloys, depending on
the gas composition. Therefore, it is essential, at the design stage, to ascertain whether
the gas is going to be dry.

The internal corrosion process can be both uniform and localized. Most common
causes of uniform corrosion are as follows:

1. Erosion by either the flow velocity exceeding the permitted erosional velocity or by particles
such as sand being present in the pipelines, thus removing the inherent protective scales of
steel or organic and inorganic films formed by corrosion inhibitors and scaling, respectively.

2. Attack by carbonic acid being produced by any CO2 in the pipeline reacting with water.

Localized corrosion tends to be more common and its most frequently seen causes are

1. Stagnation of liquid as described earlier.
2. Microbiologically influenced corrosion (MIC), where internal conditions in the pipeline are

apt for the growth of corrosion-inducing bacteria, such as SRB; this generally means low or
no flow, presence of bacteria and nutrients for their growth, and sediments or other deposits
harnessing the bacteria.

5.1.5 Onshore multiphase pipelinesdinternal corrosion

In order for corrosion to ensue, one of the phases must be water. After that, the nature
and relative amount of each phase determine the degree of corrosivity. One of the
subjects that has been widely studied is the influence of the CO2/H2S ratio in a gas
mixture on the corrosivity of the mixed gas.

For many years, a popular assumption used by corrosion engineers when dealing
with corrosion in a mixed CO2/H2S environment has been the following:

• For CO2/H2S ratio<20, the corrosion is fully governed by H2S. For carbon steels, the primary
corrosion product is a nonstoichiometric iron sulfide (FexSy), with varying protective properties
depending on its crystallographic structure.

• For high CO2/H2S ratios (normally >500 but depends on environmental variables), the
corrosion rate is fully governed by CO2. The primary corrosion product is iron carbonate
(FeCO3). For intermediate ratios, the corrosion regime is complex and difficult to anticipate.
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However, more recent work [1] has indicated that in mixed CO2/H2S systems,
H2S plays a much larger role than assumed before and even a few ppm of H2S can
significantly slow down the corrosion process.

5.2 Control of pipeline corrosion

There are always two options for controlling or minimizing corrosion: (1) materials
selection and (2) corrosion control. If a material is going to operate in an environment
where it is likely to suffer from corrosion attack, we can either change the material to
a more corrosion resistant one or use a corrosion control measure. By “corrosion
control” we mean changing the corrosive environment immediately surrounding the
material to a noncorrosive, or at least a less-corrosive one or shielding the material
from the corrosive environment. The deciding factor for what type of selection usually
is based on practicality, cost, and safety.

Some years ago, a common strategy was to Do Nothing. If a leak did not present
major safety concerns and could be immediately located and fixed, or when the cost
of the protection/control options was not far from replacing sections, or even the whole
line, then this strategy was adopted. However, now with the focus on environment, and
the heavy fines imposed on the oil companies in many countries for any oil leaks, Do
Nothing is no longer a common option.

The process of pipeline corrosion control is usually achieved by a combination of
two or more of these methods: control, monitoring, inspection, and assessment. The
combination of these measures can be termed corrosion management.

5.2.1 Materials selection

The overwhelming majority of pipelines worldwide, be it for oil, gas, or water, are con-
structed from carbon steel. It is a material that is readily available, relatively cheap, with
good mechanical properties, excellent weldability, and whose corrosion resistance can
be enhanced by a number of ways such as coating, lining, cladding, CP, and chemical
inhibition. There is also a vast amount of information and track record on its use. It is
very important, and sometimes critical, to involve corrosion engineers in any new proj-
ect from the early stages of the design and engineering process. Their early involvement
could prevent failures down the line due to corrosion related deficiencies in design and
materials selection.

When selecting the pipeline material, we need to have as much information as
possible about its operating environment and other relevant factors as explained below.
It should also be noted that many of these environmental conditions may change
through the course of the design life of structures and equipment and their impact
on the corrosion process may change accordingly. Therefore, it is good practice to
check the original design data used for material selection with the actual data from
operating conditions from time to time.

• Water ContentdWithout water there is no corrosion; therefore, the presence and amount of
water are of critical importance. This is especially important in oil pipelines. Oil is not only

Corrosion in onshore production and transmission sectors 99



noncorrosive but also provides a degree of corrosion inhibition by forming a viscous film on
the metal surface. Experience over the years has shown that with little or no water, the metal
surface remains “oil-wet” and corrosion is kept to a minimum. However, increasing water
content changes the metal surface environment from “oil-wet” to “water-wet” leading to a
sharp rise in the corrosion rate. There is no agreed figure for the level of water required to bring
about this change. A popular postulation is that at around 30 vol% water, the change from oil-
wet to water-wet takes place. It is not just important to know the water content in the pipeline
but, just as importantly, when the high water level is reached. This information can then be
evaluated alongside the expected design life to reach to the best techno-economic selection.

• GasesdThe gases whose presence and levels have a major influence on material selection are
oxygen, hydrogen (produced by the cathodic reaction), carbon dioxide, and hydrogen sulfide.
Oxygen greatly accelerates the corrosion process and has to be kept out of the pipeline. Carbon
dioxide reacts with water to produce carbonic acid, resulting in acidic pH and subsequent rise
in corrosion. The main danger with both hydrogen sulfide and hydrogen is environmental
cracking: HIC, SSC, and stress oriented hydrogen induced cracking (SOHIC). With hydrogen
sulfide, there is also a health and safety risk as it is a highly toxic gas, fatal even at very low
levels, and therefore its uncontrolled release to atmosphere must be prevented at all costs,
especially in populated places. However, H2S can also be beneficial by forming a protective
iron sulfide film on the metal surface.

• Pressure and TemperaturedIncreasing the operating pressure, increases the partial pressure
of gases, making them more soluble and able to cause corrosion. Increasing the temperature
in most cases increases the rate of corrosion reaction. Also, it is very important to know the
minimum operating temperature as it may necessitate the requirement of materials resistant
to cracking in very low temperatures, such as a low temperature steel.

• Flow RatedBoth the maximum and minimum flow rates have an important bearing on
corrosion. With the maximum flow rate, if it exceeds the erosional velocity, then significant
erosion corrosion can take place. On the other hand, very low levels of flow rate can cause
stagnation and build-up of liquids and solids, leading to underdeposit corrosion and MIC.

• pHdThe three constituents that most affect the pH are CO2 and H2S (lowering the pH) and
bicarbonates (increasing the pH).

• Design LifedThis can have a significant effect on the cost aspect of material selection, when
using the life cycle cost analysis. For the same environment, a short design life may allow the
use of carbon steel with no further corrosion control, whereas a long design life may require a
number of corrosion control measures, or even a higher grade material.

A 5-point step for material selection, shown later in the Downhole Corrosion section,
can more or less be equally applied here. It is becoming increasingly commonplace to
use the software that predict corrosion rates and select the most appropriate material
for the operating environment and design life of the pipeline or other equipment. Of
course, such software are very convenient and, as they become ever more user friendly,
very popular with corrosion engineers. These, however, are still far from perfect and
should always be backed up with field and lab data.

Nonmetallic materials are finding increasing usage as pipeline material, either as
lining material (Fig. 5.2) or as a stand-alone material. However, when considering non-
metallics as pipeline material, environmental factors such as maximum pressure and
temperature must be carefully considered. For nonmetallic pipelines being laid on
the desert, soil and sand movements must also be considered. Such environmental
factors can have an adverse impact on the material (Fig. 5.3).
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5.2.2 Corrosion control

Corrosion can be defined as the deterioration of a material by reaction with its
environment. Therefore, for controlling corrosion in a corrosive environment we
have to either change the material or the environment. Selection of which option
will depend on many factors, among them: safety, practicality, cost, track record,
design life, etc.

With regards to material change, there are two main options. One is to change from
metallic to nonmetallic. Examples of nonmetallic pipelines include glass-reinforced
epoxy (GRE), high-density polyethylene (HDPE), and polyvinyl chloride (PVC).
The change can be in two ways: changing the pipe as a whole or inserting a nonme-
tallic pipe into a metallic pipe. The latter option has gained popularity in recent times
as it offers the advantages of combining the strength of metal with the corrosion resis-
tance of nonmetal and being able to do this in situ as a rehabilitation option.

Figure 5.2 Insertion of high density polyethylene internal liner onto a carbon steel pipeline.

Figure 5.3 Upheaval of a reinforced thermoplastic pipeline laid in the desert.
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The other material change option is to upgrade to a higher, more corrosion resistant
alloy (CRA). Again, as in the nonmetallic case, this can be achieved in two ways.
Either have a pipeline made of solid CRA or, as it is more common, clad the steel pipe-
line with typically 2e3 mm of a CRA. It should be noted that both the CRA cladding
and the internally fit nonmetallic pipe only offer protection from internal corrosion.

The main environmental change options for internal corrosion protection include
chemical inhibition, dewatering pigging, and coating or lining. Though the main
chemical used for corrosion control is corrosion inhibitors, quite often this is added in
combination with other chemicals such as oxygen scavengers and biocides. Selection
of chemicals will depend on the specific environment of the pipeline.

As the main culprit in corrosion is water, simple removal of water by dewatering
pigging using foam pigs, can be very effective. It needs, however, to be performed
on a regular basis. It also prevents stagnant water build-up and thus prevent localized
corrosion.

Internal coatings or linings are also utilized in some pipelines, particularly those
carrying oil. The most common coating used for internal protection is epoxy, either
in liquid form or as fusion-bonded epoxy.

As regards to external corrosion protection, the choices are mainly dictated by the
environment. Pipes laid on the desert floor, for example, can be placed on stands (called
sleepers) to raise the pipes above the ground to a height where they will be reasonably
immune to being covered by sand. The “sleepers” should preferably be made of concrete
or nonmetals. If this measure is taken, no further external protection may be necessary.
Otherwise for external protection of buried lines normally a combination of coating and
cathodic protection is recommended.

When selecting a coating, one of the critical factors is the operating and design
(upset) temperatures. For example, a coating that is suitable for oil pipelines with a
design temperature of 85�C (185�F) may not be correct for gas pipelines with a
design temperature of 110�C (230�F). Although CP design is fairly standard for
pipelines and any problems can usually be fixed with straightforward adjustment
of current and potential, a coating problem can lead to kilometers of coating break-
down on buried pipelines. Such problems can lead to total replacement of pipelines
as it may be less costly to do this than try to rehabilitate failed coatings in situ.

5.2.3 Corrosion monitoring

Corrosion monitoring can be classified in a number of ways. One classification is
historical versus current. Corrosion coupons provide historical data. They cannot provide
accurate corrosion rates or the specific start time of the onset of corrosion within their
exposure time, which typically is 6 months to a year. Corrosion probes, on the other
hand, provide continuous measurements; their readings will tell us the time the corrosion
started, when it reached its highest rate, and the rate of corrosion. Another type of
classification is intrusive versus nonintrusive. Both corrosion coupons and probes are
intrusive types, in direct contact with the liquid measuring the corrosivity of the liquid.
Nonintrusive types, such as hydrogen probes or special belts and mats, are placed on
the external side of the pipeline.
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Nonintrusive monitoring instruments are particularly useful for pipelines car-
rying sour oil and gas. One reason is from health and safety viewpoint where
installing and retrieving intrusive coupons and probes is always accompanied by
a risk of exposure of personnel and environment to the deadly H2S gas. Another
reason is that in sour systems many online intrusive probes malfunction due to
build-up of iron sulfide film on the probe circuit causing it to short out and provide
erroneous data.

For nonintrusive internal corrosion monitoring of above-ground pipelines, hydrogen
probes, mounted on the external surface of pipelines, have also been used. Because
hydrogen is produced in the cathodic reaction of the corrosion process, its monitoring
can provide an indication of internal corrosion activity. More importantly, it can provide
a warning about potential of hydrogen induced cracking. However, hydrogen probes
have not had a high degree of reliability for various reasons (leakage of gas from outside,
incorrect location of the probe, etc.) and their use has become limited.

Ultrasonic-based instruments, such as the Field Signature Method, have been used
with some success. However, the two main drawbacks of these techniques are their
high cost and, more importantly, the criticality of placing the instrument in a represen-
tative location, as each unit only covers a small area on either side of it.

With all monitoring instruments, in particular nonintrusive types, as they tend to be
very expensive, it is critical to select the correct location for placing the instruments. A
monitoring instrument at an unrepresentative location can provide erroneous data that
could be widely exaggerating or totally missing any ongoing corrosion.

It should also be noted that one of the primary purposes of corrosion monitoring
is to both assess the effectiveness of chemical inhibition and fine tune the chemical
dosage rate.

5.2.4 Inspection

Inspection is the cornerstone of any corrosion control program. It is the oldest and, in
many ways, the most important and widely practiced form of corrosion control. Regular
inspection can prevent unexpected failures. Even the most basic form of inspection,
which is simple visual inspection by walking up and down the pipelines, can be more
beneficial than it seems.

A popular and reliable form of inspection is to use ultrasonic thickness gages. How-
ever, when we are dealing with many kilometers of pipeline and limited resources, it is
essential to adopt risk-based inspection (RBI). This form of inspection ensures that the
critical lines are inspectedwhen necessary and the inspection budget is usedwisely. There
are software available, which analyze all the data related to pipelines and determine the
inspection interval for each line.

The most effective and trusted method of pipeline inspection is by in-line inspection
(ILI), commonly known as intelligent pigging. A “Pig” is launched from one end of the
pipeline and collected at the other end. Intelligent pigs are equipped with electronic
sensors that “feel” the full circumference of the pipeline while traveling through it
and record any deformities such as metal losses. One of the main advantages of this
technique is that the exact location of a deformity can be identified, thus saving
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time and energy and improving the safety factor. A combination of RBI and ILI
provides the best form of pipeline inspection.

For a pipeline to be inspected by ILI, the line has to be “piggable”, i.e., it must be
fitted with pig launcher and receiver. Even for lines that are not piggable, there are
techniques for carrying out ILI in them.

In case of buried lines, where CP and coating have been applied, inspection
techniques for verification of the stability and performance of these corrosion control
measures are used. For CP, Close Interval Potential Survey (CIPS) is the most com-
mon technique while Direct Current Voltage Gradient (DCVG) provides information
both on the stability of CP and performance of the coating.

5.2.5 Corrosion assessment

There are two methods of corrosion assessment: Internal Corrosion Direct Assessment
(ICDA) and External Corrosion Direct Assessment (ECDA). In these techniques, all
the inspection and monitoring data, and any other relevant data for the pipelines, are
analyzed and locations of high corrosion risk in the pipelines are identified. Obviously,
the success and accuracy of these techniques depend on the quality and quantity of the
data provided for analysis. A list of the common methods of corrosion control, moni-
toring, and inspection is provided in Table 5.1.

Table 5.1 Some of the common methods of corrosion control,
monitoring and inspection

Internal External

Corrosion Control Material Selection
Chemical Inhibition

Coating/lining
HDPE liners
Cladding

Dewatering Pigging

Material Selection
Coating

Cathodic Protection

Corrosion Monitoring Weight-Loss Coupons
Electrochemical Probes

Hydrogen Probes

Tomography
Thermography

Field Signature Method
Ultrasonic Thickness Gauge

Inspection In-Line Inspection Visual
CIPS
DCVG

Corrosion Assessment Internal Corrosion Direct
Assessment

External Corrosion Direct
Assessment
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5.3 Tanks and vessels

5.3.1 Storage and other tanks

This group includes oil storage tanks, Flow Suction Tanks (FST), oil skimmer tanks
and others not subjected to high internal pressures.

The external corrosion protection of these tanks can be divided into two sections:
Bottom of the tank and the rest of the tank. The most critical section is the bottom
of the tank which is vulnerable to corrosion by ground water. There are basically
two common methods used for protection of this section. The more effective way is
to apply impressed current cathodic protection (ICCP). The other method is to isolate
the bottom from ground by a layer of nonmetallic insulation or coating. For the rest of
the tank external, coating is sufficient.

For internal protection of the tanks, coatingdsometimes in conjunction with
sacrificial anodesdis used. In the case of oil skimmer tanks, where sediments can
pile up quickly at the tank base, regular cleaning is necessary to avoid MIC.

5.3.2 Pressure vessels

Oil, gas, and multiphase separators often require an extra level of protection. These
separators often include corrosive gases such as CO2 and H2S. The high internal
pressure in these vessels translates into high partial pressures of these gases. Therefore,
very special high quality coatings, capable of withstanding high temperatures and
depressurizations, are required. For gas separators it is often recommended to use
full CRA cladding.

For external protection of these vessels, the same principles used for tanks can be used.

5.3.3 Minor but important items

A seemingly minor, but quite important items, are nuts and bolts used for fastening
structural elements. Often when walking in plants these stand out due to the rust gathered
on them. Not only this makes for poor aesthetics but, more importantly, it can cause
difficulties in loosening and fastening these nuts and bolts and lead to their regular
replacement. A particular common mistake is to use carbon steel nuts and bolts on
stainless steel features or use uncoated nuts and bolts on coated structures. A simple
way to avoid these problems is to use fluoropolymer coated nuts and bolts which
have proven lasting qualities.

5.4 Downhole corrosion

Corrosion of downhole casings and tubings is potentially a bigger problem than
topside corrosion. It is more difficult to monitor and inspect and the costs of any failure
can dwarf that of say, pipeline corrosion. Any unplanned work over due to corrosion
will have a very significant loss, not to mention its impact on production. Although
there have been a number of electrochemical systems designed for monitoring
of downhole corrosion, as of yet there are no proven systems which can be used in
any type of well, especially oil and gas wells. The only tried and tested method for
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downhole monitoring and inspection remains the caliper surveys in which the caliper is
lowered into the well where it “feels” the internal surfaces of casing and tubing around
it and transmit data into a data logger. Any damage or metal loss due to corrosion is
recorded so that rehabilitation actions can be performed.

5.4.1 Downhole material selection

Material selection for downhole casing and tubing is more critical and important than
topside pipelines as the consequences of even small corrosion pits, if they result in
penetration and “communication” between the internal and external environments,
can have very significant financial impact.

There are some wells for which material selection is relatively straightforward, such
as L-80 carbon steel for oil wells with low water cuts and very low levels of CO2 or
13% Chrome stainless steel for sweet wells with high levels of CO2 and long design
life. However, some others, for example, oil and gas wells with varying and changing
levels of water cut, CO2 and H2S, require very careful material selection. In such cases,
the concept of life cycle cost (LCC) analysis is very important and must be adhered to.
Lack of proper material selection can lead to early and wholesale failure. Fig. 5.4
shows an example of a completely corroded tubing retrieved from a well.

The more data and information the corrosion engineer has at his/her disposal, the
more accurate the material selection can become, resulting in fit-for-purpose materials.
For downhole material selection, most of this data is supplied by reservoir and petroleum
engineers. The corrosion engineer should provide the reservoir and petroleum engineers
with templated tables, such as Tables 5.2 and 5.3, to be filled as much as possible.

5.4.2 Downhole corrosion control

The majority of the corrosion control options that can be used topside can also be used
downhole. Chemical inhibition, applied as continuous, batch or squeeze treatment, is a

Figure 5.4 An almost totally corroded tubing pulled out of a well.
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widely-used method for downhole corrosion. CP has been used to protect the casings.
Coatings have also been used for the top and surface casings. The use of nonmetallics,
such as GRE, has also advanced, especially in water disposal or water injection wells.
The usage is either in the form of solid nonmetallic components or as coating or lining.

For proper material selection, the following steps should be taken, in this order:

1. Study of the history of materials used in similar environments, starting with wells belonging to
the company for which the material, is being selected. Of special importance are any corrosion
logs carried out?

2. Consult the company’s material selection and corrosion control standards.
3. Consult the relevant international standards.

Table 5.2 Template table for environmental
data for materials selection

Environment condition Value

Well type (oil producer/water
injector/etc.)

Depth (ft)

Tubing size (in)

Oil production (bopd)

Gas production (mmscfd)

Gas injection rate (mmscf)

Bottom hole pressure (psi)

Water hole pressure static (psi)

Water hole pressure flow (psi)

Bubble pt (psi)

Water hole temperature (�F)

Bottom hole temperature (�F)

Gaseoil ratio (scft/bbl)

H2S (ppm)

CO2 (mol%)

Cl (ppm)

HCO3 (ppm)

Water cut (vol%)

Design life (years)

Inhibition available?
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4. Carry out desk top corrosion rate prediction and material evaluation analysis using one or
more of the available software for this purpose.

5. Carry out LCC to select the most techno-economically suitable material.

5.5 Conclusions

The most common forms of corrosion that occur in the onshore oil and gas industry are
well understood by the corrosion engineers. However, corrosion-related problems
occur from time to time because of a variety of reasons. These include

• Negligence in design, for example, oversizing, or undersizing pipelines, not removing dead
legs, and wrong material selection. Some of these may be due to not involving the corrosion
specialists from the early stages of design.

• Changes in operating conditions through the design life of structures.
• Not studying the history of materials performance in the company, or other companies with

similar operating conditions and learning lessons from the past.

By keeping things simple, learning lessons, good communication, continuous
updating of company’s standards, and following up to ensure that the recommended
actions have been carried out, it is possible to greatly limit corrosion-induced damages
and make major cost savings.

Table 5.3 Template table for water data for materials selection

Properties of flashed water Value

Relative density at 60/60�F

Resistivity (ohm-m)

Kinematic viscosity (cST)

pH

Chemical Composition

Total dissolved solids (mg/L)

Total suspended solids (mg/L)

mg/L mg/L mg/L mg/L

Sodium Chloride

Calcium Bicarbonate

Magnesium Sulfate

Iron (total) Carbonate

Barium Hydroxide

Acetate (Dionex) Formate (Dionex)

Propionate (Dionex) Butyrate (Dinex)
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5.6 Corrosion challenges in onshore sectors

Notwithstanding the points raised in the introduction to this chapter, there are still
many challenges facing the onshore oil and gas industry. These include

1. Corrosion under insulation (CUI) (inspection and monitoring, inhibition, modeling, and
predicting the location of the CUI, high temperature coatings)

2. Under deposit corrosion (inhibition, modeling, and prediction)
3. Top of line corrosion (inhibition, modeling, and prediction)
4. Improved standard test methods for qualification and selection of inhibitors
5. Reliable nonintrusive corrosion monitoring probes and intrusive probes for sour systems,

with the possible use of fiber optics
6. Downhole corrosion monitoring
7. Coatings for high temperature pipelines
8. Accurate and affordable ILI techniques for flowlines not equipped with pigging facilities
9. Accurate prediction of corrosion in multiphase environments (sweet and sour)
10. Faster and reliable techniques for leak detection
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Sour corrosion 6
Jon Kvarekvål 1 and Jeremy Moloney 2
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6.1 Introduction

Sour corrosion is a customary term for aqueous corrosion in the presence of hydrogen
sulfide (H2S) at a level high enough to significantly affect the corrosion behavior and
corrosion products compared with otherwise the same conditions without H2S. The
term was first used to describe corrosion in Louisiana wells in the 1940s. It is typically
used for general and localized corrosion of carbon and low-alloy steels, but some parts
of the industry also include hydrogen embrittlement and sulfide stress cracking in the
definition.

The number of sour oil and gas fields located in regions with low production cost
per barrel is on the rise. Sour oil and gas production and transport always imply a risk
of material damage and shutdowns due to CO2/H2S corrosion and especially localized
corrosion attacks. Development of these fields necessitates development of better,
and more economical, corrosion control methods to prevent environmental hazards
and production upsets caused by leaks and ruptures. In this chapter the frontiers and
gaps of current research and knowledge on sour corrosion are addressed.

Sour corrosion may take place on all upstream and downstream steel components
exposed to H2S, such as well tubing, flowlines, transport pipelines, and processing
equipment. Fig. 6.1 illustrates a cross section of an example of a multiphase wet
gas pipeline with the different liquid and gaseous phases indicated. All water-wet in-
ternal surfaces are prone to various types of sour corrosion attack, either by corrosive
produced water/brine in the bottom of the line or condensed water in the upper sector
of the line (top-of-line corrosion, TLC). Under-deposit corrosion may cause localized
attacks on areas where solid particle settling and deposit build-up take place. Deposits
containing iron sulfide (FeS) particles may be exceptionally corrosive because of the
electrical conductivity of FeS.

Field experience shows that iron sulfide films formed on carbon steel during sour oil
and gas production and transmission can be very protective for long periods of time,
but there are also many reports of corrosion failures. The magnitude of the corrosion
attacks can often be related to the nature of the corrosion films.

In long sour gas pipelines, for which carbon steel is the only economically viable
material candidate, corrosion inhibitors are widely used to mitigate general and local-
ized corrosion. The inhibitor dose rates required for sour systems are often 10e100
times higher than typical dose rates for sweet systems (CO2 only), possibly due to
the increased cathodic reactant present and/or because of inhibitor consumption by
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adsorption on iron sulfide particles. This means that inhibitor treatment in sour condi-
tions has a greater impact on both environment and economy compared with sweet
conditions. The pH stabilization technique has been considered as an alternative corro-
sion control method in gas/condensate pipelines.

The mechanisms behind localized CO2/H2S corrosion are not fully explained, with
unanswered questions regarding the effect of FeS corrosion film breakdown, contri-
bution of galvanic effects from electronically conductive FeS films to pit growth, and
the effect of steel microstructure on localized corrosion. This chapter provides a
discussion on the mechanisms of different types of localized H2S/CO2 corrosion
attacks, based on observations from laboratory experiments and the field.

6.2 Sour corrosion rates and electrochemistry

6.2.1 Electrochemical reactions

Sour corrosion takes place through a series of complex chemical and electrochemical
reaction mechanisms, as described in many of the publications referred to in this
chapter. The predominant simplified net reaction, however, is the oxidation of iron
(0) to iron (II) and reduction of protons to elemental hydrogen. From an adsorbed state
on the cathodic surface (steel or iron sulfide), the hydrogen may either form H2 gas or
be absorbed in the metal. The latter may cause hydrogen embrittlement and increase
the susceptibility of cracking (HIC, SSC). The fraction of hydrogen absorbed in the
metal depends on i.a. (inter alia) the microstructure (ferritic/austenitic, defect types
and concentration), permeability of the metal and effect of iron sulfide surface layers.

Fe þ H2S/ FeS þ 2Had

Condensed
water - TLC

CO2
H2S
HAc

CnH2n+2

Aqueous phases
Condensed water
Diluted formation water (+ glycol)

CO2

H2S
HAc

Corrosive
agents

HC-condensate

Water - glycol – particles/deposits – UDC

Figure 6.1 Schematic illustration of a cross section of a typical multiphase wet gas pipeline.
TLC, top-of-line corrosion; UDC, under-deposit corrosion.
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Measurements and calculations of sour corrosion rates on bare steel surfaces are
limited by the presence of iron sulfide layers growth and would, under most circum-
stances, have little relevance for sour corrosion of oil and gas field installations. The
effect of iron sulfide layers on the electrochemical behavior has been reported by
Shoesmith [1] amongst others, who found both anodic and cathodic Tafel slopes
on FeS-covered iron to be higher than 240 mV at pH 4, which was ascribed to heavy
polarization of both anodic and cathodic reactions because of a protective mackina-
wite (Fe1þxS) layer on the iron surface.

6.2.1.1 Anodic reactionsdiron dissolution

The anodic dissolution of iron in H2S-containing solution has been studied by several
workers [1e4]. All of them have identified bisulfide ions (HS�) as a complexing agent
in the initial stage of the dissolution mechanism, followed by two electron transfer
stepsdone of which is rate determining for the overall anodic reactiondto produce
an FeSHþ complex. Further reactions with the FeSHþ complex lead to formation of
iron sulfide corrosion films (typically Fe1þxS, mackinawite) or aqueous Fe2þ ions.
Anodic Tafel gradients in the range of 40e80 mV/decade were reported for bare steel
surfaces in acidic H2S solutions (pH > 3), whereas much steeper gradients were
observed in the presence of iron sulfide layers.

6.2.1.2 Cathodic reactionsdhydrogen reduction

Hydrogen evolution is the prevailing cathodic charge transfer reaction during anodic
dissolution of iron in CO2/H2S solutions. In addition to Hþ ions, other species such
as H2CO3, H2S, HCO�

3 , and HS� are also electron acceptor candidates. Dissolved
H2S may contribute to the cathodic reaction rate through mechanisms analogous to
the direct reduction of carbonic acid. Experimental evidence and mechanisms of direct
H2S reduction in acidic solutions (pH < 3) were published by Naumann and Carius as
early as 1959 [5], well before the theory of direct reduction of carbonic acid, and has
later been confirmed by other workers [6,7]. Cathodic Tafel slopes between 110 and
120 mV/decade have been recorded on bare iron and steel surfaces in H2S solutions
with pH less than 5 [4,8,9]; however, steeper slopes may be observed in the presence
of protective iron sulfide layers [1]. The cathodic reaction rates have been found to be
proportional to the Hþ and H2S concentrations. On areas with high corrosion rates,
mass transport limitations of the cathodic reaction rates may apply.

Cathodic reactions may also take place on the surfaces of iron sulfide layers and
deposits in electrical contact with the steel surface. With porous layers and deposits
the cathodic area of the iron sulfide may be much larger than the area of the adjacent
steel surface, causing a significant galvanic corrosion attack. The electrochemical
properties of various iron sulfides have been studied by Tjelta et al. [10].

6.2.2 The effect of FeS layers on the corrosion rate

Dense corrosion product layers act as a barrier for mass transport and can significantly
reduce the corrosion rates. The natural corrosion protection offered by such iron sulfide
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layers is sometimes so good that it alone is sufficient for operating purposes. On the
other hand, porous iron sulfide layers are not only less protective than dense layers
but may also increase the corrosion rates if the iron sulfide exhibits significant electri-
cal conductivity and galvanic cells between the steel and the iron sulfide are
established.

When the general corrosion rate is controlled by protective corrosion product layers
the charge transfer currentepotential response may be linear (Ohmic) rather than expo-
nential (Faradaic, ButlereVolmer). The rate-controlling ionic and electronic properties
of iron sulfide films were first described by Hausler et al. [11]. It is likely that these
properties vary with the stoichiometry and crystallinity of the iron sulfide. Solid-state
diffusion through iron sulfide corrosion films may determine the corrosion and film
growth rate in accordance with Wagner’s oxidation rate law for high-temperature gas
phase corrosion. This theory is also applicable for iron sulfide formation [12]. The
theory predicts a parabolic relationship for metal loss (m) with formation of protective
films as a function of time (t):

m2 f t 0 mf t0:5

Accordingly, the instantaneous corrosion rate (CR) as a function of time is inversely
proportional to the square root of time (t):

CRðtÞf t�
1 =
2

The relationship above has been reported to apply for short-term aqueous H2S corro-
sion behavior [13]. In a gravimetric corrosion study, it was found that iron sulfide layers
(and corresponding metal loss) exhibited parabolic growth rates for a period after
immersion at pH 4e5 in NaCl solutions saturated with H2S and CO2/H2S mixtures
at 1 bar total pressure [14]. Fig. 6.2 shows data obtained over a period of 10 days. After
a few days of exposure the layers were observed to crack and partially detach from the
coupon surfaces, and this was also reflected in the subsequent measurements.

The identity of the diffusing species controlling the corrosion rate may be different
for various types of iron sulfides. It is generally agreed that sulfide diffusion is slower
than iron ion diffusion, whereas lattice diffusion of H2S does not occur at room
temperature. On the other hand, given that the FeS film is electronically conductive,
cathodic reduction of H2S, as well as H

þ and H2CO3, can proceed on the film surface.
This means that the corrosion rate is controlled by either Fe2þ diffusion or electronic
conductivity of FeS films. Hausler et al. [11] suggested that outward diffusion of Fe2þ

ions was likely to be rate determining for both n-type and p-type iron monosulfides,
i.e., FeS1�x and FeS1þx, respectively. It was also concluded that the diffusion model
approach was too simplistic for complex cases of H2S corrosion, because observa-
tions showed that the parabolic rate law did not apply for longer exposures, or that
the rate constants changed with time. These observations could be related to break-
down of the films or coformation of sulfur-deficient and sulfur-rich iron sulfides in
“sandwich” film structures.
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6.3 Sour corrosion products and surface layers

Corrosion of steel and iron in aqueous H2Secontaining solutions almost always leads
to precipitation of iron sulfides, which exist in a variety of subspecies with different
crystallinity, lattice structure, stoichiometry, and physical properties. To predict and
understand the impact of H2S on CO2 corrosion, it is important to anticipate the
type of iron sulfides formed at given conditions.

Metal sulfides in general are more covalent than the corresponding oxides. This
reduces the formal charge on the metal site which favors metalemetal bonding (S is
less electronegative than O). The covalent nature of iron sulfides facilitates nonstoi-
chiometric polymorphs. Sulfides can form layered structures because of the large
polarizability of the anions.

Crystal structures, solubility constants, and electronic properties for the various
types of iron sulfides found in literature [15e17] are given in Table 6.1. Pyrrhotite
has the lowest solubility of the iron sulfides with approximate 1:1 stoichiometry,
but it does not appear to be the initial corrosion product on iron in CO2/H2S solutions.
The reaction rate of mackinawite (and amorphous FeS) formation is rapid, and further
transformation into pyrrhotite seems to be a slow process at temperatures less than
about 100�C (212�F).

The stability of iron sulfides with respect to pH and electrode potential at 25�C
(77�F) and 0.01 bar (0.145 psi) H2S has been suggested in various Pourbaix diagrams
for the FeeSeH2O system [18]. The stability region for mackinawite is relatively
large and covers the range of pH values and corrosion potentials usually encountered
in anoxic CO2/H2S solutions.
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Figure 6.2 Film mass increase as a function of exposure time. Data points are averages of two
measurements. The continuous line represents the best fit for a square root function up to
120 h [14].
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Table 6.1 Properties of the various iron sulfides
Name Formula Lattice structure Conductor type Solubility (258C)

Amorphous FeS Fe(HS)2, FeSx Nanocrystalline 1:4$10�17; Ksp ¼ aFe2þ aS2�

Mackinawite Fe1þxS, x ¼ 0.005e0.025 Tetragonal Metal 2:9$10�18; Ksp ¼ aFe2þ aS2�

Cubic FeS FeS Cubic p-type metal

Troilite FeS Hexagonal Metal 6:2$10�17; Ksp ¼ aFe2þ aS2�

Pyrrhotite Fe1�xS Hexagonal p-type metal 2:7$10�19; Ksp ¼ aFe2þ aS2�

Fe7S8 Monoclinic

Smythite Fe9S11, Fe7S8 Hexagonal

Greigite Fe3S4 Cubic Half-metal 3:0$10�55; Ksp ¼ a3Fe2þ a
4
S2�

Marcasite FeS2 Orthorhombic Semiconductor 5:6$10�31; Ksp ¼ aFe2þ a
2
S2�

Pyrite FeS2 Cubic Semiconductor 5:0$10�31; Ksp ¼ aFe2þ a
2
S2�
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6.3.1 Amorphous iron sulfide

Amorphous FeS films are difficult to characterize with respect to structure and oxida-
tion states, because crystallinity is observed only at a nanoscopic level. Rickard [19]
identified amorphous iron sulfide as a short-lived, black precipitate with the formula
Fe(HS)2, which acts as a basis compound for formation of other iron sulfides. It has later
been claimed that amorphous iron sulfide is actually nanocrystalline mackinawite [20].

6.3.2 Mackinawite (FeS1�x)

Mackinawite is a sulfur-deficient iron sulfide with a tetragonal crystal structure and a
specific gravity of 4.26 g/cm3. It is frequently detected as a primary H2S corrosion
product in wet H2S environments at temperatures up to 140e160�C [1,3,21], at which
it decomposes to form other iron sulfides, mainly troilite or pyrrhotite. Mackinawite
has metal-type electronic conductivity and depolarizes the hydrogen evolution reaction
(HER), making it an excellent substrate for cathodic reduction of protons, carbonic
acid, acetic acid, and hydrogen sulfide.

Mackinawite formation on iron in aqueous H2S solutions is described as a solid-
state reaction taking place directly on the iron surface [22]:

ð1þ xÞFeþ H2S / xFeO�� þ ð2xÞqþ FeSþ H2

The resulting sulfide contains iron interstitials (FeO�� ) and excess electrons (q) in a
tetragonal FeS lattice, which may explain its metallic conductor properties. With the
possibility of electron transport through the corrosion film, the HER may proceed
on the mackinawite/solution interface, whereas the total reaction rate is controlled
by diffusion of Fe2þ ions through the corrosion film. However, a highly porous film
with a large effective area could cause a diffusion-controlled cathodic process. The
mackinawite base layer is observed to be thin and tarnishlike.

It was later found that iron sulfides, including mackinawite, are formed from an
amorphous iron sulfide intermediate, Fe(HS)2 [19]. Nucleation of mackinawite by
polymerization of amorphous iron sulfide was suggested to proceed as follows:

nFeðHSÞ2 / ðFeSÞn$H2Sþ ðn� 1ÞH2S

According to the above, H2S molecules are included in the produced mackinawite.
Through hydrogen bonding, these could possibly act as “binders” between nanocrys-
tals, thus enhancing the thermodynamic stability (or providing a kinetic barrier against
transformation into other sulfides) and the mechanical strength of the compound.

Research on mackinawite suggests that mackinawite is a stoichiometric monosul-
fide, i.e., not containing excess iron, and that the nonstoichiometry previously reported
is due to erroneous analysis methods [23]. However, this does not explain the Fe-rich
nonstoichiometric iron sulfide layers, observed in EDS analyses [5]. Many of these
layers have also been identified as mackinawite by XRD. If mackinawite is, in fact,
stoichiometric FeS, the existence of Fe-rich/sulfur-deficient iron sulfides is ruled out.
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Electrical conductivity values for mackinawite are not available, but the mineral
has been considered to be metallic based on its short FeFe distance (2.60 Å), which is
close to that of elemental iron (2.48 Å for a-iron) [24]. Sour corrosion products on
steel specimens, determined by XRD to be mainly mackinawite, were recently
characterized by infrared absorption. It was concluded that the iron sulfide was
electrically conductive (“metallic or semimetallic”) and that the band gap had to
be less than 0.03 eV [25]. The limited availability of data for mackinawite is prob-
ably due to the fact that it is metastable and oxidizes easily if exposed to air.
Ref. [16] also claims that mackinawite is a good conductor. It should be mentioned
that the layered structure results in conductivity mainly in the in-plane direction, cf.
graphite.

6.3.3 Troilite (FeS)

Troilite, also referred to as “stoichiometric FeS,” has a hexagonal lattice with few va-
cancies. In nature, troilite is found only in meteor debris. Because of low concentration
of defects in the troilite crystal lattice, troilite is probably less conductive and does not
enhance cathodic activity to the same extent than mackinawite. The troilite structure is
closely related to the NiAs-structure. Despite the low abundance of troilite in nature
[26], it has been reported as a possible product of sour corrosion.

6.3.4 Pyrrhotite (Fe1�xS)

The term pyrrhotite was previously used collectively on what is now divided into troi-
lite, monoclinic pyrrhotite, and hexagonal pyrrhotite. Pyrrhotite is a good conductor,
whereas troilite has a somewhat higher resistivity. Nevertheless, both pyrrhotite and
troilite can be considered as low-mobility metals [27].

Monoclinic pyrrhotite has a NiAs crystal structure, in which each ferrous ion is
surrounded by six sulfide ions in an octahedron. Pyrrhotite may form spontaneously
during corrosion or with mackinawite as a precursor.

The Fe7S8 variation of pyrrhotite is an ordered (two-dimensional) superstructure
based on troilite, with alternating filled and deficient metal layers. Octahedral sites
are vacant in the deficient layers, and the stacking sequence can be represented as
SFe1.0SFe0.75SFe1.0SFe0.75S. Also, more complex superstructures such as Fe9S10
and Fe11S12 exist. In the work of Smith and Miller [28] pyrrhotite is stated to be a
p-type semiconductor.

6.3.5 Smythite (Fe7S8eFe3S4) and greigite (Fe3S4)

Mackinawite, a typical initial sour corrosion product, may react with carbonic acid to
form smythite and siderite. Although greigite is not a typical anaerobic CO2/H2S
corrosion product, it could form through decomposition of smythite at elevated
temperatures. Despite its thermodynamic stability, smythite is rarely observed, which
is explained by a slow nucleation rate compared with other iron sulfides [29].
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Also for greigite, there is limited data on conductivity available in the literature. As
for mackinawite, greigite is metastable and prone to oxidation when exposed to air.
Greigite has been claimed to be highly conducting [16], half-metallic [30], and semi-
metallic, but more experimental data are required to determine the electronic structure
[31]. Nevertheless, conductivity measurements on synthetic samples indicate a resis-
tivity in the range of 10�1e10�3 U cm [32].

6.3.6 Pyrite and marcasite (FeS2)

Pyrite has a cubic structure resembling that of NaCl, in which the SeS bonds of the
S22� ions are oriented transversely to the crystal lattice axes. The stoichiometric vari-
ation of pyrite crystals is reported to be small, and it can be either sulfur or iron defi-
cient. Marcasite has an orthorhombic structure with various degrees of sulfur
deficiency.

Pyrite and marcasite have frequently been identified as corrosion products on steel
exposed to H2S, both in laboratories and industrial process installations. FeS2 forma-
tion in aqueous H2S-containing solutions requires mildly oxidizing conditions, e.g.,
the presence of sulfur, polysulfides, or small amounts of oxygen. O2 may react with
H2S to form elemental sulfur (S8) and polysulfides (Sz2�).

Pyrite is a diamagnetic semiconductor. Here Fe2þ is in the low spin so that (in the
intrinsic case) all the t2g orbitals are filled, whereas the eg orbitals are empty. However,
the short FeeFe distance produces overlap between eg orbitals so that a band is pro-
duced. Dopants, deviations from stoichiometry, or thermal excitation across the
0.9-eV band gap would therefore render pyrite a semiconductor [16].

6.3.7 Types of iron sulfides formed during sour corrosion

It has been reported that the predominant corrosion product on iron with a CO2 þ 13%
H2S gas mixture is mackinawite [21]. Pyrite and troilite were also detected. These
experiments were carried out at 24�C (75�F), 1 atm bar (14.5 psi) total pressure and
pH values between 3.1 and 11.0. At pH between 6.5 and 8.8 the corrosion films
consisted of mackinawite only. These films had poor corrosion protection properties
as compared with films containing pyrite and troilite. In the pH range of maximum
mackinawite yield bisulfide (HS�) ions prevail and were thus regarded as unfavorable
reactants with respect to protective iron sulfide formation. The best corrosion protection
was offered by sulfide films formed at pH 3.2 and 11.0, half of which was mackinawite
and the remainder troilite and pyrite or marcasite.

According to Shoesmith [1] the corrosion product from aqueous H2S corrosion at
room temperature consists of three phases; mackinawite, cubic iron sulfide, and troi-
lite. Initially mackinawite is formed, which, by cracking, causes high local corrosion
rates and precipitation of cubic iron sulfide and troilite. Thermodynamically, troilite is
the most favorable of these compounds. However, because of low nucleation rate at
room temperature, only small amounts of troilite are formed. At higher temperatures
(>50�C (>122�F)) the nucleation rate increases because of higher corrosion rates
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and supersaturation of Fe2þ ions. Thus, troilite is the main constituent of corrosion
films formed at temperatures of 75�C (167�F) and higher.

Tasseva et al. [33] reported a variation of the sequence above, in which mackinawite
is the primary corrosion product on steel in aqueous H2S environments at temperatures
between 25 and 40�C (77 and 104�F). However, in this case the secondary corrosion
products consisted of greigite and pyrite, indicating the presence of polysulfide or
elemental sulfur species in the aqueous phase.

Rhodes [34] found that the main corrosion product at 1 bar (14.5 psi) H2S and
90�C (194�F) was pyrrhotite, FeS1.15. In his experiments, which were carried out
with 1 M NaCl brines, an aqueous FeCl2 layer was formed between the steel surface
and the corrosion film. The FeCl2 layer maintained the anodic reaction rate and thus
the corrosion rate. Similarly, Milliams and Kroese [35] found that high concentrations
of chloride ions prevented the buildup of protective iron sulfide films at 25�C (77�F).

In solutions with pH less than 5, H2S partial pressures up to 20 bar (290 psi) and
temperatures between 80 and 180�C (176�F and 356�F) mackinawite transformed
into higher sulfides according to the following sequence [36]: Mackinawite / cubic
FeS / troilite/ pyrrhotite / pyrite. At room temperature and atmospheric H2S
partial pressure, the transformation sequence seems to end with the formation of troilite
[1]. Each step of transformation is initiated by dissolution of existing iron sulfides.
Subsequently, the modified iron sulfide is precipitated on the metal surface or on
top of the present corrosion film. Thus, several modifications of iron sulfide have
been observed to coexist.

Smith and coworkers have reviewed and analyzed a large number of publications
on the occurrence, stability, and sequence of formation of the various iron sulfides
[37e40]. They concluded that mackinawite and pyrrhotite are the prevailing corro-
sion products under sour conditions, and conceptual phase diagrams were con-
structed to illustrate the transition between the two polymorphs. Other types of
iron sulfides, such as the chloride-intolerant stoichiometric cubic iron sulfide, were
found to be less stable. Furthermore, the complex and unpredictable nucleation of
troilite, often in coexistence with pyrrhotite, was discussed. It was argued that troi-
lite, for all practical purposes, can be regarded as a low-temperature, stoichiometric
form of pyrrhotite. Areas for further studies of the role of iron sulfides in sour corro-
sion were identified, with emphasis on rupture of protective mackinawite films and
transition/stability regions of the different iron sulfides with respect to temperature,
H2S, pH, and time conditions. It was pointed out that the challenge of developing
reproducible procedures for generating the desired iron sulfide films is now easier
to meet because of new knowledge on thermodynamic stability and experimental/
analytical methods.

Ning and coworkers developed a thermodynamic model to predict corrosion prod-
ucts for an H2SeH2OeFe system with focus on the conditions typical for oil and gas
production [41e43]. Pourbaix diagrams generated by the model were experimentally
validated by XRD analysis of corrosion products. For example, with around 0.1 bar
(1.45 psi) H2S and a few days of exposure, mackinawite and pyrrhotite were detected
as corrosion products at 25�C (77�F), whereas mackinawite, pyrrhotite, and pyrite
were found at 80�C (176�F).
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Coexistence of different iron sulfides in corrosion product layers is sometimes
observed as multilayer or “sandwich” structures. An example of such a layered struc-
ture is shown in Fig. 6.3, consisting of three layers with different chemical composi-
tion [22]. The inner layer (next to the steel surface) consisted mostly of iron and
oxygen with some sulfur, probably magnetite or iron carbonate with a little iron sul-
fide. This inner layer appeared quite porous. A layer of sulfur-deficient FeS, probably
mackinawite, could be identified on top of the iron oxide layer. The top layers of the
corrosion films consisted of sulfur-rich FeS, probably pyrrhotite with various degrees
of nonstoichiometry. There were distinct boundaries between the sulfur-deficient and
sulfur-rich iron sulfides, indicating marked structural differences between the two
iron sulfide types. As previously described, mackinawite has a tetragonal crystal
structure, whereas pyrrhotite crystals can be hexagonal or monoclinic.

6.4 Sour corrosion morphology

Corrosion attacks caused by the various sour corrosion mechanisms have different
characteristics when it comes to surface appearance and morphology. Everything
from smooth uniformly corroded surfaces to severe pitting attacks has been observed
both in the field and laboratory studies. Corrosion morphology definitions frequently
used in literature include the following:

• Uniform/general corrosiondCorrosion that proceeds at about the same rate over a metal
surface.

• Localized corrosiondCorrosion at discrete sites, for example, pitting, crevice corrosion, and
stress corrosion cracking.

• Pitting corrosiondThe localized corrosion of a metal surface, confined to a point or a small
area, that takes the form of cavities.

Fe1+xS

FeS1+x

Fe-oxide

Figure 6.3 SEM picture of multilayer iron sulfide corrosion product film [22].
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• Crevice corrosiondLocalized corrosion of a metal surface at, or immediately adjacent to, an
area that is shielded from full exposure to the environment because of close proximity be-
tween the metal and the surface of another material.

• Galvanic corrosioneAccelerated corrosion of a metal because of an electrical contact with a
more noble metal or a nonmetallic conductor in a corrosive electrolyte.

6.4.1 Pitting attacks

Localized corrosion may be triggered by inherent features of the FeS corrosion
layer growth. A number of important papers on H2S corrosion and iron sulfides
have reported unprovoked cracking and/or spalling of iron sulfide layers during
the corrosion process. Pound et al. [3] found cracking and spalling of FeS corrosion
films in an electrochemical study under typical baseline conditions (0.05 mol/L
H2S, pH 5.8, low chloride). Wikjord et al. [36] and Shoesmith et al. [1] published
key papers on formation of different iron sulfides under basic sour conditions. They
do not report localized corrosion explicitly although the discussions and conclu-
sions suggest that it may have occurred (“local high iron dissolution rates” and
similar phrases). Tewari et al. [44] published an important paper on iron sulfide
film growth rate, kinetics, and mechanisms under baseline conditions (1 atm H2S,
different temps). Early cracking of mackinawite layers was reported to take place
after only 6e8 h exposure.

Leaks and ruptures caused by internal sour corrosion in tubing and pipelines are
often caused by large, wide pits and pit clusters. Some cases of leaks in gas well tubing
caused by wide pits have been reported by Choi et al. [45]. The average local corrosion
rates were up to 10 mm/year in the middle of the pits. The pits were surrounded by
uniformly corroded areas that apparently had been well protected by condensed hydro-
carbons or corrosion product films. Isomorphic pitting attacks have been observed in
sour corrosion experiments with small diameter pipes (15 mm) tested in flow loops
(Fig. 6.4) [46]. Although the environmental parameters (e.g., temperature, pH and
CO2/H2S partial pressures) and history are different, the similarities between the field
and lab pits indicate the presence of a common pitting mechanism [46].

Groups of smaller pits can merge into larger and wider attacks as they grow [47].
Fig. 6.5 shows two cases of pit clusters formed under different sour conditions. Photo
6.5a shows an attack on an X65 steel coupon exposed in a corrosion inhibitor test.
The pit cluster was the only localized attack formed in the test, and other X65 coupons
exposed simultaneously in the same test were well inhibited. All coupon surfaces were
inspected for impurities before exposure, and examination of the microstructure did not
reveal anything that could explain the gathering of pits on this particular spot. It can so
far only be ascribed to the random nature of localized corrosion. The photo in Fig. 6.5(b)
shows a pit cluster formed in a long-term sour pH stabilization experiment. In addition
to the large cluster the coupon was covered with numerous smaller pits and clusters.

6.4.2 Edge and crevice attacks

Edge and crevice corrosion are often observed in corrosion tests as an artifact of the
test geometry, but this does not mean that the results are irrelevant to the industry.

124 Trends in Oil and Gas Corrosion Research and Technologies



Crevices can also be found in field installations, and the ability of a corrosion control
method to mitigate edge corrosion in the lab can be an indicator of its robustness in
field service.

Fig. 6.6 shows an X65 steel coupon that developed severe edge corrosion in a
sour pH stabilization experiment with 25 days duration [47]. The middle of the
coupon had suffered no localized attacks and very little uniform corrosion. Almost
all of the weight loss was related to the edge corrosion. This type of edge attacks
were explained as an effect of the experimental setup and are hardly representative
for conditions in a smooth pipeline. The main reason seems to be a galvanic effect
caused by highly saline test solutions and electronically conductive iron sulfides
precipitated on the specimen holders, possibly enhanced by flow disturbances
caused by asymmetric test geometry.

Figure 6.4 Wide pits formed in a sour pH stabilization experiment with 0.5 bar H2S, 5 bar CO2,
5000 ppm Cl�, pH w7, 60�C, and 1 m/s flow rate [46].

(a) (b)

Figure 6.5 Pit clusters on X65 steel coupons exposed in sour corrosion control experiments
with (a) corrosion inhibition and (b) pH stabilization [47].
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6.5 Environmental factors affecting sour corrosion

Sour corrosion rates and morphology are dependent on typical operating conditions
such as temperature, H2S and CO2 partial pressures, pH, concentrations of dissolved
salts, flow velocity and regime, and chemical treatment. A brief description of various
effects as reported in literature is given in this section.

6.5.1 Effect of temperature

Variations in temperature affects all the physiochemical processes of corrosion, such as
chemical and charge transfer reaction rates, solubilities, and surface layer formation.
Thus, the overall temperature effect is difficult to predict. Examples of temperature
trends for highly sour conditions are given in Fig. 6.7, where average weight loss corro-
sion rates are plotted against temperature [48]. Results obtained with synthetic formation
water, with a temperature range of 10e120�C (50e248�F), and condensed water
conditions with temperatures 25e120�C (77e248�F) are shown. The lowest corrosion
rates are observed at 90e100�C (194e212�F), indicating that the most protective FeS
layers were formed at these temperatures.

6.5.2 Effect of H2S partial pressure

The partial pressure and corresponding aqueous concentration of H2S affect the
activities of oxidants (Hþ and molecular H2S) and precipitating anions (sulfide/
bisulfide). Thus, a change in the H2S partial pressure has opposing effects with respect
to corrosivity.

An experimental study of sour downhole conditions [22] was run with high temper-
ature of 120�C (248�F) and wall shear stress (135 Pa, 10 m/s) at H2S levels from 1.4 to

Figure 6.6 Severe edge corrosion on an X65 steel coupon (dimensions
25 mm� 25 mm� 3 mm) exposed in a sour pH stabilization experiment [47].
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4.2 bar (20e61 psi). Some shallow pitting was found at the lowest H2S/CO2 ratio of
0.2 (1.4 bar/20 psi H2S, 6.9 bar/100 psi CO2), whereas no localized corrosion was
observed at the higher H2S partial pressures. In a flow loop study of sour corrosion
under flowline conditions [49], pitting with depths up to 100 mm after 3 weeks expo-
sure was observed with 10 bar (145 psi) H2S, whereas in a corresponding test with
30 bar (435 psi) H2S the corrosion attack left a surface with high surface roughness
without discrete/isolated pits.

Fig. 6.8 shows H2S partial pressure trends in the range 1e17 bar (14.5e248 psi) for
autoclave experiments performed at 25�C (77�F) with 100 g/L NaCl and 150 ppm
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Figure 6.8 Average weight loss maximum pitting corrosion rates versus H2S. 100 g/L NaCl,
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3 [48].

0 20 40 60 80 100 120 140
Temperature (°C)

0.1

1

10
Reg FW
Reg CW

Av
g.

 c
or

ro
si

on
 ra

te
 (m

m
/y

ea
r)

Figure 6.7 Average corrosion rates plotted against temperature. 10 bar H2S, 10 bar CO2.
FW, formation water (100 g/L NaCl, 150 ppm bicarbonate); CW, Condensed water (0.1 g/L
NaCl) [48].
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bicarbonate [48]. The CO2 partial pressure was also varied, which adds some uncer-
tainty. The exposure time for these experiments was 2e3 weeks. At 25�C (77�F)
and high-salinity conditions, both average and maximum pitting rates reached
maximum values, 1.35 and 4.8 mm/year, respectively, with 10 bar (141 psi) H2S.
Interestingly, the lowest average and pitting rates were measured with 17 bar
(248 psi) H2S.

6.5.3 Flow velocity/wall shear stress

Flow and convective forces affects the conditions on a corroding surface in several
ways, e.g., through removal of (cracked) surface layers and influence on mass transport
limitations. Even stagnant and low flow velocities may increase the corrosivity, by
facilitating deposition of solids and accumulation of water. In a field corrosion survey
by Bonis [50,51], it was concluded that low flow or stagnant conditions were charac-
teristic of the most corrosive cases.

Results from high-temperature sour corrosion tests in autoclaves with rotating
coupons (3 m/s tangential velocity) were published by Dougherty [52] in 1988. In
a 20% NaCl solution saturated with a 10% H2S, 4% CO2, and 86% methane gas
mixture at 310 bar (4500 psi), no localized corrosion and corrosion rates less than
1 mm/year were seen at temperatures of 150�C (302�F) and below. At 204�C
(400�F), however, localized corrosion (erosionecorrosion) took place at a rate of
almost 10 mm/year. On nonrotating coupons the corrosion rate was around 3 mm/
year at this temperature, and no localized corrosion occurred. In another sour corro-
sion study with rotating coupons by Papavinasam et al. [53], the probability of pit
initiation was reported to increase with increasing flow rate, temperature, and chlo-
ride concentration, whereas increases in CO2 and H2S partial pressures and alkalinity
decreased pitting susceptibility.

6.5.4 Dissolved salts/salinity

High salinity/chloride levels are necessary for severe sulfur corrosion and other types
of localized attacks (e.g., galvanic corrosion) to occur. Li et al. [54] reported pitting
corrosion in solutions with 5 wt% NaCl and higher (15 and 20 wt%). The test condi-
tions were 3.5 bar (51 psi) CO2, 3.5 bar (51 psi) H2S, and 60�C (140�F). Attack depths
up to 180 mm were detected after 2 weeks exposure (20 wt% NaCl). No localized
corrosion was found in experiments with 0.5e1 wt% NaCl under otherwise similar
conditions, but the weight loss corrosion rates were higher than with 5e20 wt% NaCl.

6.5.5 Alkalinity/pH

Increasing the alkalinity and correspondingly the pH of a sour aqueous environment
decreases the concentration of oxidants (Hþ) and increases the concentration of precip-
itating anions (sulfide/bisulfide). These effects typically decrease the corrosion rate,
but experiments have shown that increased pH may also cause localized corrosion.
Research on the effect of H2S on pH stabilization (addition of alkaline chemicals to
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mitigate corrosion) has been published in a number of NACE papers [55e58]. In these
studies, increased risk of localized corrosion due to glycol and added alkaline chem-
icals was observed at H2S levels higher than 0.1 bar (1.45 psi). Large, severe local at-
tacks were experienced in strongly buffered glycol solutions (pH 7), especially in loop
tests with disturbed flow patterns (flow obstacles). It was concluded that pH stabiliza-
tion of sour glycol systems could, in fact, be worse than with no anticorrosion treat-
ment at all. The presence of glycol without added alkalinity (pH w5) still produced
pitting attacks, but these were less severe than at higher pH. Likewise, pitting was
also observed in strongly buffered sour solutions without glycol, making it clear
that glycol and alkalinity can act as pitting triggers on their own. No localized corro-
sion took place in corresponding baseline tests without glycol or pH buffering.

6.5.6 Organic acids

The presence of organic carboxylic acids (e.g., formic, acetic and propionic acid) con-
tributes to the total level of oxidants in the system. In addition, organic acids may
trigger pitting mechanisms that are not yet explained.

Flow loop results reported by Singer et al. [59,60] showed that a combination of
H2S (0.004e0.13 bar) and acetic acid (1000 ppm in the aqueous phase) gave signifi-
cantly higher corrosion rates than H2S alone and minor pitting attacks. They also
observed cracking of the corrosion film at the higher H2S partial pressures, and internal
stress in the films was suggested as an explanation. Sun et al. [61] also found that
organic acids increased the pitting rates in tests at 50�C with 1e3 bar H2S and
2.5e4.5 bar CO2. However, all recorded pitting rates in this study were below
1 mm/year and decreased with increasing test duration.

In SSC tests of X70 and X80 steels with 10%e100% H2S at ambient pressure [62],
the presence of 0.5% acetic acid was found to cause pitting corrosion, making the SSC
results difficult to interpret. For each pit, it had to be determined whether the pit had
terminal crack features (fail) or not (pass).

6.5.7 Gas hydrate inhibitors

Alcohols such as monoethylene glycol (MEG) and methanol are frequently used as
thermodynamic gas hydrate inhibitors in subsea gas transport pipelines. Such hydrate
inhibitors are added in large concentrations, making them a part of the solvent system.
The effect on sour corrosion is complex and not fully explained. Glycols, for example,
have been found not only to decrease general (weight loss) corrosion rates but also
increase the risk of localized corrosion [62].

It has been shown that extensive pitting took place in experiments with w1 bar
H2S, glycol (50% MEG), and low/moderate alkalinity (pH 5.5) [56]. Different carbon
steels were tested, and comparison revealed that the pitting morphology and frequency
depended on steel microstructure. After these tests most of the work was focused on
lower H2S levels (20 mbar), which gave moderate/minor pitting in buffered glycolic
solutions (pH <6.5). Breakdown of protective iron sulfide corrosion product layers
(blistering/delamination/cracking) was observed on several test coupons but could
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not be directly tied to pit formation. On the other hand, it was demonstrated that pit
initiation/growth was enhanced by suspended FeS particles.

The effect of methanol, with different concentrations of oxygen, on sour corrosion
was investigated by Park et al. [63]. It was found that pitting occurred with 75% or
more MeOH, regardless of oxygen content (both aerobic/anaerobic). Greigite was
formed in methanol solutions, which was thought to be looser and less protective
than mackinawite and other iron monosulfides formed without methanol.

6.6 Effects of elemental sulfur, polysulfides, and oxygen

Elemental sulfur, combined with other factors, appears to be the most severe type of
localized corrosion encountered in oil and gas production. However, its appearance is
limited to sulfur-bearing gas wells with little condensate production and sour systems
with oxygen ingress.

In 1990 G€unter Schmitt published a comprehensive review paper on sulfur chem-
istry and corrosion [64]. A comprehensive description of the chemistry of the SeH2O
system was given, with several reaction paths relevant to sulfur corrosion. Further-
more, pioneer work on sulfur corrosion was summarized and reviewed, including eval-
uation and details on different proposed mechanisms. Early studies on basic sulfur
corrosion were carried out by Farrer et al. [65], who also patented sulfur as an etchant
for iron and steel. However, the first mechanistic study of sulfur corrosion was reported
by MacDonald et al., in 1978 [66]. An electrochemical mechanism for oxidation of
iron by sulfur was proposed, with the net overall reaction being

xFeþ Sy$S
2� þ 2Hþ / xFeSþ H2Sþ Sy�x

Physical contact between the sulfur particles (insulators) and the metal or a conduc-
tive film is necessary for charge transfer to take place. The mechanism suggests that the
oxidizing species is a sulfuresulfide complex formed by chemisorption of sulfide ions
on the surface of a particle of elemental sulfur, and that lowering the pH increases the
corrosion rate. Indications were also found that the iron sulfides formed in the reaction
act as autocatalysts, probably acting as cathodes with large surface areas as observed in
experiments with FeS deposits. Direct contact between sulfur particles and the metal
surface was said to be essential for the reaction to occur. This mechanism is regarded
as the most plausible for explaining the very high local penetration rates sometimes
observed in sulfur-containing systems.

A second mechanism published by Schaschl et al. [67] suggests that the elemental
sulfur contained within dissolved polysulfides act as oxidants. However, contact/
noncontact experiments with elemental sulfur have shown that direct contact between
solid (or liquid) sulfur and the metal is necessary for significant corrosion, and that the
contribution from polysulfide corrosion is negligible as long as the temperature is
lower than 120�C (248�F). Elemental sulfur reacts with H2S to form polysulfides
(sulfanes) at temperatures above 120�C (248�F) and H2S partial pressures higher
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than 1 bar (14.5 psi). The reaction is catalyzed by amines, an effect which is utilized in
sour gas wells to prevent sulfur deposition. At elevated temperatures (typically 150�C
or 302�F) disproportionation of sulfur takes place at a considerable rate in aqueous
environments, forming H2S, polysulfides, and sulfuric or polythionic acids. Sulfur
disproportionation also takes place in alkaline media at room temperature; however,
the reaction rates are low and insignificant. The most abundant polysulfide species
are S42� and S5

2�. The polysulfide sulfur chains contain one high-energy bond, which
easily reacts with Fe(II) to marcasite, FeS2.

z�1
8

S8 þ S2� / S2�z

Fe2þ þ S2�z / FeS2 þ S2�z�2

At temperatures over 120�C (248�F), polysulfide corrosion may still be insignifi-
cant, because molten elemental sulfur may form a separate liquid phase with a high
contact area against the metal.

A third mechanism suggests that sulfur corrosion can be attributed to the reaction
products formed by disproportionation of elemental sulfur; H2S and sulfuric acid
[68,69]:

4Sþ 4H2O / 3H2Sþ H2SO4

Although it was recognized that this reaction produces enough H2S to form detect-
able amounts of iron sulfide (in practice a sulfur-bearing environment already contains
substantial amounts of H2S), the experimental evidence presented was not regarded
sufficient to prove that this mechanism is predominant or even significant. For
example, there was direct contact between the elemental sulfur and the metal in the
experiments, but this fact was not considered in the author’s discussion.

The effect of dissolved salts and H2S on sulfur corrosion was also discussed in
Schmitt’s paper [64]. A systematic electrochemical study of the effect of chlorides
on sulfur corrosion was initiated after rupture of a sour gas line with triethylene
glycol-containing water, elemental sulfur, and NaCl [70]. It was found that the dissolved
salts providing counter ions allow certain corrosion reactions to proceed at a high rate.
Also, the anodic reaction in high-chloride solutions (around 1 M NaCl) involved the
formation of ironechloro complexes, which were found to increase the solubility of
corroded iron. The H2S partial pressure was not found to have a very significant effect
even at elevated H2S partial pressures.

Rhodes [34] reported on corrosion tests carried out in autoclaves at 1 bar (14.5 psi)
H2S in 1 M NaCl solution at a temperature of 90�C (194�F). A barnacle type of local-
ized corrosion (pits under extensive FeS buildups) was observed. A corrosion/pitting
mechanism is proposed based on the experiments, in which the presence of an aqueous
FeCl2 layer of approximately 5 mm thickness between the metal and iron sulfide layer
(up to 7.5 mm thick) enables the anodic reaction on metal to be sustained by cathod-
ically active iron sulfides. The assumed presence of certain polysulfides (H2S2, HS2�)
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in H2S/NaCl solutions is suggested as a cause for pit initiation and growth. Consid-
ering Schmitt’s review, significant amount of polysulfides are not formed at this
temperature, and unless significant O2 ingress has occurred, the attacks are caused
by normal H2S corrosion. The exposure time is not given, but considering the thick
iron sulfide layers observed these appear to be long-term experiments.

Hausler [71] reported from a sour corrosion study that provided fundamental insight
on the rate-determining effect of FeS film formation through parabolic film growth, giv-
ing a predictable decrease in corrosion rate with time. It was found that ingress of very
small amounts of O2 (16 ppb in water) linearized mass loss versus time, giving a con-
stant corrosion rate. More than 40 ppb O2 (1000 ppm in gas) led to localized corrosion/
pitting that kept growing and was not counteracted by removing the O2 source. Some
inhibitors were effective against these pits. Also, the corrosion rates were found to in-
crease with flow in 1/6th power, which is not explainable by fluid mass transfer and is
probably related to film mass transfer. Spalling of FeS film (without O2) was observed
and explained by volumetric stress (the PilingeBedworth effect) caused by surface
layer growth or transformation of mackinawite to other iron sulfides with different den-
sity. The specific gravity is 4.7 and 7.8 g/cm3 for FeS and Fe, respectively.

Schutt and Rhodes [72] found that H2S and O2 synergistically increased corro-
sion rates in neutral aqueous solutions, possibly a result of oxidation of sulfide to
elemental sulfur. Corrosion rates up to 15 mm/year (600 mpy) were measured in
solutions with 1 mM H2S and 8 ppm O2 and pH 7. The pH was adjusted by addi-
tions of ammonia (NH3).

Gregg et al. [73,74] have published two papers on field experience, laboratory
studies, and corrosion inhibition policies in very sour gas pipelines with elemental sul-
fur. Some of the experimental data were previously published by Dougherty et al. [75].
It was suggested that pitting corrosion problems in the pipelines investigated are caused
by one or more of the following parameters: highechloride-formation water, low H2S/
CO2 ratios, and methanol and sulfur. The combination of accumulated high-Cl� water
and elemental sulfur in low spots (hilly terrain) is found to be most aggressive. Field
corrosion test coupons were mounted in a test well and exposed to uninhibited condi-
tions. General corrosion rates on these coupons were 0.05e0.86 mm/year, whereas
pitting corrosion rates were in the range of 2e9 mm/year. The pitting corrosion rates
were typically more than 10 times higher than the general corrosion rates. The labora-
tory experiments were carried out in autoclaves. Addition of elemental sulfur to sour
brines was found to increase pitting rates, both in the form of dispersions in brine
and deposits on the metal surface. However, deposited sulfur gave much higher pitting
rates than dispersed sulfur. The presence of dispersed iron sulfides or polysulfides
together with sulfur further enhanced the pitting attacks. With elemental sulfur as
the only addition to the sour brine the maximum pitting rate was over 10 mm/year.
Addition of polysulfide and sulfur gave pitting rates of more than 15 mm/year, whereas
sulfur and iron sulfides gave around 40 mm/year. Polysulfides alone did not cause any
pitting at all except just an increase in general corrosion rates compared with sour
brines alone. Inhibitor tests with elemental sulfur showed that most inhibitor products
did not offer complete protection against pitting. The presence of hydrocarbons
improved the inhibitor performance at high temperatures.
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A paper by Smith and Craig [76] contains a summary and review of previous work
on elemental sulfur corrosion. Two sulfur corrosion mechanisms are discussed; the
direct contact mechanism and the polysulfide reduction mechanism. The discussion
is in favor of direct contact mechanisms, because severe corrosion is only reported
with solid sulfur present. This is supported by Pourbaix diagrams showing instability
of polysulfides in favor of solid S at acidic-neutral pH.

Bonis et al. [50] have published an extensive review paper discussing several
possible triggers of serious corrosion attacks in the field, such as H2S and CO2 levels,
chloride level, flow velocity, sulfur, deposition of solids, and inhibitor efficiency.
Elemental sulfur was seen as the worst threat of the factors mentioned, especially at
high chloride levels, with tubing/pipeline lifetimes (penetration times) as low as
3e12 months. All the field cases with elemental sulfur received the highest/worst
corrosion classification (“very high”). On the positive side, sulfur corrosion is thought
to be a problem only in “condensate dry” systems, because direct contact between
sulfur and metal is required and condensate/oil dissolves and removes the sulfur.

Horner et al. [77] presented results from laboratory experiments carried out in
autoclaves at 50�C (122�F) with 3.5 bar (51 psi) H2S and 3.5 bar (51 psi) CO2.
With insufficient batch inhibitor treatment an “average pitting rate” of 1.4 mm/year
was observed after 26 days, increasing to 1.8 mm/year after 62 days. Addition of
iron sulfides and sulfur to the system gave increased pitting rates at higher flow
(rotating cylinder electrode rotation speed), e.g., at 2000 rpm the pitting rate increased
by a factor of 4 (2.2 mm/year to 10 mm/year) compared to sour brine without any
particles. This corrosion behavior was attributed to elemental sulfur reacting with
the iron sulfide surface layer and possible erosion from free solids (FeS).

The redox properties of electroactive species in alkaline bisulfide solutions related
to H2S scrubbing was discussed in a paper by Miller et al. [78]. It was found, through
theory and experimental studies, that the corrosion potential in H2S-loaded amine
solutions attained the redox potential for the sulfur/bisulfide redox couple:

Sþ H2Oþ 2e� 4 HS� þ OH�

The standard redox potential for the sulfur/bisulfide redox couple is �478 mV
versus NHE. Through electrochemical techniques, it was shown that electrochemical
oxidation of bisulfide to elemental sulfur on the steel surface actually took place in this
environment. A similar situation may apply for corrosion in sour solutions with high
alkalinity, e.g., when pH stabilization is applied. Calculations based on the Nernst
equation show that the sulfur/bisulfide redox potential is about �0.48 VAg/AgCl in a
solution with 1 mol/L bisulfide and pH 7, which is ca 0.1 V higher than typical corro-
sion potentials in this solution. However, the redox potential calculation is based on
thermodynamic data for pure water, and it is likely that this potential will vary with
the brine.

In a paper by Fang et al. [79], possible disproportionation of elemental sulfur to H2S
and sulfuric acid was investigated in addition to sulfur corrosion of steel in the absence
of H2S. It was not found that significant disproportionation took place in the temper-
ature region investigated (up to 80�C). On the other hand, it was demonstrated that
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sulfur corrosion could take place in the absence of H2S. Small pits (15 mm) were
formed under sulfur deposits after 1e5 days.

In a study on the effect of oxygen on sour corrosion, Song et al. [80,81] demon-
strated that not only elemental sulfur is formed when H2S and O2 react but also oxy-
sulfur ions of the type SxOy

2�, such as sulfite, thiosulfate, and sulfate. These
reaction products in their acid form are all stronger acids than H2S and were found
to increase the corrosion rates and also cause localized corrosion in H2S solutions
that otherwise gave mostly uniform corrosion. The findings are in contrast to the pre-
vailing assumption that elemental sulfur is the only significant reaction product in
H2S systems with oxygen ingress.

6.7 The effect of steel microstructure

Carbon steels are typically heat treated to attain desired properties of hardness, ductility,
and strength. The resulting microstructure may also affect the corrosion resistance of the
steel, but the corrosion resistance of carbon steel without mitigation (e.g., coatings or
inhibition) is so low that the microstructure effect is often disregarded. Sour service-
certified steels are designed to minimize sulfide- and hydrogen-related cracking suscep-
tibility and are not significantly more resistant to general corrosion than regular carbon
steels. However, the lower sulfur content of HIC-resistant steels may reduce pitting
corrosion because pits often initiate around surface-emergent metal sulfide inclusions.

The microstructure of the steel should be considered when analyzing pitting initi-
ation and growth.

Microstructural elements reported to affect localized corrosion behavior are metal
sulfide inclusions (Ca, Mg, Mn sulfides), the pearlite structure (preferential iron disso-
lution on pearlite phase), microalloying metals (e.g., Cu), and weld zones (e.g., pref-
erential attack of the heat affected zone (HAZ)).

Sour corrosion experiments with different steel types exposed simultaneously
sometimes produce results affected by microstructure. Fig. 6.9 shows the surface
appearance and microstructure of two steel coupons (X65 and 0.5%Cr pipeline steels)
exposed to identical conditions in a sour pH stabilization flow loop experiment [56].
The 0.5%Cr steel contained more chromium and less manganese than the X65 steel
(see Table 6.2). The exposure time was 27 days. Pitting corrosion occurred on both
coupons, but the appearance and morphology of the pits are markedly different.
The X65 coupon surface is covered with more than 100 narrow pits, many of which
are grouped in pit clusters. About half of the pits are located very close to the edges of
the coupon and may be classified as edge attacks and possibly experimental artifacts.
The pit frequency was much lower on the 0.5%Cr coupon surface, which contained
16 larger wide pits randomly distributed on the surface. The maximum pit depths
were about 200 mm on the X65 coupon and 350 mm on the 0.5%Cr coupon. For
both coupons very modest uniform corrosion attacks had taken place on the surface
areas surrounding the pits.
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The differences in pitting morphology on the steels in Fig. 6.9 may be explained by
the differences in microstructure. The X65 steel has a deformed microstructure, prob-
ably because of rolling without subsequent recrystallization (cold rolling or rapid
quenching), with oblong grains and large pearlite eyes. The 0.5%Cr steel, on the other
hand, has a ferritic-Widmanst€atten structure with larger grains, where the ferrite phase
clearly predominates. The grains in the 0.5%Cr steel are more uniform and less
deformed than in the X65 steel. The ferrite grain size in the 0.5%Cr steel varies
from around 5 mm to 20e30 mm, whereas most of the X65 grains are less than

X65 0.5%Cr

100 µm 100 µm

Figure 6.9 Surface appearance and microstructure of an X65 steel coupon (left,
25 mm � 25 mm) and a 0.5Cr steel coupon (right, 25 mm � 15 mm) exposed in a sour
corrosion test. Test conditions: 1.3 bar H2S, 0.6 bar CO2, pH 5.5e6.5, 1 g/L NaCl, 50%MEG,
3 m/s [56].

Table 6.2 Elemental analysis of the X65 and 0.5%Cr steels
Steel C Si Mn S P Cr Ni V Mo Cu Al

X-65 0.057 0.22 1.56 0.002 0.013 0.05 0.04 0.04 0.02 0.01 0.041

Cr0.5 0.072 0.17 0.89 0.002 0.014 0.6 0.02 0.02 0.01 0.01 0.038
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5 mm wide. The large pearlitic areas and small deformed grains may explain the higher
number of pits formed on the X65 coupon, as compared to the 0.5%Cr coupon.

In a study by Hausler et al. [82] related to corrosivity in the Arun field, localized
corrosion was found to be very sensitive to microalloying elements, especially Cu.
Magnetite formation catalyzed by small amounts of Cu led to protection of L80
type steel above 150�C (302�F) in CO2/H2S-producing tubing (slightly sour), but
substantial localized corrosion (3e30 mm/year) was seen below this temperature.

Smith and Miller [28] have reviewed several sources suggesting that metal sulfide
inclusions, especially manganese sulfide, in the steel microstructure act as pit initia-
tors. Wranglén [83] pointed out that the sulfur solubility in steel is low, which means
that most of the sulfur is likely to be present as sulfide inclusions. Upon solidification
of a steel melt mixed (Fe, Mn)S inclusions form, but slow cooling and heat treatment
changes these into pure MnS. Rapid cooling, however, leaves some FeS, which is
regarded as worse with respect to localized corrosion. Zav’yalov [84] reported
results from a study (non-sour) of the effect of different inclusions in Russian steels,
in which (Ca, Mg, Mn)S was found to have the most detrimental effect. The inclusion
induced localized corrosion and increased weight loss by a factor of 2 to 2.5 times.
Mechanisms for pit initiation at MnS inclusions were proposed by Wranglén and
also by Baker et al. [85].

Sephton et al. [86] reported that a redistribution of “active sulfur” (e.g., MnS inclu-
sions) in the steel took place in the fusion line area of carbon steel weldments, and that
the highest concentrations of active sulfides corresponded with areas of increased
corrosion attack.

Huang et al. [87] suggested that localized corrosion initiation in sour solutions
could take place through preferential corrosion and breakdown of pearlite regions.
Tang et al. [88] found that the corrosion rate of SAE-1020 carbon steel at 90�C
(194�F) increased with increasing H2S concentrations from 60 to 400 mg/L, because
of a strong accelerating effect on the cathodic hydrogen evolution. Severe localized
corrosion was observed, which was attributed to cementite being stripped off from
the grain boundary in accordance with Huang’s proposed mechanism.

Lucio-Garcia et al. [89] studied the H2S corrosion resistance of a CeMn pipeline
steel with three different microstructures (martensite, ferrite, and ferrite þ bainite)
using electrochemical techniques with a 3% wt. NaCl solution at 50�C (122�F).
While electrochemical noise measurements indicated that all three steels were
susceptible to localized corrosion, it was also found that the steel with martensitic
microstructure had corrosion rates up to two orders of magnitude higher than those
for steels with ferritic þ bainitic or ferritic microstructures.

Blistering of steel and iron in H2S solutions was reported by several early papers
[21,90e92]. This type of damage was caused by hydrogen entry and pressure buildup
in voids in the metal matrix. Blistering does not appear to be a problem with modern
tubing and pipeline steels, but one case of cracking of an X46 crude oil pipeline was
reported by Azevedo [93]. The cracking was found to be caused by formation and link-
ing of H2 blisters rather than hydrogen embrittlement of the steel. Zhang et al. [94]
observed blistering and HIC on X60 steel at high H2S partial pressures
(10e20 bar), and also localized corrosion at 20 bar H2S. X52 steel behaved similarly,
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but no blistering/HIC was observed for this steel grade. Notably, the weight loss corro-
sion rates increased by a factor of 4, from around 0.5 to 2 mm/year, when the H2S
partial pressure was increased from 15 bar (218 psi) to 20 bar (290 psi). The marked
increase was probably caused by the onset of localized corrosion.

6.8 Summary of localized corrosion triggers

From the literature and as can be seen in this chapter, numerous parameters have been
studied, both in the laboratory and in the field, and found to play a role in initiating or
triggering localized corrosion in sour environments. In an attempt to pull together
and summarize these in one place, many of these localized corrosion triggers are
detailed in Table 6.3 along with evidence given from the references in this chapter
and their proposed possible mechanisms. In some cases more than one mechanism
has been suggested for a specific trigger in Table 6.3 where multiple processes
have been proposed in the literature for that specific parameter. It is understood
that this is not an exhaustive list in which other initiators may need to be added
and the postulated mechanisms verified, refined, or disproved, especially as further
research is conducted in this area. In order to collate these various factors, the triggers
have been classified into the following categories:

• Direct chemical triggers (DCTs): They include chemicals in the environment that, through
direct interaction on or with the metal surface, result in increased localized corrosion.
Cathodic reactants, carbon dioxide, hydrogen sulfide, oxygen, organic acids, and elemental
sulfur are some examples of this group.

• Indirect chemical triggers (ICTs): They comprise species in the fluids that play indirect roles
in instigating or enhancing localized corrosion. Some indirect triggers may incorporate
salinity, sour corrosion products, polysulfides or oilfield chemical products such as buffering
agents, corrosion inhibitors, and thermodynamic hydrate inhibitors such as methanol and
glycol.

• Mechanical/physical triggers (M/PTs): They contain factors that cause a mechanical impact
or external stress (rather than the intrinsic or internal stresses present within the metal itself),
which may include flow-induced localized corrosion, erosionecorrosion, scratching from
pigging procedures, or anything that may cause corrosion film/product layer breakdown.

• Metallurgical triggers (MTs): They incorporate potential pitting initiators within the metal
and microstructure. Microalloying components, pearlite structure, metal sulfide inclusions,
and blistering are exemplars of this category.

Although it is appreciated that there can be concentrated sour attacks initiated
by microbial activity producing hydrogen sulfide, microbiological activity
involving this form of localized corrosion has been omitted from consideration
in this table because this is covered in detail elsewhere in this book [see Chapter
8 for microbiologically induced corrosion (MIC)]. Likewise, it is recognized that
there can be significant hydrogen sulfideeinduced stress-related localized break-
down or cracking but because the attacks involving sulfide stress cracking are thor-
oughly covered in Chapter 11, these factors have again been excluded from
Table 6.3.
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Table 6.3 Localized corrosion triggers

Trigger
Trigger
category Evidence References Possible mechanisms

Hydrogen sulfide partial
pressure

DCT Laboratory: pitting at very high
hydrogen sulfide levels 20 bar
(290 psi).

[22,48,49] Increased activity and
availability of oxidants.

Oxygen ingress/contamination DCT Field: attacks/failures due to oxygen
ingress in sour gasegathering
systems.

[71,72,80,81] Oxidantddirect reaction
with steel or oxidation of
sulfide species to
elemental sulfur or
SxOy

2�.
Laboratory: caused pitting and
prevented further protection from
surface layers.

Organic acids DCT Pitting in TLC and NACE TM0177
tests.

[59e62] Oxidant (direct reduction of
acid).

Elemental sulfur and
polysulfides

DCT Field: pipeline and tubing failures up
to 60 mm/year.

[50,51,64e70,73e79] Oxidantddirect reaction
with steel through contact
mechanism.

Laboratory: up to 350 mm/year short
term (mixed with sand). Enhanced
by i.a. chlorides, iron sulfides,
polysulfides.

Disproportionation into
H2SO4 and H2S.

Salinity (chlorides) ICT High chloride level necessary for
severe sulfur corrosion and other
types of pitting.

[54] Ironechloro complex
formation.

Dissolved iron chloride layer
between metal and iron
sulfide layer.

Galvanic (increased
conductivity).

Continued
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Table 6.3 Continued

Trigger
Trigger
category Evidence References Possible mechanisms

Iron sulfide deposits ICT Field: iron sulfide under-deposit
corrosion in sour water injection
lines.

[10,28,37,38,50,51] Galvanic corrosion with
conductive iron sulfides
acting as cathodes.

Laboratory: pitting and increased
weight loss caused by iron
sulfides.

Alkalinity ICT Pitting and spalling cracking of iron
sulfide layers.

[55e58] Galvanic (partial
passivation).

Volumetric ratio stress/film
breakdown (almost 100%
of corroded iron captured
in film, hence high
PillingeBedworth ratio).

Methanol ICT Field: reported as pit initiator. [63] Possible oxygen
contamination.

Laboratory: pitting at high methanol
concentrations.

Unknown if additional
methanol reactions are
involved.

Glycol ICT Up to 5 mm/year pitting rate. Pitting
effect varies with i.a. flow,
alkalinity.

[56,62] Breakdown of iron sulfide
films, Galvanic corrosion
(partial passivation).

Low/stagnant flow DCT/ICT Field: low/no flow characteristic for
most corrosive cases in a recent
field corrosion survey.

[50,51] Probably secondary effects,
e.g., allowing for
deposition of solids and
accumulation of water.

Continued
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Table 6.3 Continued

Trigger
Trigger
category Evidence References Possible mechanisms

High flow velocity/wall shear
stress

M/PT Field: up to 10 mm/year in gas wells. [50e53] Erosionecorrosion.

Laboratory: pitting (minor/moderate)
at wall shear stress above
0.0005 bar (0.00725 psi).
Erosionecorrosion at higher
temperatures.

Increased mass transport.

Mechanical removal of
(cracked) surface layers.

Volumetric ratio stress M/PT Many cases of unprovoked cracking
and spalling of iron sulfide films.

[11e14] Stress build-up due to rapid
iron sulfide precipitation
and differences in specific
gravity between Fe and
FeS.

Microalloying components/
metals

MT Various effects of i.a. Cu on
localized and general corrosion.

[56,82] Cu2S protective at high
temperatures but not at low
temperatures.

Pearlite structure MT Preferential iron dissolution on
pearlite phase. Pit morphology
varies with steel microstructure.

[87,88] Pearlite breakdown
mechanism proposed.

Metal sulfide inclusions MT Increased localized and weight loss
corrosion on steels with (Ca, Mg,
Mn)S.

[28,83e85] Possible galvanic corrosion.

Blistering MT Blisters resulting in rupture and
cracking of steel.

[21,90e94] Hydrogen entry and pressure
build-up in voids in the
metal matrix.

DCT, direct chemical trigger; ICT, indirect chemical trigger; M/PT, mechanical/physical trigger; MT, metallurgical trigger.
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6.9 Gaps in current research and areas for future study

Sour corrosion has been a problem for the oil and gas industry for more than half a
century, and substantial research has been invested to understand the corrosion mech-
anisms and improve corrosion control. Still unresolved issues, especially regarding the
understanding and control of pitting corrosion, remain. Determination of parameters
and conditions controlling the initiation, propagation, and arrest of pitting attacks is
therefore a topic of ongoing and future research.

The roles and properties of different iron sulfides formed in the sour corrosion
process also need to be further studied. Of particular interest is the stoichiometry
and electrical conductivity of mackinawite and possible detrimental breakdown
mechanisms of protective iron sulfide layers.

For the industry it is important to not only control localized corrosion but also
ensure that uniform corrosion rates are kept within the limits given by the corrosion
allowance. Depending on the various operators’ corrosion mitigation strategies, further
work may be required to determine operating windows/envelopes, indicating condi-
tions where the baseline corrosion rates are acceptable or not.

Modeling and prediction of sour corrosion, especially localized corrosion are
important in the design stage of facilities. A number of commercial and in-house
models are capable of estimating general sour corrosion rates based on theoretical
and empirical effects of protective iron sulfide layers, but, because of lack of knowl-
edge on pitting mechanisms, no reliable models of sour localized corrosion have yet
been developed. The risk of pitting may still be predicted by statistical and empirical
methods for which gathering and compilation of reliable corrosion data from the field
and laboratory work are of high importance. Continued efforts on identification and
quantification of critical parameters for localized corrosion, as well as building sour
corrosion databases for verification and reference, are necessary for providing the
industry with adequate corrosion prediction models.

The gap between field experience and laboratory data is very difficultdif at all
possibledto overcome, a fact that is acknowledged by most sour corrosion specialists
and scientists. However, it is still possible to reduce discrepancies and provide more
reliable laboratory results through improvement of corrosion test protocols for mate-
rials selection, inhibitor qualification, and corrosion mechanism studies. Electrochem-
ical measurements, surface analysis methods, and test equipment can be further
developed to reduce errors and artifacts in sour corrosion studies.

Although there have been significant advancements in corrosion inhibitor technol-
ogies over the last decade, the dose rates required for sour systems are still often
approximately one to nearly two orders of magnitude greater than that under sweet
conditions. The mitigation of localized corrosion, in regions of deposited sulfur corro-
sion, solely by the application of corrosion inhibitor options in the absence of accom-
panying sulfur solvent or dispersant is limited as are environmentally acceptable
products (as per the North Sea regulations) for sour systems. Oftentimes the corrosion
mitigation within these confines is made even more difficult in the presence of other
oilfield chemicals such as hydrate inhibitors, scale inhibitors, and biocides, for example,
in which compatibility issues with the corrosion inhibitor also needs contemplating.
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Focused research and chemical development in these areas would certainly benefit the
industry and in turn provide more cost-effective solutions to protect assets operating
under these aggressive conditions.

The pH stabilization techniquedcorrosion protection of gas pipelines by addition
of alkaline chemicals to increase pH (typically up to a value of 6.5e8) and thereby
enhance formation of protective corrosion product layersdhas been successfully
applied in many sweet gas pipelines. Under sour conditions, however, research so
far has indicated that pH stabilization is mostly ineffective or even detrimental.
Iron sulfides are less soluble than iron carbonates and may form protective layers
at lower pH values (w4e5). More research is required on how to stabilize and exploit
the natural protection from iron sulfide layers as an alternative to corrosion inhibition,
e.g., by investigating whether minor additions of alkalinity can reduce general and
localized corrosion to meet typical industry acceptance criteria.
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7.1 Introduction

Produced oil and gas are always accompanied by some water and varying amounts of
carbon dioxide and in some cases hydrogen sulfide and organic acids. All of these may
affect the integrity of mild steel. This has been known for over 100 years, yet internal
corrosion of pipelines and other facilities made from mild steel still represents a chal-
lenge for the oil and gas industry. Although many corrosion-resistant alloys are able to
withstand this type of corrosion, it is a matter of economics: mild steel is still the most
cost-effective construction material. The price of failure due to internal corrosion is
enormous, both in terms of direct costs, such as repair/replacement costs and lost pro-
duction, and indirect costs, such as environmental cost and impact on the downstream
industries.

The following text summarizes the current degree of understanding of CO2 corro-
sion of mild steel exposed to aqueous environments. Much has been understood about
the basic mechanisms, enabling construction of mechanistic prediction models, but
many challenges remain, particularly when it comes to effects of corrosion product
layers, multiphase flow, additional species, hydrocarbon composition, inhibition,
etc. The following sections start out with describing the basic physicochemical phe-
nomena underlying CO2 corrosion and gradually move to more complicated situations,
culminating with the list of multifaceted real-life challenges seen in the field.

7.2 Water chemistry in CO2 corrosion

Carbon dioxide (CO2) is a stable, inert, and noncorrosive gas. However, upon disso-
lution in water and a subsequent hydration reaction, a more reactive chemical species,
carbonic acid (H2CO3), is formed. This reaction is followed by dissociation reactions
to form bicarbonate

�
HCO3

�� ion, carbonate
�
CO3

2�� ion, and hydrogen (Hþ) ion,
resulting in an acidic and corrosive solution. The reactions associated with these chem-
ical equilibria and their corresponding mathematical relationship are listed in
Table 7.1.

The chemical equilibria and water chemistry associated with dissolved CO2 and its
carbonate derivatives have been extensively studied [1e9]. The first step, CO2 disso-
lution, is described via Eq. (7.i), where KCO2 is the proportionality constant and can be
expressed as Henry’s constant for the simplest case of ideal gas and ideal solution. The
nonideal behavior of the gas phase, represented by fugacity coefficient, and the liquid
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phase, represented by activity coefficients, can be incorporated into the proportionality
constant following the extended Rault’s law.

The product of CO2 hydration (reaction 7.ii), carbonic acid (H2CO3), is a diprotic
weak acid. The term weak acid refers to the fact that this species is only partially disso-
ciated in an aqueous solution. With the first dissociation constant of pKca z 3.6
(reaction 7.iii) and the second dissociation constant of pKbi z 10.33 (reaction 7.iv),
the carbonic acid dissociation reaction can be considered as the main source of acidity
(Hþ) in the solution. Although water can also be categorized as a weak acid, with
pKa z 14, it has no significant effect when compared with H2CO3 and HCO�

3 .
The chemical equilibria shown in Table 7.1 represent a simple case of CO2 disso-

lution in pure water, such as what is observed in condensed water formed in wet gas
pipelines. However, a more complex water chemistry is found in formation water,
where significant amounts of various ions such as Cl�, Naþ, Caþ, SO2�

4 , organic
acid (such as acetic acid, formic acid, and propionic acid), as well as hydrogen sulfide
can be present [10,11]. These species can significantly alter the speciation of CO2

equilibria by changing the acidity and ionic strength of the solution.
A more comprehensive discussion on the chemical speciation of CO2/water system

is provided in Chapter 34.

7.3 Electrochemistry of CO2 corrosion

The aqueous CO2 corrosion of mild steel, as seen in oil and gas industry, is by nature
an electrochemical system. The spontaneous iron dissolution, causing the deterioration
of the metallic structure, is an electrochemical oxidation process. On the other hand,
the cathodic hydrogen evolution reaction provides the required electron sink for the
iron dissolution to progress. In the CO2 corrosion context, the hydrogen evolution re-
action is a family of cathodic reactions with all having molecular hydrogen as their

Table 7.1 Chemical reactions of acidic water/CO2 equilibria

Reaction Equilibrium equation

CO2ðgÞ !CO2ðaqÞ KCO2 ¼
h
CO2ðaqÞ

i

pCO2ðgÞ

(7.i)

CO2ðaqÞ þ H2OðlÞ !H2CO3ðaqÞ Khyd ¼ ½H2CO3�h
CO2ðaqÞ

i (7.ii)

H2CO3ðaqÞ !HCO�
3ðaqÞ þ Hþ

ðaqÞ Kca ¼
�
HCO�

3

�½Hþ�
½H2CO3�

(7.iii)

HCO�
3ðaqÞ !CO2�

3ðaqÞ þ Hþ
ðaqÞ Kbi ¼

�
CO2�

3

�½Hþ�
�
HCO�

3

�
(7.iv)

H2OðlÞ !OH�
ðaqÞ þ Hþ

ðaqÞ Kw ¼ ½OH��½Hþ� (7.v)
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product. That includes the reduction of Hþ, H2CO3, HCO�
3 , and H2O, as shown in

Table 7.2. Considering the chemical equilibrium of the water/CO2 system, it can be
shown that all these reactions are thermodynamically identical. This means that they
have the same reversible potential (based on Nernst equation), if the concentrations
of the involved chemical species are defined by the equilibrium speciation. Hence,
the main difference resides in reaction kinetics. The same would also hold true for
other weak acids, such as acetic acid and hydrogen sulfide.

Table 7.2 summarizes the commonly accepted electrochemical reactions associated
with aqueous CO2 corrosion of mild steel. Reactions (7.vi)e(7.ix) are the hydrogen
evolution reactions in a water/CO2 solution. Reactions (7.vi) and (7.vii) are the
hydrogen ion and water reduction reactions, respectively. Reaction (7.viii) is the
reduction of carbonic acid (H2CO3), and reaction (7.ix) is the reduction of bicarbonate
ion, which is believed to be significant at near-neutral and alkaline pH values because
of the high bicarbonate ion concentration [12e15].

7.3.1 Anodic reactions

The iron oxidation as the dominant anodic reaction is a key element in acidic corrosion
of mild steel. The mechanism of iron oxidation reaction in acidic media has been the
subject of numerous studies over the last half a century [16e27] and has been proved
difficult to explain. In this section, the mechanism of acidic iron dissolution is briefly
discussed to provide the necessary context relevant to CO2 corrosion; a thorough
review of the existing literature can be found elsewhere [26,28].

El Miligy et al. [19] showed that the iron dissolution in mildly acidic environments
occurs in four different states, depending on the electrode potential. The authors cate-
gorized these as active dissolution, transition, prepassivation, and passive, as demon-
strated in Fig. 7.1. Each range was shown to have a different electrochemical behavior,
characterized by different apparent Tafel slopes and reaction orders. The two local cur-
rent maxima, observed in transition and prepassivation ranges, were showed to be also
pH dependent. This suggests that the mechanism of iron dissolution at corrosion
potential could depend on the solution pH and other environmental conditions.

Table 7.2 Electrochemical reactions associated with aqueous acidic
CO2 corrosion of mild steel

Electrochemical reaction Dominant reaction type

Hþ
ðaqÞ þ e� ! 1

2H2ðgÞ Cathodic (7.vi)

H2OðlÞ þ e� !OH�
ðaqÞ þ 1

2H2ðgÞ Cathodic (7.vii)

H2CO3ðaqÞ þ e� !HCO�
3ðaqÞ þ 1

2H2ðgÞ Cathodic (7.viii)

HCO�
3ðaqÞ þ e� !CO2�

3ðaqÞ þ 1
2H2ðgÞ Cathodic (7.xi)

Fe2þðaqÞ þ 2e� !FeðsÞ Anodic (7.x)
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For the case of CO2 corrosion, at pH values less than 5, the experimental results
suggest that the corrosion is occurring at the active dissolution range [29,30]. At pH
values more than 5, the corrosion potential gradually shifts towards the transition
range, and eventually reaches the prepassivation range at near neutral pH values [20].

The complex behavior depicted in Fig. 7.1 is an indication of a reaction mechanism
with multiple intermediate species and rate-determining steps. In the literature, there
are two main mechanisms proposed for iron dissolution in acidic solutions: the
“catalytic mechanism” and the “consecutive mechanism.” These two mechanisms
are associated with two distinct electrochemical behaviors observed specifically in
the active dissolution range. The catalytic mechanism, first proposed by Heusler
et al. [31], is based on the experimental Tafel slope of 30 mV and second-order depen-
dence on hydroxide (OH�) ion concentration. On the other hand, the consecutive
mechanism proposed by Bockris et al. [24] was formulated to explain the observed
Tafel slope of 40 mV and a first-order dependence on (OH�) ion concentration. These
two significantly different reaction kinetics are believed to be caused by the surface
activity of the iron electrode [17], i.e., the dissolution of cold-worked iron electrodes
with high internal stress occurs with a 30 mV Tafel slope, whereas a 40 mV Tafel
slope was observed for dissolution of recrystallized iron [17,25,27,28]. The catalytic
mechanism is described as reactions (7.xi)e(7.xiv) [28].

Feþ H2O# ðFeOHÞads þ Hþ þ e� (7.xi)

Feþ ðFeOHÞads # ½FeðFeOHÞ� (7.xii)
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Figure 7.1 Anodic polarization curve of iron in 0.5 M Na2SO4 solution at pH 5 and 298K, with
the scan rate of 6.6 mV/s and rotating disk electrode at 69 rps. SHE, standard hydrogen
electrode.
Adapted from A.A. El Miligy, D. Geana, W.J. Lorenz, A theoretical treatment of the kinetics of
iron dissolution and passivation, Electrochimica Acta 20 (1975) 273e281.

152 Trends in Oil and Gas Corrosion Research and Technologies



½FeðFeOHÞ� þ OH� / FeOHþ þ ðFeOHÞads þ 2e� (7.xiii)

FeOHþ þ Hþ # Fe2þ þ H2O (7.xiv)

This mechanism suggests that the (FeOH)ads on the so-called kink sites acts as a
catalyst in the iron dissolution reaction. Although this mechanism has been criticized
because of the two-electron transfer step (reaction 7.xiii) [25], it has been supported
by atomistic scale discussions and electrochemical impedance measurements
[21,22,27].

The consecutive mechanism [24] shares the same initial and final step with the
“catalytic mechanism,” as shown in reactions (7.xv)e(7.xvii). However, in this mech-
anism, (FeOH)ads is directly oxidized through a one-electron transfer elementary step
(reaction 7.xvi).

Feþ H2O# ðFeOHÞads þ Hþ þ e� (7.xv)

ðFeOHÞads /Fe½OH�þ þ e� (7.xvi)

FeOHþ þ Hþ # Fe2þ þ H2O (7.xvii)

The anodic polarization curves obtained for mild steel dissolution in CO2-saturated
environments have frequently been reported to have a 40 mV Tafel slope and a first-
order dependence on hydroxide ion concentration [13,15,29,30,32], in accordance
with the “consecutive mechanism” proposed by Bockris et al. [24]. Hence, this mech-
anism and its corresponding kinetic relationship have been commonly used to describe
the anodic currents in CO2 corrosion of mild steel [29,30,33e36]. On the other hand,
although a few studies report a rather significant effect of CO2 and other carbonate spe-
cies on the acidic iron dissolution reaction [13,20], in-depth analysis on the extent of
these possible effects is rarely available in the literature. In a study by Ne�si�c et al. [20],
the anodic polarization curves were used to discuss the effect of CO2 in a short poten-
tial range (w100 mV) above the corrosion potential. The experiments were performed
in perchlorate solutions, in the pH range of 2e6 and pCO2 from 0 to 1 bar. In that
study, the authors reported the Tafel slope of 30 mV and second-order dependence
on OH� ion concentration for pH values less than 4 (corresponding to the “catalytic
mechanism”). In the pH range of 4e6, the reported Tafel slopes were gradually
increasing, whereas the dependence on OH� ion concentration was diminishing.
Ultimately, at pH w 6, a Tafel slope of 120 mV with zero dependence on OH� ion
concentration was reported. The results showed that the presence of CO2 does not
affect the observed Tafel slopes, whereas the exchange current densities were linearly
proportional to pCO2 over the studied pH range. The authors formulated the following
mechanism to describe the effect of CO2 on iron dissolution.

Feþ CO2# FeCO2ads (7.xviii)
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FeCO2ads þ H2O# ðFeCO2ÞOHads þ Hþ þ e� (7.xix)

ðFeCO2ÞOHads# ðFeCO2ÞOHþ
ads þ e� (7.xx)

ðFeCO2ÞOHþ
ads þ H2O# ðFeCO2ÞðOHÞ2ads þ Hþ (7.xxi)

ðFeCO2ÞðOHÞ2ads # ðFeCO2ÞðOHÞ2 (7.xxii)

ðFeCO2ÞðOHÞ2 þ 2Hþ# Fe2þ þ CO2 þ 2H2O (7.xxiii)

Although this complex mechanism was not supported with sufficient experimental
evidence, the proposed steps resemble the so-called branching mechanism proposed
by Drazic et al. [25]. Here the authors suggest a direct CO2 adsorption onto the iron
surface forming the surface species (FeCO2)ads, which acts as an active site for OH
adsorption.

7.3.2 Cathodic reactions

The mechanism of hydrogen evolution reaction from Hþ ions on various metals has
been extensively studied [37e44]. This reaction is commonly believed to consist of
three elementary steps as shown in reactions (7.xxiv)e(7.xxvi) [45]. Reaction
(7.xxiv), commonly referred to as the Volmer step, is the electrochemical adsorption
and reduction of Hþ ions from the solution. This reaction is succeeded by a desorption
step, either the electrochemical desorption reaction (7.xxv) (Heyrovsky step) or the
chemical desorption reaction (Tafel step). Other alternative elementary steps such as
the so-called surface diffusion step or the ones involving molecular hydrogen ion�
H2

þ� have also been proposed in the literature [46,47]. The kinetic parameters of
the overall reaction, apparent Tafel slope and reaction order, are defined by the rate-
determining step and have been shown to be influenced by numerous parameters
such as the electrode material [38,48e50], surface crystal structure [50,51], pH
[52,53], overpotential [49,53], adsorbed species, and trace impurities [43,50,54,55].
This suggests a significant variation of the reaction mechanism, and therefore, the
apparent kinetic parameters, with rather slight changes in the surface properties and/
or the environmental conditions.

Hþ þ e� #Hads (7.xxiv)

Hads þ Hþ þ e� #H2 (7.xxv)

Hads þ Hads #H2 (7.xxvi)

The Hþ reduction reaction on an iron surface is commonly assumed to be limited by
the rate of the Volmer step (reaction 7.xxvii) [20,56e60], as suggested in the studies
by Bockris and coworkers [38,42,43,61]. This rate-determining step is associated with

154 Trends in Oil and Gas Corrosion Research and Technologies



a theoretical Tafel slope of 2 � 2.303RT/F and the reaction order of 1 versus Hþ con-
centration [62]. Although these theoretical values have been confirmed in a number of
studies [63e65], some deviations are also reported in the literature [23,66]. On the
other hand, the verification of this mechanism at mildly acidic and near-neutral envi-
ronments, which are more relevant to the CO2 corrosion conditions, is lacking because
of the interference from the iron dissolution reaction.

The mechanism of hydrogen evolution from weak acids has been described based
on an analogy with that of the hydrogen ion reduction. Using a generic formulation, the
elementary steps are shown in reactions (7.xxvii)e(7.xxix), where HA denotes any
weak acid, such as H2CO3, HCO�

3 , H2O, and H2S, or any of the weak carboxylic acids,
such as acetic acid [14,57,67e69].

HAþ e� #Had þ A� (7.xxvii)

Had þ HAþ e�#H2 þ A� (7.xxviii)

Had þ Had #H2 (7.xxix)

For hydrogen evolution from water, assuming the Volmer step (reaction 7.xxvii) to
be rate determining, a theoretical Tafel slope of 2 � 2.303RT/F is expected with no pH
dependence of the reaction rate. It has frequently been demonstrated that the solution
pH does not affect the rate of water reduction in the acidic and near-neutral pH range;
however, the reported Tafel slopes are significantly deviating from the theoretically
expected value of 2 � 2.303RT/F [15,16,30,64,66].

The mechanistic details of the hydrogen evolution reaction from other weak acids
such as H2CO3 and HCO�

3 are rarely discussed in the literature. In the few studies
addressing this subject [13,70], the proposed mechanisms are based on the same
elementary steps as discussed above. However, systematic investigations on this sub-
ject are still lacking, probably because of the experimentation challenges resulting
from the interference by Hþ and H2O reduction reactions. On the other hand, consid-
ering the exchange current density expressions, commonly used in the literature for
describing the rate of these reactions [12,71,72], it is generally assumed that the rate
of all hydrogen-evolving reactions involved in CO2 corrosion is limited by the Volmer
step (reaction 7.xxvii).

7.3.3 Charge transfer rate calculations

The charge transfer rates are often expressed in terms of the Tafel or the Butlere
Volmer relationships, using two main parameters, exchange current density and over-
potential. The application of these relationships to CO2 corrosion and the theoretical
derivation of their associated parameters were discussed in more detail elsewhere
[73]. Both the Tafel and the ButlereVolmer are well-known fundamental equations
used to model the kinetics of reversible electrochemical reaction. However, in CO2
corrosion, the reversibility of the electrochemical reactions is not the focus. Here,
the dominating anodic reaction is iron dissolution, and the hydrogen-evolving
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reactions are the dominant cathodic reactions. The reverse reactions, iron deposition
and hydrogen oxidation, are commonly assumed to be negligible, for the typical con-
ditions in CO2 corrosion.

The application of the ButlereVolmer relationship to describe the rate of electro-
chemical reaction relevant to CO2 corrosion results in overly complicated mathemat-
ical expressions and, in some cases, inconsistencies at a basic level. For example, the
reversible potential of the hydrogen evolution reactions is a function of pH2, as
described by the Nernst equation. In the literature, it is commonly assumed that
pH2 ¼ 1 bar [29,71,74], which is never the case in typical laboratory or field condi-
tions for the case of CO2 corrosion. Invariably, dissolved H2 is present only in minute
and often indiscernible concentrations, as a product of cathodic reactions. To properly
define a reversible potential, one needs to assume a constant, arbitrary value for pH2.
Such unnecessary complications can be avoided by simply expressing the rates, only
based on the dominant half reactions. For example, the rate of cathodic half of generic
reaction (7.xxx) can be expressed as Eq. (7.1).

Oþ ne� /R (7.xxx)

i ¼ nFk0
�
Cs
O

�p
e

�
�anFðEapp�E0Þ

RT

�

(7.1)

where, k0 is the apparent reaction rate constant, Cs
O is the concentration of the reactant

at the metal surface, p is the apparent reaction order, E0 is the standard potential, Eapp is
the applied potential, and other parameters have their common electrochemical
meaning. Using this approach, simple current potential relationships for the electro-
chemical reactions associated with CO2 corrosion can be formulated, as summarized in
Table 7.3.

The values of the reaction rate constants for the reactions listed in Table 7.3 can be
recalculated from the existing literature. Considering the Tafel equation (Eq. 7.2) along
with Eq. (7.1), the relationship between exchange current density and reaction rate
constant is shown in Eq. (7.3).

i ¼ i010

�
Eapp�Erev

�b

	

(7.2)

k0 ¼ i010

�
�Erev
�b

	

nF
�
Cb
O;ref

	p
e

�
�anFð�E0Þ

RTref

� (7.3)

The reaction rate constant and other relevant electrochemical parameters required
for charge transfer rate calculations are listed in Table 7.4.
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Table 7.3 Current potential relationships for the reactions listed in
Table 7.2

Electrochemical
reaction Mathematical relationship for half reactiona

Reaction (7.vi) ic;Hþ ¼ �nHþFk0HþCs
Hþe

�
�aHþ nHþ FðEapp�E0Hþ Þ

RT

�

Reaction (7.vii) ic;H2O ¼ �nH2OFk0H2Oe

�
�aH2O

nH2O
FðEapp�E0H2OÞ
RT

�

Reaction (7.viii) ic;H2CO3 ¼ �nH2CO3Fk0H2CO3C
s
H2CO3

e

�
�aH2CO3

nH2CO3
FðEapp�E0H2CO3Þ
RT

�

Reaction (7.ix) ic;HCO3
� ¼ �nHCO3

�Fk0HCO3
�Cs

HCO3
�e

0
@�aHCO3

�nHCO3
�F

�
Eapp�E0HCO3

�

	

RT

1
A

Reaction (7.x) ia;Fe ¼ nFeFk0FeCs
OH�e

�
ð2�aFeÞFðEapp�E0FeÞ

RT

�

aic and ia denote the current density calculations for cathodic half reactions and anodic half reactions, respectively.

Table 7.4 Electrochemical parameters for the relationships in Table 7.3,

where k0j[ k0j;refe

�
L

DHj
R

�
1
TL

1
Tj;ref

��

nj aj

E0, j vs. SHE
(V) k0j,ref

DHj

(kJ/mol)
Tj,ref

(K)

j ¼ Fe 2 0.5a �0.447b
1:59� 105

�
mol

s$m2$M

�a 37.5a 298.15a

j ¼ Hþ 1 0.5a 0.000
5:18� 10�5

�
mol

s$m2$M

�a 30a 298.15a

j ¼ H2O 1 0.5c �0.8277b
2:70� 10�5

�
mol
s$m2

�c 30c 293.15c

j ¼ H2CO3 1 0.5a �0.381f
3:71� 10�2

�
mol

s$m2$M

�a 50a 293.15a

j ¼ HCO3
� 1 0.5d �0.615 f

7:37� 10�5

�
mol

s$m2$M

�d 50e 298.15e

Parameters obtained or recalculated from a, Nordsveen et al. [71]; b, CRC Handbook [75]; c, Zheng et al. [56]; d, Gray et al. [15];
e, Han et al. [12]; f, Linter and Burstein [76].



7.3.4 Effect of homogeneous reactions

As discussed earlier, it appears so far that the heterogeneous electrochemical reactions
at the metal surface govern the rate of the CO2 corrosion. However, because these
electrochemical reactions are heterogeneous surface processes, the rate of these
reactions is defined by the concentration of the reactants at the metal surface (see
Table 7.2), which is the reaction site, and can be very different from those in the
bulk solution. In particular, the concentration of the so-called corrosive species (reac-
tants of the cathodic reactions) at the metal surface may deplete if they are consumed at
a faster rate than they are replenished. Ultimately, if the rate of consumption by the
electrochemical reactions is sufficiently high, the process of supplying the reactants
to the metal surface becomes the rate-determining step, and the so-called limiting cur-
rent condition is reached. In CO2 corrosion, the limiting current is determined by two
main processes, the homogeneous chemical reactions occurring in the solution adja-
cent to the metal surface and mass transfer from the the bulk solution.

The effect of homogeneous chemical reactions in the water/CO2 system on the rate
of electrochemical reactions is probably the most important aspect of CO2 corrosion
that differentiates the uniform CO2 corrosion from the corrosion induced by strong
acids (e.g., HCl or H2SO4) or other weak acids, such as H2S and organic acids. There
are two major effects associated with homogeneous chemical reactions in CO2

corrosion:

1. The more significant effect is related to dissolved CO2 gas. Only w0.2% of dissolved CO2

molecules are hydrated to from H2CO3 according to the hydration equilibrium (reaction 7.ii).
This means that there is a large reservoir (buffer) of dissolved CO2 present in the solution to
replenish the H2CO3 concentration as it is consumed by dissociation and/or reduction at the
steel surface. Therefore, in addition to mass transfer of H2CO3 from the bulk solution, the
limiting currents are increased as a result of this hydration reaction, occurring in the solution
adjacent to the metal surface.

2. The second effect is associated with H2CO3 and its generic buffering ability as a weak acid.
Considering the H2CO3 dissociation reaction (reaction 7.iii), the concentration of Hþ at the
metal surface is buffered when the equilibrium shifts toward the right-hand side (i.e., con-
sumption of Hþ by the reduction reaction). Although this does not influence the limiting cur-
rent directly, it is of significance when discussing the mechanisms of charge transfer
controlled corrosion at high CO2 partial pressures.

The exact mechanism of the cathodic reactions involved in CO2 corrosion, i.e., the
sequence of electrochemical and chemical reactions, is a rather complex matter, in the
sense that it involves a number of electroactive species that are interrelated through
homogeneous chemical reactions. The arguments about the significance and the order
of chemical and electrochemical reactions can be found in the literature dating back to
1970s. De Waard and Milliams, in their well-known study on prediction of CO2 corro-
sion rates [77], proposed a catalytic mechanism shown in reactions (7.xxxi) and
(7.xxxii). The authors suggest that carbonic acid reduction (reaction 7.xxxi) is the
predominant cathodic reaction. This reaction is succeeded by the association of the
produced HCO�

3 and the Hþ present in the solution, to replenish the carbonic acid con-
centration through a homogeneous chemical reaction (reaction 7.xxxii).
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H2CO3ðaqÞ þ e� /HCO�
3ðaqÞ þ

1
2
H2ðgÞ (7.xxxi)

HCO�
3ðaqÞ þ Hþ

ðaqÞ!H2CO3ðaqÞ (7.xxxii)

In 1977, Schmitt and Rothmann studied the effect of flow velocity and CO2 partial
pressure on the cathodic limiting current densities [78]. The authors suggested that the
observed limiting currents in a CO2-saturated acidic solution is composed of a mass
transfer component associated with Hþ and H2CO3 and a chemical reaction component
associated with a surface hydration of adsorbed CO2. Hence, it was hypothesized that
the cathodic currents result from reduction of both Hþ and H2CO3, where the H

þ is sup-
plied only through mass transfer from the bulk solution, whereas H2CO3 is supplied
both by mass transfer from bulk and by hydration of CO2 at the metal surface [78].

Later in 1983, Wiȩckowski et al. studied the CO2 adsorption on electrodeposited
iron electrodes using radiotracer method [68]. The authors reported no detectable
adsorption of CO2 on the metal surface. Considering these findings, Gray et al. in
1989, suggested that the CO2 adsorption step in Schmitt and Rothmann’s mechanism
[78] is unnecessary for explaining the observed limiting currents [30]. Instead, the hy-
dration reaction was considered a homogeneous reaction occurring in the solution near
the metal surface. Using their proposed mechanism, the authors developed a mathe-
matical model with iron dissolution as the anodic reaction and Hþ, H2CO3, and water
reduction as the cathodic reactions. In their model, the surface concentration of Hþwas
defined by mass transfer from the bulk, whereas for H2CO3, the surface concentration
was defined by simultaneous consideration of the mass transfer and the preceding hy-
dration reaction [30]. This study was further extended toward higher pH values in 1990
[15]. In the latter study, Gray et al. suggest that the reduction of HCO�

3 ions also be-
comes significant at pH 6 and higher. In both studies, the experimental polarization
curves were compared with the results from the model showing reasonable agreement,
which further supported their proposed mechanism. The mechanism proposed by Gray
et al. in these two studies [15,30] has become the most commonly accepted mechanism
of CO2 corrosion ever since, and has been used in numerous related studies.

The introduction of more comprehensive mathematical models in 1990s and early
2000s provided more insight into the influence of homogeneous reactions
[71,72,79,80]. The key element in these models is the comprehensive consideration
of the homogeneous chemical reactions at the vicinity of the electrode surface. The
study by Turgoose et al. in 1992 was the first attempt to introduce one such model
for the case of CO2 corrosion [80]. Despite numerous simplifications and in some cases
dubious assumptions, the authors were able to demonstrate the feasibility of this
modeling approach. Considering the mass transfer limiting currents, the authors sug-
gest that the previously proposed mechanisms by De Waard and Milliams [77,81] and
Wiȩkowski et al. [70] are only limited interpretations of numerous possibilities result-
ing from the complex CO2 water chemistry in the vicinity of the metal surface. In
particular, the authors suggested that the bicarbonate direct reduction is not necessarily
required to explain the increased limiting currents in near-neutral CO2-saturated
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solutions [80]. This approach was improved in the study by Pots [79], who developed a
model for the calculation of limiting currents observed in CO2-saturated acidic solu-
tions. The author reported similar results as Turgoose et al. [80], suggesting that the
limiting currents can be adequately explained even if H2CO3 was not considered an
electroactive species [79]. As explained by the author, that is due to the local concen-
tration of chemical species at the metal surface that may deviate significantly from the
equilibrium at the bulk solution. Therefore, the homogeneous H2CO3 dissociation near
the metal surface, followed by electrochemical reduction of the produced Hþ ions, pro-
vides a parallel reaction pathway that is kinetically fast enough to result in the observed
limiting currents [79].

In a series of studies, Ne�si�c et al. further improved this modeling approach by incor-
porating detailed water chemistry and charge transfer rate calculations [71,72,82e84].
The significance of the homogeneous chemical reactions in the solution near the metal
surface was also emphasized by Ne�si�c et al. [72]. The authors confirmed Pots’ obser-
vation [79] that the limiting currents in CO2-saturated acidic solutions could be fully
explained without requiring H2CO3 to be electrochemically active. However, the au-
thors also noted that the predicted corrosion rates were in better quantitative agreement
with the experimental data when direct reduction of H2CO3 was included in the model,
but this mechanistic aspect was not further discussed [71,72].

It is important to notice that the more recent mechanistic arguments based on thor-
ough consideration of the homogeneous chemical reactions are of significance,
because they undermine the foundation of the commonly accepted mechanism, which
is mainly based on the behavior of limiting current densities (e.g., the study of Schmitt
and Rothmann [78] and Gray et al. [30,85]). Note that the initially proposed mecha-
nisms by Schmitt and Rothmann [78] and Gray et al. [30,85] do not consider the pos-
sibility of preceding dissociation of carbonic acid for Hþ reduction reaction.

In 2008, Remita et al. set out to investigate the significance of H2CO3 reduction re-
action in CO2-saturated acidic solutions [58]. The authors developed a mathematical
model similar to that of Ne�si�c et al. [72] and formed a quantitative discussion by
comparing the simulated polarization curves with experimental results. It was shown
that the cathodic currents in CO2-saturated solution at pH 4 can be reasonably
explained through Hþ reduction reaction alone [58]. The authors claimed that
H2CO3 reduction is therefore insignificant in CO2 corrosion. However, considering
the limited experimental range (pH 4 and 1 bar CO2), where the cathodic currents
are mostly under mass transfer influence (as shown in the data reported by Ne�si�c
et al. [29]), and the concentration of H2CO3 is low (less than 10�4), it is unrealistic
to generalize the observations reported in this study [58]. Note that, as discussed in
earlier studies, the limiting currents are identical whether H2CO3 was considered elec-
troactive or not.

This reaction sequence (i.e., H2CO3 dissociation followed by Hþ reduction) is
now known in the literature as the “buffering effect” mechanism. It needs to be
clearly distinguished from the “direct reduction” mechanism described earlier. Such
mechanistic discussions are not particular for CO2 corrosion, as similar arguments
have been put forward for various weak acids, such as acetic acid and hydrogen sulfide
[56,57,86,87]. Considering a generic weak acid, HA (e.g., H2CO3, HCO�

3 , H2S, HAc),
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its direct reduction can be expressed as reaction (7.xxxiii). As a weak acid that is only
partially dissociated in the solution, HA is also involved in homogeneous chemical
equilibrium described as reaction (7.xxxiv). In addition, in acidic solutions, the Hþ

reduction reaction occurs as shown in reaction (7.xxxv).

HAþ e� /
1
2
H2 þ A� (7.xxxiii)

HA#Hþ þ A� (7.xxxiv)

Hþ þ e� /
1
2
H2 (7.xxxv)

The “direct reduction” mechanism suggests that HA reduction (reaction 7.xxxiii) is
significant; therefore the cathodic currents in acidic solutions are the result of two elec-
trochemical reactions, HA reduction and Hþ reduction. On the other hand, the “buff-
ering effect” mechanism suggests that, reaction (7.xxxiii), the reduction of HA, is
insignificant as compared to reaction (7.xxxv), the reduction of Hþ. Therefore, the
dominant cathodic reaction in acidic solutions is Hþ reduction, while HA buffers
the concentration of Hþ ions at the surface through the homogeneous reaction
(7.xxxiv).

These two mechanisms may be qualitatively distinguished by studying the behavior
of charge transfer controlled cathodic currents [57,86]. If the concentration of the com-
mon reactant between the two possible mechanisms (Hþ) is kept constant, each mech-
anism shows a distinct behavior as the concentration of the weak acid is increased
(Fig. 7.2) [86]. For the case of the “buffering effect”mechanism, no significant change
in charge transfer controlled currents is expected, because the weak acid is not electro-
chemically active. On the other hand, for the “direct reduction” mechanism the charge
transfer controlled cathodic currents are increased as the concentration of the reactant
(the weak acid) is increased. Note that the magnitudes of the limiting current in both
mechanisms are identical. In addition, as shown in Fig. 7.2(a), in certain conditions a
secondary limiting current wave may also be observed in the case of “direct reduction”
mechanism.

Examples for both mechanisms at play are available from experimentation, as
shown in Fig. 7.3. In Fig. 7.3(a) it is demonstrated that H2S follows the direct reduction
mechanism with a clear secondary limiting current observed at moderate and high H2S
concentrations [56]. On the other hand, the buffering effect mechanism was shown to
be the dominant reaction pathway in the case of acetic acid reduction (Fig. 7.3(b)),
where no significant change in charge transfer controlled currents were observed
with acetic acid (HAc) concentrations up to 500 mass ppm [86].

Considering the possibilities of the “direct reduction” and “buffering effect” mech-
anisms, Tran et al. focused on the study of the H2CO3 reduction reaction [88]. The au-
thors noted that, even at higher CO2 partial pressures the pure charge transfer
controlled cathodic currents are not clearly observed on an X65 mild steel surface
and that this hypothetical behavior cannot be easily verified. Therefore, the stainless
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steel electrodes, being a nobler substrate, was used to eliminate the interference by the
anodic iron dissolution reaction. By comparing the steady-state voltammograms for
pH 4 and pH 5 at 1 and 10 bar CO2 partial pressures, the authors reported a behavior
resembling that shown in Fig. 7.2(b) and hence concluded that the cathodic currents in
CO2-saturated solutions follow the “buffering effect” mechanism [88]. However,
considering the effect of alloying compounds of stainless steel (w20 wt% Cr and
10 wt% Ni) and their corresponding passive films, on the electroactivity of the metal
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Figure 7.2 Hypothetical cathodic steady state voltammograms at a constant pH and two
different concentrations of a weak acid (solid black line < dashed black line). Black lines: net
current, dotted-dashed blue lines: Hþ reduction without weak acid present, and dashed green
lines: weak acid direct reduction. (a) Direct reduction mechanism and (b) buffering effect
mechanism. SHE, standard hydrogen electrode.
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surface, the observed mechanism for cathodic currents cannot be applied to mild steel
without further verifications.

The discussion in this section shows a continuous development in understanding
the fundamental mechanism of cathodic reactions involved in CO2 corrosion
over the years. Despite that, there are still various important aspects that remain
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Figure 7.3 Polarization behavior of X65-API mild steel at pH 4 and 30�C (86�F). (a) H2S
system with total pressure ¼ 1 bar (14.5 psi), 1000 rpm rotating cylinder electrode and various
pH2S expressed in volume percent. (b) Acetic acid (HAc) system at 2000 rpm rotating disk
electrode and various total HAc concentrations expressed in mass fraction. SHE, standard
hydrogen electrode.
(a) Data taken from Y. Zheng, B. Brown, S. Ne�sic, Electrochemical study and modeling of H2S
corrosion of mild steel, Corrosion 70 (2014) 351e365. (b) Data taken from A. Kahyarian,
B. Brown, S. Nesic, Mechanism of cathodic reactions in acetic acid corrosion of iron and mild
steel, Corrosion 72 (2016) 1539e1546.
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controversial and require further investigations. The effect of CO2 and carbonated spe-
cies on the mechanism of iron dissolution reaction, the electrochemical mechanism of
hydrogen evolution reactions, and the significance of direct H2CO3 and HCO�

3 reduc-
tion are among the subjects that require further elucidation.

7.3.5 Effect of mass transfer

In CO2 corrosion, in addition to the homogeneous chemical reactions as discussed in
Section 7.3.4, the mass transfer from the bulk solution is another process replenishing
the concentration of the corrosive species at the metal surface as they are consumed in
the corrosion process. The importance of mass transfer is acknowledged in many
studies [89e92]. For example, Fig. 7.4 demonstrates the effect of fluid velocity on
the observed corrosion rates at 1 bar (14.5 psi) CO2 and various pH values. The in-
crease of corrosion rate by increasing the fluid velocity suggests that corrosion currents
are under mass transfer influence at this specific conditions. However, the effect of the
fluid velocity on the corrosion rate may decrease, if the solution is highly buffered
(e.g., high CO2 partial pressure ðPCO2 > 10 barð145 psiÞÞ [93], or in the presence of
organic acids [67]). In such conditions the limiting current is significantly increased
by the high rate of the chemical reactions and the corrosion rate is controlled by the
rate of electrochemical reactions, which are not influence by the mass transfer rate.

The mass transfer in a corroding system consists of a molecular diffusion compo-
nent, induced by the concentration gradient of the chemical species; an electromigra-
tion component, as the result of ionic movement in the presence of an electric field; and
a convective flow component due to the movement of the bulk solution. The flux of
each chemical species (i) involved in the corrosion process may therefore be expressed
through the well-known NernstePlanck equation:

Ni ¼ �DiVCi � ziuiFCiVfþ vCi (7.4)

The term “vCi” represents the convective flow toward the metal surface. In turbulent
flow regime, commonly observed in transmission pipelines, turbulent mixing domi-
nates the bulk movement of the fluid and can be characterized in terms of eddy diffu-
sivity and lumped in with the molecular diffusion term.

Considering the typical conditions of CO2 corrosion, Eq. (7.4) can be simplified by
assuming the electromigration term is negligible. This assumption is valid in free
corroding, nonpolarized systems with sufficient ionic strength, where the potential
gradient inside the solution (Vf) is small. In its simplest form, the flux of chemical
species can be described by the mass transfer coefficient (km) as shown in Eq. (7.5),
where the mass transfer coefficient can be expressed in terms of the dimensionless
Sherwood number (Sh) in Eq. (7.6).

Ni ¼ km
�
Cb � Cs� (7.5)

km ¼ ShD

L
(7.6)
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Figure 7.4 Effect of flow velocity on corrosion rate at 1 bar (14.5 psi) CO2, 20�C (68�F), 1 wt%
NaCl, and different pH values. Blue circles: pipe flow (15 mm ID), red squares: rotating cylinder
(10 mm OD).
Data taken from S. Nesic, G.T. Solvi, J. Enerhaug, Comparison of the rotating cylinder and pipe
flow tests for flow-sensitive carbon dioxide corrosion, Corrosion 51 (1995) 773e787.
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The mass transfer coefficients for various flow regimes and geometries have been
extensively studied. For the turbulent flow around a rotating cylinder electrode, the
correlation of Eisenberg et al. [94] or other similar correlations can be used [95].
The mass transfer correlation in fully developed turbulent flow through smooth,
straight pipes was defined by Berger and Hau [96]. For other conditions such as multi-
phase flow and flow around U-bends and elbows, similar correlations can also be
readily found in the literature [97e101].

For an electrochemical reaction at steady state, the rate at which the electroactive
species are transferred toward/away from the surface is equal to the rate of the charge
transfer reaction at the surface. Therefore, the current density can also be expressed in
terms of mass transfer via Eq. (7.7).

i ¼ nFkmðCb�CsÞ (7.7)

In Eq. (7.7) Cb and Cs are the concentrations of the electroactive species in the bulk
solution and at the metal surface, respectively. The value of Cs appearing in Eq. (7.7)
and the current/potential relationships of Table 7.3 are generally unknown. However,
for a first-order electrochemical reaction it can be shown that:

1
i
¼ 1

ict
þ 1
ilim

(7.8)

The ict term in Eq. (7.8) is the charge transfer controlled current, when the electro-
chemical reaction is proceeding without any mass transfer resistance, and it can be
calculated as discussed in Section 7.3.3 knowing that Cs ¼ Cb. The ilim is the mass
transfer limiting current that is defined by Eq. (7.7) when Cs ¼ 0.

For an electrochemical reaction preceding a chemical reaction, such as H2CO3
reduction that follows the CO2 hydration reaction, the limiting current is a combination
of mass transfer and the chemical reaction and is obtained by simultaneous consider-
ation of both processes. A composite limiting current calculation for H2CO3 reduction
on a rotating disk electrode was implemented in the model developed by Gray et al.
[15,30], and it is described in detail elsewhere [102]. Similar theoretical calculations
for turbulent flow regimes of rotating cylinder electrode and straight pipe flow were
developed and implemented by Ne�si�c et al. [103,104]. The mathematical expression
developed by Ne�si�c et al. is shown in Eq. (7.9) [103]. In a sense, this equation
is the chemical reaction limiting current multiplied by a correction factor (the
coth(dd/dr) term) to account for the effect of turbulent mixing.

ilim;H2CO3
¼ nH2CO3FC

b
H2CO3

�
Dkb;hyd

�1=2coth dd
dr

(7.9)

dd ¼ D=km (7.10)

dr ¼
�
D


kb;hyd

�1=2 (7.11)

166 Trends in Oil and Gas Corrosion Research and Technologies



The CO2 corrosion of mild steel is also often accompanied by the formation of a
corrosion product layer. The deposited corrosion product on the steel surface can be
characterized as a solid porous layer that acts as an additional mass transfer barrier.
In this case, the limiting current appearing in Eq. (7.8) can be calculated using a com-
posite mass transfer coefficient to account both for the flow effect and the resistance
caused by the corrosion product layer. This composite mass transfer coefficient fol-
lows Eq. (7.12), where km is the mass transfer coefficient due to the flow, as shown
in Eq. (7.5), and kd is the mass transfer coefficient inside the porous layer.

1
kcomp:

¼ 1
km

þ 1
kd

(7.12)

The mass transfer coefficient inside the corrosion product layer, kd, can be quanti-
fied as diffusion through a porous medium:

kd ¼ εsD
dl

(7.13)

In Eq. (7.13), the ε and s terms are porosity and tortuosity of the corrosion product
layer, respectively, D is the diffusion coefficient, and dl is the corrosion product layer
thickness. In addition to decreasing the mass transfer of the corrosive species to the
surface, the solid corrosion product layers impede corrosion also by covering/blocking
the steel surface at locations where they are attached, making them unavailable for
electrochemical reactions (see Fig. 7.5). A more detailed description of the corrosion
product layers is given in the following chapter.

FeCO3

Fe

2 
µm

Figure 7.5 A transmission electron microscope image of mild steel surface with iron carbonate
corrosion product layer. Little corrosion is seen at locations where iron carbonate is attached to
the steel surface with most of the attack happening in the highlighted area between iron
carbonate grains.
Adapted from Jiabin Han, Galvanic Mechanism of Localized Corrosion for Mild Steel in Carbon
Dioxide Environments (Doctoral dissertation), Ohio University, 2009.
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7.4 Corrosion product layers

In CO2 corrosion, one almost always encounters formation of corrosion product layers.
These will typically be made up of one or more of the following compounds:

• iron carbide (cementite)
• iron carbonate (siderite)
• iron oxide (magnetite)

7.4.1 Iron carbide (Fe3C)

Iron carbide (Fe3C) is often labeled as the uncorroded portion of the steel. It is primar-
ily associated with mild steels having a high carbon content and a ferritic-pearlitic
microstructure. During corrosion of such steel, the ferrite phase dissolves and a porous
iron carbide network is exposed (see Fig. 7.6). Given that iron carbide is an electronic
conductor, this porous network serves as an additional cathodic surface for reduction
of corrosive species, which would lead to an increase in the corrosion rate. On the other

Epoxy 

Steel 

(a) (b) 

(c) (d) 

15 kV X 250 100 µm 11 55 BES

Figure 7.6 A cross-section of a mild steel specimen after 41 h of exposure in a 3 wt% NaCl
aqueous solution, 80�C (176�F), pH 6, pCO2 ¼ 1 bar (14.5 psi). Scanning electron micro-
scopy images of the (a) top view showing the iron carbide network, (b) cross-section view, and
(c) and (d) the respective energy dispersive spectroscopy spectrum [105].
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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hand, it also presents an additional diffusion barrier, making it harder for the corrosive
species to reach the steel surface, which would lead to a slight decrease in the corrosion
rate. The porous iron carbide network also makes it harder for the ferrous ions to
diffuse away into the bulk solution, enhancing their buildup at the steel surface.
With other conditions being favorable (e.g., elevated temperature) this may lead to pre-
cipitation of protective iron carbonate within the pores of the iron carbide corrosion
product layer (discussed later), dramatically decreasing the corrosion rate (see
Fig. 7.7). Finally, the porous iron carbide corrosion product layer can also impede
organic corrosion inhibitors from adsorbing on the underlying steel surface, although
how and why this happens is not properly understood. Owing to this multitude of
opposing effects, the overall influence of iron carbide corrosion product layers on
CO2 corrosion of mild steel is often simply ignored; however, research is underway
to further qualify and quantify these effects.

Epoxy

Steel

15 kV X 250 100 µm 10 55 BEC
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Figure 7.7 A cross-section of a mild steel specimen after 90 h of exposure in a 3 wt% NaCl
aqueous solution, 80�C (176�F), pH 6, pCO2 ¼ 1 bar (14.5psi). Scanning electron microscopy
images of the (a) top view showing the iron carbide network, (b) cross-section view, and
(c) and (d) the respective energy dispersive spectroscopy spectrum. The steel surface cross-
section (c) was etched with 2% Nital [105].
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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7.4.2 Iron carbonate (FeCO3)

When the buildup of ferrous ions in the CO2 aqueous solution exceeds the solubility of
iron carbonate, it will precipitate according to reaction (7.xxxvi).

Fe2þ þ CO3
2� / FeCO3 (7.xxxvi)

As discussed earlier, a porous iron carbonate corrosion product layer formed on the
steel surface can slow down the corrosion process by presenting a diffusion barrier for
the species involved in the corrosion process and by covering/blocking a portion of the
steel surface and protecting it from corrosion.

Iron carbonate corrosion product layer morphology and its protectiveness strongly
depend on the precipitation rate. The other important factor is corrosion of the under-
lying steel surface, which continuously “undermines” the iron carbonate layer. As
voids are being created by corrosion, they are filled by the ongoing precipitation,
with the final morphology and ultimately its protectiveness hanging in the balance.
When the rate of precipitation largely exceeds the rate of undermining by corrosion,
a dense well-attached and protective layer forms, sometimes very thin (w1e10 mm)
but still protective (see Fig. 7.8). Vice versa, when the corrosion process undermines
the newly formed scale faster than precipitation can fill in the voids, a porous and
unprotective layer forms, which can sometimes be very thick (w10 me100 mm)
and still be unprotective. Therefore, it is not the thickness and overall appearance
of the iron carbonate layer that are best indicators of its protectiveness, rather it is
the density and particularly the degree of attachment to the steel surface that are
dominant.

15 kV

FeCO3

Fe

X1,900 10 µm 10 50 BES

5.58 µm

Figure 7.8 Scanning electron microscopy images of a cross-section of a mild steel specimen
after 72 h of exposure in a 3 wt% NaCl aqueous solution, 80�C (176�F), pH 6.6, pCO2 ¼ 0.5 bar
(7.25 psi), showing a thin and protective iron carbonate corrosion product layer.
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Many factors affect the formation of iron carbonate corrosion product layers.
The most important one is water chemistry, and the concept of supersaturation, which
is defined as:

SFeCO3 ¼
CFe2þCCO3

2�

Ksp
(7.14)

where Ksp is the iron carbonate dissolution equilibrium constant [106]. Owing to the
relatively slow kinetics of iron carbonate precipitation, supersaturation with respect to
iron carbonate has to be greatly exceeded (by a factor of 10e100) to form a protective
iron carbonate layer. This usually happens at high pH, which is a key precondition for
protective iron carbonate layer formation (pH > 6). It should be pointed out that this
refers to the pH at the steel surface where precipitation happens, which is always
higher than pH in the bulk, often by a whole pH unit or even two, particularly in the
presence of other types of diffusion barriers such as iron carbide layers described
earlier. Temperature is another very important factor. At room temperature, the process
of iron carbonate precipitation is very slow and unprotective layers invariably form,
even at very high supersaturation values. Conversely, at higher temperatures
[T > 60�C (140�F)] precipitation proceeds rapidly enough to yield dense, well-
attached, and very protective surface layers, even at low supersaturation.

7.4.3 Iron oxide (Fe3O4)

At even higher temperatures [T > 100�C (212�F)] iron oxide (magnetite) will form in
CO2 aqueous solutions. When thermodynamic conditions are favorable for the forma-
tion of magnetite (high pH and high temperature), it appears rapidly, forming a very

1 µm

Figure 7.9 Scanning electron microscopy image of the top surface and transmission electron
microscopy image of the cross-section of steel surface exposed for 4 days at 200�C (392�F),
pCO2 ¼ 1 bar (14.5 psi) at 25�C (77�F), 1 wt% NaCl.
Reproduced with permission from Tanaporn Tanupabrungsun, Thermodynamics and Kinetics of
Carbon Dioxide Corrosion of Mild Steel at Elevated Temperatures (Doctoral dissertation), Ohio
University, 2013.
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thin (w1 mm) and very protective layer, tightly adhering to the steel surface (see
Fig. 7.9). When a magnetite layer forms, the corrosion rates typically decrease by
one order of magnitude or more. Actually, there are indications that some magnetite
forms even at temperatures lower than 100�C (212�F) and is often very hard to detect
as it appears in small quantities in cavities and pores of the iron carbonate corrosion
product layer, contributing to overall protectiveness.

Other salts can precipitate to form even more complex surface layers that may affect
the corrosion rate. The most important are iron sulfides, which form in H2S-containing
aqueous solutions, covered elsewhere in this monograph. Scales containing calcium
carbonate, barium sulfate etc., may form in environments containing formation water,
also affecting the protectiveness of surface layers [107]. A more complete analysis of
scaling and factors that affect it is beyond the scope of the present review.

7.5 Additional aqueous species

The CO2 corrosion is often complicated by the presence of additional aqueous species.
Most important examples are:

• Organic acids
• Hydrogen sulfide
• Chlorides

7.5.1 Organic acids

The first reports on the effect of organic acid in CO2 corrosion of mild steel appeared in
the 1940s, where it was shown that even concentrations as low as 300 ppm can cause
severe corrosion of pipeline steel [108]. A number of low-molecular-weight, water-
soluble, organic/carboxylic acids are found in oil-field brines, such as formic acid
(HCOOH) and propionic acid (CH3CH2COOH); however, acetic acid (CH3COOH
or shortly HAc) is by far the most prevalent organic acid causing corrosion problems
for mild steel. In 1983, Crolet and Bonis reported that the presence of HAc in the brine
increased the corrosion rate of mild steel significantly [109]. Subsequently, carbon di-
oxide corrosion in the presence of acetic acid has been the subject of numerous studies.
These include laboratory investigations in model systems using electrochemical
methods, such as cyclic voltammetry [110,111], potentiodynamic sweeps
[86,112,113], electrochemical impedance spectroscopy [114,115], as well as corrosion
experiments using field brines [109,116,117]. The detrimental effect of acetic acid was
primarily seen at high temperatures (>50�C) and in the lower pH range (pH 3.5e5.0).
Similar to carbonic acid, HAc is also a weak, partially dissociated acid, according to
reaction (7.xxxvii).

HAcðaqÞ#HðaqÞþ þ AcðaqÞ� (7.xxxvii)

The pH determines the distribution of the acetic species in the solution, as shown in
Table 7.5 for a typical pH range of oil-field brines. Clearly, at pH 4, corresponding to a
pure water/CO2 system seen, for example, in condensed water, most of the acetic
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species are in the form of undissociated acid. The opposite is true at pH 6.6, typical for
heavily buffered brines, where most of the acetic species are in the form of acetate ion.

Similar to the case of carbonic acid corrosion, the mechanism of acetic acid corro-
sion has been intensely debated in the last 2 decades. Although many studies suggest
that the increased corrosion rates in the presence of acetic acid is due to its direct reduc-
tion at the metal surface [32,111,115,118e121], others suggest that acetic acid corro-
sion follows the buffering effect mechanism [57,67,122,123]. It has now been
established that the buffering effect is dominant [57,86] and that the most influential
factor is the concentration of the undissociated (“free”) acetic acid and not the acetate
ion. Therefore, one can appreciate that the organic acids are a major corrosion concern
primarily at lower pH values [114,124]. The overall corrosion reaction due to acetic
acid can be written as reaction (7.xxxviii).

FeðsÞ þ 2HAcðaqÞ/ FeðaqÞ 2þ þ 2AcðaqÞ � þ H2ðaqÞ (7.xxxviii)

Another aspect of the acetic acid effect is related to how it affects protective corro-
sion product layers typically found on the steel surface exposed to aqueous CO2 solu-
tions. Iron acetate is very soluble and is not found as a solid deposit on the steel surface
in the pH range of interest in the oil and gas industry. However, iron carbonate, which
is often present, can be protective as described earlier. There seems to be an interaction
where acetic acid leads to destabilization of protective iron carbonate layers that may
result in localized attack, although the mechanism is not known clearly
[122,125e127]. This is the subject of some ongoing investigations.

7.5.2 Hydrogen sulfide

Corrosion of mild steel in the presence of aqueous hydrogen sulfide (H2S) has also
been extensively investigated in the last few decades [56,59,60,74,87]. Aqueous
H2S is another weak acid that affects the speciation and is directly involved with
the electrochemical reactions at the steel surface. It was confirmed that hydrogen sul-
fide follows the direct reduction mechanism (see Section 7.3.4) [56,59,60]. A number
of different solid iron sulfides can form as corrosion product layers, some of which are
protective. This topic is covered in a separate chapter in the present monograph and
will not be discussed here any further.

Table 7.5 Acetic acid species distribution at various
pH values at 808C (1768F)

pH [HAc]/mol% [AcL]/mol%

4 88 12

5 42 58

6 6.8 93.2

6.6 1.8 98.2
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7.5.3 Chlorides

A very common species found in oil-field brines is the aqueous chloride (Cl�) anion,
which can be present anywhere from a fraction of a percent to over 10% by weight.
Chlorides are generally considered to be detrimental in CO2 corrosion of mild steel
and are often lumped in with aqueous CO2, organic acids, and H2S, even if they are
neither acidic species nor electroactive. Many of the arguments about the detrimental
effect of chlorides are either purely circumstantial or are blindly transposed from sys-
tems involving stainless steel corroding in aerated solutions, which is clearly inade-
quate. Actually, it was shown that uniform CO2 corrosion rate of mild steel
significantly decreases with an increase of chloride concentration (above a few
wt%) [128,129]. This is due to a retardation of homogenous physicochemical pro-
cesses underlying corrosion, such as diffusion and chemical reactions, occurring in
nonideal solutions loaded with chlorides.

On the other hand, the presence of chlorides increases electrical conductivity of the
solution, and in the case of nonideal solutions, it increases the solubility of solid corro-
sion products. This has been thought to be the reason for failure of protective iron car-
bonate corrosion product layers and localized corrosion in brines with high chloride
concentrations. However, it is still not clear if this effect is specific to chlorides or
is a generic effect caused by nonideality and high conductivity of the electrolyte.

7.6 Multiphase flow effects

In the field, CO2 corrosion almost always happens in flowing solutions and often in the
context of multiphase flow. Multiphase flow can be defined as the concurrent flow of
substances having two or more phases. A phase refers to a state of a substance, such as
gas, liquid, or solid. The term multiphase flow is used also to refer to the concurrent
flow of two or more substances that are of the same phase but do not mix and are either
present as continuous or dispersed in the other [130]. In pipes, a variety of multiphase
flow patterns may arise [131]. These flow patterns are often represented as bounded
areas in a two-dimensional graph, termed a flow pattern map or flow regime map.
An example of a flow pattern map is given in Fig. 7.10. The boundaries on the map
are the transition lines, which are a function of flow rates, fluid physical properties,
and pipe orientation [132].

Theoretically, there are two main ways that flow may affect CO2 corrosion of mild
steel: through mass transfer or via mechanical means. Turbulent flow enhances mass
transport of species to and away from the steel surface by affecting transport through
the boundary layer as described in Section 7.3.5. It has been argued that mass transfer
often plays a relatively small role, as the CO2 corrosion rate is often controlled by
charge transfer or is limited by a slow chemical CO2 hydration step, or is controlled
by a protective corrosion product layer, as mentioned in Section 7.3. On the other
hand, intense flow could theoretically lead to mechanical damage of protective iron
carbonate corrosion product layers or inhibitor films. Both these mechanisms are
aggravated by flow disturbances, such as valves, constrictions, expansions, and bends,
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where a local increase of near-wall turbulence is seen. The same is true for some multi-
phase flow regimes, which are commonplace in the field.

When it comes to the mechanical effects of flow on corrosion, the wall shear stress
(WSS) has often been used as the relevant parameter to characterize this interaction.
The operating hypothesis was that at some sufficiently high WSS the hydrodynamic
forces at the corroding steel surface may lead to mechanical damage of the protective
corrosion product layers or inhibitor films.

In single-phase liquid flow, the WSS can be readily calculated and is typically of the
order of 1e10 Pa. In horizontal two-phase gaseliquid flow, laboratory investigations
at atmospheric conditions have shown that the maximum WSS is of the order of
100 Pa, obtained in the slug flow regime [133]. Using mathematical modeling, it is
estimated that the highest practical wall shear stress that could be expected in multi-
phase flow seen in the field is of the order of 1000 Pa [133]. These values are several
orders of magnitude lower than the reported adhesion strength of inhibitor films or pro-
tective iron carbonate layers, which are of the order of 106 Pa or even higher
[133e136]. This suggests that mechanical removal of protective films or layers solely
by mechanical forces (WSS) typically seen in the field is very unlikely. The only
exception are some very specific multiphase flow conditions that lead to cavitation
or droplet impingement, when very large short-lived hydrodynamic stress fluctuations
at the pipe wall are seen that can damage the protective inhibitor films and corrosion
product layers, leading to localized attack. Even in those cases, using excess corrosion
inhibition makes it possible to overcome the problem [137].

Another very important feature of multiphase flow is related to the so-called water
wetting. Internal corrosion in pipelines occurs only if the water phase wets the internal
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Figure 7.10 Three-phase flow patterns and flow pattern map. Transitions for two-phase flow
were included in the map for comparison.
Reprint with permission from K. Kee, A Study of Flow Patterns and Surface Wetting in Gas-Oil-
Water Flow (Doctoral dissertation), Ohio University, 2014.
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steel surface, a condition termed water wetting. When oil is in contact with the internal
pipe surface, a scenario called oil wetting, corrosion cannot occur. The multiphase flow
factors that lead to one or the other scenario are primarily water cut (amount of water),
flow regime, and pipe orientation [138,139]. These factors influence the physical distri-
bution of fluids across the pipe cross-section and across the length of the pipeline.
Another factor that affects water wetting is wettability (ability to wet a surface), which
is a function of the state of the steel surface and the chemical compositions of the
aqueous and hydrocarbon phases. Stable water wetting is most often encountered in
horizontal oilewater and oilewateregas multiphase flow. At a low flow rate, the water
flows separately as a continuous phase at the bottom of the line and can lead to corro-
sion. As the flow rate increases, and the main flow gains sufficient turbulence, this leads
to gradual water entrainment and a transition to oil wetting, decreasing the likelihood of
corrosion. However, even at high flow rates, when most of the water is entrained, it is
possible to have water accumulate at low spots in the line, leading to corrosion.

The presence of solids, such as produced sand, and other inorganic and organic solid
matter further complicates the effects of multiphase flow on corrosion. At high flow
rates, the entrained solids may impinge on the internal pipe wall and lead to mechanical
removal of any protective layer and, in extreme cases, the erosion of the underlying steel
itself. This effect is particularly pronounced at flow disturbances, such as tees, valves,
bends, constrictions, and expansions, and in intermittent flow patterns, such as slug
and churn flow [140,141]. At the other end of the spectrum, at very low flow rates,
settling of solids may occur, leading to so-called under-deposit corrosion [142,143].
Under-deposit corrosion becomes an issue when corrosion inhibitors are unable to pene-
trate through the solids and cannot protect the surface covered by the porous layer of
solids, or when this layer leads to initiation of microbiologically induced corrosion.

Dewing corrosion often termed top-of-line-corrosion (TLC) occurs in wet gas pipe-
lines, when there is a significant temperature difference between the transported fluids
and the outside environment. When the gas/liquid flow is stratified, saturated water va-
por condenses and forms water droplets on the side and the top of the internal walls of
the pipeline. These quickly become saturated with acid gases (CO2, H2S, organic
acids), leading to corrosion [144e146]. There is no simple mitigation method avail-
able, especially considering that the use of standard corrosion inhibitors is not feasible
as they are typically liquids that do not readily evaporate and cannot reach the affected
portions of the pipeline. This type of attack is very dependent on the rate of water
condensation, temperature, and solubility of corrosion products. A key aspect of un-
derstanding the mechanism is the interaction between water condensation, corrosion,
evolution of the chemistry in the condensed water, and formation of the corrosion
product layers (usually iron carbonate) [147,148].

7.7 Effect of crude oil

In some cases the crude oil contains compounds that adsorb onto the steel surface
either during oil wetting periods or by first partitioning into the water phase
[139,149,150]. The most common surface active organic compounds found in crude
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oil that have surfactant properties are those containing oxygen, sulfur, and nitrogen in
their molecular structure. Furthermore, both asphaltenes and waxes have shown some
beneficial inhibitive effects on corrosion [151]. Our present understanding of these
phenomena is at best qualitative, making it virtually impossible to make any reliable
predictions. When it comes to the effects of wetting, as described earlier, various crude
oils have widely varying capacities to entrain water. Typically it takes much higher
flow rates for light oils to entrain water (v > 1.5 m/s) because of their lower density
and viscosity. Some heavier oils are able to do the same at velocities as low as
0.5 m/s. However, the chemical composition of crude oils, particularly the content
of surface active substances, is just as important for wettability as are their physical
properties.

7.8 Localized corrosion

There are many causes of localized CO2 corrosion. In general, localized corrosion will
occur at locations where important factors affecting corrosion (listed later in the discus-
sion) are significantly different from elsewhere on the surface of the same structure.
Such locations may therefore become local anodes with a higher local rate of iron
dissolution, with respect to the rest of the structure surface. Localization of corrosion
covers a broad range of length scales. In some cases, localized corrosion amounts to
having a section of a pipeline measured in meters corroding much faster than the
rest of the pipeline measured in kilometers (see Fig. 7.11(a)). This could happen,
for example, as a result of water accumulation at a low spot in a line. On the other
end of the spectrum, we can have very small pits, measured in millimeters, propagating
much faster than the large surface area around it, measured in meters, that remains un-
affected by corrosion. An example would be microbiological attack shown in
Fig. 7.11(b), or one could have a pit micrometers in size, with millimeters of the metal
surface around it not corroding at all (see Fig. 7.11(c)).

Factors that can lead to localized corrosion of mild steel in CO2 solutions may be
flow related, chemical, metallurgical, or biological. Each of these four main categories
can be further refined, as follows:

• Flow-related causes of localized CO2 corrosion
• Mechanical (momentum transfer related)

- Water settling and water wetting
- Solids settling and under-deposit attack
- Droplet impingement
- Solids impingement and erosion

• Thermal (heat transfer related)
- Water condensation in wet gas flow
- Cavitation

• Mixing (mass transfer related)
- Transport of corrosive species to the metal surface
- Transport of corrosion products away from metal surface
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• Chemical-related causes of localized CO2 corrosion
• Poor or partial inhibition
• Change of pH
• High chlorides and/or ionic strength
• Organic acids
• Oxygen
• H2S and elemental sulfur

• Metallurgical
• Inclusions
• Welds
• Iron carbide

• Biological
• Sulfur-reducing bacteria
• Acid-producing bacteria

In many cases, the various effects are intertwined and cannot be readily separated.
For example, flow may affect the rate of chemical processes via mass transfer, leading
to a rapid dissolution of a protective corrosion product layer, or a chemical change can

15 kV X2,000
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Figure 7.11 Localized corrosion at different scales. (a) Section of a pipeline exhibiting severe
localized corrosion due to solids and bacteria growth at the groove. (b) Top surface of a
pipeline section exhibiting a pit due to microbiologically induced corrosion attack. (c) A cross-
section of mild steel surface showing failure of an iron carbonate protective corrosion product
layer and localized attack due to the presence of acetic acid.
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be at the root of biologically induced localized corrosion by acid-producing bacteria,
and so on. Clearly, there are many factors whose variation across the metal surface
may lead to localized corrosion, including some that may not be covered by the afore-
mentioned list. A comprehensive explanation of all these exceeds the scope of the pre-
sent review. However, in most cases the final effect amounts to local failure of a
protective layer, whether a corrosion product layer or an inhibitor film. In some situ-
ations, this is aggravated by a galvanic effect that may result in localized corrosion
rates exceeding the bare steel corrosion rate [152].

7.9 Inhibition of CO2 corrosion

Mild steel corrosion can be significantly reduced by the addition of corrosion inhibi-
tors. These inhibitors are defined as chemicals that retard corrosion when added to an
environment in small concentrations [153]. Typical organic corrosion inhibitors are
cationic surfactant compounds with an amphiphilic molecular structure. They are often
referred to as film forming as they form very thin protective films by adsorbing at steel
surfaces [154e156]. The amphiphilic inhibitor molecules consist of a polar head group
and a nonpolar hydrocarbon tail. Polar head groups are often based on nitrogen-
containing groups, such as amines, amides, quaternary ammonium, or imidazoline-
based salts, as well as functional groups containing oxygen, phosphorus, and/or sulfur
atoms. The length of a hydrocarbon tail, which is attached to a polar group, varies be-
tween 12 and 18 carbon atoms [155]. Fig. 7.12 shows some common corrosion inhib-
itor molecules, with thioglycolic acid included, as it is commonly added to inhibitor
“packages” (complex formulations containing a wide range of compounds used in field
applications).

Corrosion inhibitor molecules, being surfactant compounds, form molecular aggre-
gates in a bulk solution when they exceed the solubility limit. The concentration at
which the molecules begin to aggregate is termed the critical micelle concentration
(CMC) [157,158]. At or above the CMC, the inhibitor molecules will form ordered
molecular structures as well as adsorbed surfactant monolayers or bilayers on metal
surfaces. At hydrophilic surfaces, more than one layer of surfactant molecules can
form. As a result, corrosion inhibitors are more effective at concentrations above
CMC than soluble inhibitor systems below the CMC [159].

The function of the polar head groups is to provide bonding between inhibitor mol-
ecules and the steel surface. This can be achieved by chemisorption, whereby polar
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Figure 7.12 Examples of common organic corrosion inhibitors: (a) phosphate esters, (b) quaternary
ammonium salts, (c) amidoethylimidazolines, and (d) thioglycolic acid.
Reprint with permission from Marian Babic, Role of Interfacial Chemistry on Wettability and
Carbon Dioxide Corrosion of Mild Steels (Doctoral dissertation), Ohio University, 2017.
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groups develop intramolecular bonds at and with the surface, or by physisorption
whereby they are bound to the surface by intermolecular forces [156]. Hydrophobic
tails, which are facing the aqueous phase, provide a diffusion barrier for corrosive spe-
cies because of steric repulsion of the hydrophobic tails [160]. Fig. 7.13 shows the
measured corrosion rate as a function of inhibitor concentrations for one fatty amino
surfactant-based corrosion inhibitor [161]. As can be seen from Fig. 7.13, the inhibi-
tion efficiency enhances with an increase of the inhibitor concentration.

The use of corrosion inhibitors is often considered as the most cost-effective solu-
tion for corrosion control in wells, pipelines, and production facilities carrying sweet or
mildly sour wet hydrocarbons. The integrity of such structures heavily relies on the
effectiveness of the corrosion inhibition program in place. Corrosion inhibition is
not selected in the same way for different methods of production. Similarly, good
corrosion control will vary with different fluid compositions, environmental condi-
tions, production rates, and different flow regimes.

Gregg and Ramachandran highlighted the many different approaches for devel-
oping the proper chemistry of inhibitors for subsea applications [162]. Likewise,
Cassidy provided ideas for design of inhibitors for acid corrosion mitigation [163].
One of the focus areas in corrosion inhibitor development technology is in providing
environmentally safe chemicals that perform well at elevated temperatures. Inhibitor
partitioning between the aqueous and hydrocarbon phases and compatibility with
the other injected chemicals are additional issues that need to be considered. Interac-
tion of inhibitors with corrosion product layers and scales, particularly various forms
of iron sulfide, remains a poorly understood phenomenon.
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Figure 7.13 Corrosion rates obtained by linear polarization resistance measurements for
different concentrations of fatty amine corrosion inhibitor. The vertical dotted line indicates
when the inhibitor was introduced to the solution.
Data taken from C. Li, S. Richter, S. Ne�si�c, How do inhibitors mitigate corrosion in oil-water
two-phase flow beyond lowering the corrosion rate? Corrosion 70 (2014) 958e967.
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7.10 Some field experiences and key challenges

Generally, the failure to control CO2 corrosion in the field is often not due to the lack of
understanding of corrosion, it is rather due to a failure to predict its extent and to design
and implement the appropriate mitigation program. Depending on the CO2 content, tem-
perature, and pH, using corrosion-resistant alloys to control CO2 corrosion is first
assessed with respect to cost-effectiveness. If the cost is prohibitive, the option of using
mild steel and inhibition is typically adopted. The following are some pointers indicating
various types of field assets exposed to corrosion, the range of operating parameters
where corrosion issues are found, and challenges to control CO2 corrosion in the field.

Assets subject to CO2 corrosion:

• Downhole tubing strings in gas and oil wells (e.g., rod pump wells, electrical submersible
pump wells, gas lift wells)

• Casing strings exposed to production by design or due to communication through the
annulus

• Wellhead equipment
• Flow lines
• Facilities (e.g., compressors, pumps, tanks, separators, valves)
• Transfer lines and piping
• Wet gas pipelines
• Oil export pipelines

Typical operating parameters:

• CO2 content: 0.2e40 mol% in the gas phase
• Temperature: 16�C (60�F)e163�C (325�F)
• pH range: 3.5e6.5
• Flow regimes: slug, annular mist, stratified
• Flow rates: liquid velocities: 0.5e5 m/s, gas velocities: 5e20 m/s

Some of the key challenges are grouped in the following as mechanism and predic-
tion, inhibition, and monitoring/inspection.

• Mechanism and prediction:
• There is a lack of prediction models for CO2 pitting corrosion; laboratory testing is not

always possible and might not properly simulate the actual field conditions.
• Prediction of CO2 corrosion with traces of H2S present in the production system is

unreliable.
• Synergy between CO2 corrosion and erosion in rod pump wells.
• Integrity of iron carbonate corrosion product layers and their effect on the corrosion rate.

• Inhibition:
• Inhibitor effectiveness in high-temperature high-pressure environments: lack of clear

limits of temperature and CO2 content for effective inhibition.
• Inhibitor ability to suppress pitting, to control preferential weld corrosion, and to perform

in the presence of solids.
• Inhibitor partitioning into the water phase.
• Inhibitor transport in pipelines, in particular in wet gas pipelines, to manage TLC.
• Application of corrosion inhibitors for downhole treatments.
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• Prediction of corrosion inhibitor persistency for batch applications.
• Environment friendly “green” chemistries with acceptable effectiveness and cost.

• Monitoring/inspection:
• Interpretation of caliper survey pitting data for wells.
• Interpretation of ILI (in Line Inspection) magnetic flux leakage and ultrasonic testing

survey data for pipelines.
• Monitoring of corrosion inhibitor residuals.
• Prediction of critical corrosion locations for monitoring program design.
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8.1 Introduction

Microbiologically influenced corrosion (MIC) has received increasing attention by
engineers and scientists from different fields (materials and corrosion scientists and
engineers, biologists, and microbiologists). MIC refers to the possibility that microor-
ganisms are involved in the deterioration of metallic (and nonmetallic) materials.
Microbial corrosion is a significant problem affecting the oil and gas and other indus-
tries. It degrades the integrity, safety, and reliability of pipeline operations and other
systems. However, the mere presence of given classes of microbes associated with
MIC does not indicate that MIC is occurring. Nor does showing that the presence
of a given type of microorganisms establishes a cause-and-effect relationship between
the bacteria and metal dissolution. For MIC to occur, water presence, even at very low
amounts, is necessary [1e4].

The last decade revealed that not only the sulfate-reducing bacteria (SRB) are respon-
sible forMIC but also several other microbes, e.g., the acid producers, iron oxidizers, and
general aerobic bacteria [1]. MIC is rarely associated with one single mechanism or one
single species of microorganisms. In addition to SRBmanymicroorganisms occurring in
natural environments are also considered corrosion-causing microbes, including metha-
nogens, sulfur-oxidizing bacteria (SOB), acid-producing bacteria (APB), iron-
oxidizingbacteria (IOB), iron-reducingbacteria (IRB), andmanganese-oxidizingbacteria
(MOB). Each of these physiological groups of microorganisms may contain hundreds of
individual species. Each group of bacteria or an individual species of bacteria alone can
influence metal corrosion; however, severe MIC in a natural environment is always
caused by microbial communities containing many different types of microbes.

For better understanding of MIC and its threats on pipelines and other structures, it is
essential to learn more about how microbes influence metallic corrosion, to identify their
presence and existence, and to monitor their destructive activities. MIC is not a new type
of corrosion, but it involvesmicroorganisms that, by their presence and active, aggressive
metabolites and exopolymeric substances (EPS) (produced by microorganisms and
composed mainly of polysaccharides) degrade materials, especially metals. The
metabolic products (e.g., sulfide, organic acids) alter the interface chemistry resulting
in increased corrosion rate and, together with the EPS, on the metal surface cause pH
and dissolved oxygen gradients that lead first to localized (pitting and crevice) corrosion,
which if remains unmitigated, will lead to metal wall perforations [4e6].
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Hydrocarbons are an excellent carbon source for a wide variety of microbes in all
three forms of life (bacteria, archaea, and eucarya) that are responsible for MIC. Some
microorganisms that produce hydrogen sulfide (H2S) as a byproduct can cause severe
problems in the gas and petroleum industry [7].

In all cases to confirm MIC, it is essential to document the presence of corrosion-
relevant microorganisms. Fig. 8.1(aec) shows images of carbon steel coupon surfaces
modified in 3 months by microorganisms of mixed population. Fig. 8.1(a) shows
tubercles on the metal surface deteriorated by aerobic iron-oxidizing microbes; on
Fig. 8.1(b), a shiny, blackish biofilm produced by anaerobic Desulfovibrios is observ-
able; and Fig. 8.1(c) shows the metal surface beneath the blackish biofilm roughened
by the presence of microbial activity.

8.2 Microorganisms present in the oil and gas

Microorganisms are present everywhere (soil, water and air) and can grow and repro-
duce at very rapid rates. Some microorganisms that are present in the oil and gas fields

Figure 8.1 Photos of carbon steel surfaces modified in 3 months by microorganisms of mixed
population. (a) Tubercles caused by aerobic iron oxidizer microbes; (b) shiny, blackish biofilm
produced by anaerobic Desulfovibrios; (c) significantly roughened metal surface beneath the
blackish deposition. (Magnification: 10�.)
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can cause problems, directly or indirectly, that can lead to significant economic losses
and operational failures for the oil and gas industry [8,9].

A great deal of research was devoted to study the effects of sulfide production by
microbes in oil and gas fields. Sulfide production by these microbes can cause many
problems such as reservoir souring (due to H2S), reservoir plugging (due to poorly
soluble products), reduced product quality, and metallic corrosion [9,10].

Some microorganisms possess extreme tolerance to severe environments such as
low (acidic) and high (alkaline) pH values, as well as low and high pressure and tem-
perature ranges [11]. They can not only withstand such harsh circumstances but also
generate some conditions to create aggressive environments, which will promote direct
or indirect effect on metal deterioration.

As early as 1920s, microbiologists isolated SRB in oil environments [12]. There are
several dozens of bacteria that cause MIC on carbon and stainless steels, copper, and
aluminum alloys (tanks, pipelines, flanged joints) in humid or aqueous environments.

8.2.1 Microorganisms associated with microbiologically
influenced corrosion

The role of microorganisms in the deterioration and failure of materials can be classi-
fied into biofouling, biodeterioration, and biocorrosion. Chemolithotrophic bacteria
attain their energy from the oxidation of noncarbon compounds (inorganic) i.e.,
from the stored energy in chemical compounds, which is utilized by oxidation process.
Sulfur, ammonium ion (NH4þ), and ferrous iron (Fe2þ) are just some examples of inor-
ganic compounds that are utilized by these types of bacteria [13]. Chemolithotrophic
bacteria that are associated with MIC in the oil and gas industry are summarized in the
next sections.

8.2.1.1 Methanogens

Oil reservoir methanogenic microorganisms metabolize H2, CO2, acetate, methyl-
amines etc. with production of methane [13].

8.2.1.2 Sulfate-reducing bacteria

These bacteria were the first microorganisms recovered from oil fields [14]. Microor-
ganisms belonging to this group have four subgroups: proteobacteria (Desulfovibrio-
nales, Desulfobacterales, Syntrophobacterales), firmicutes, thermodesulfobacteria,
and archea.

Seawaters, which contain sulfate ions, are widely used in enhanced oil recovery
operations. SRB are anaerobes that obtain their growth energy by oxidizing organic
compounds or molecular hydrogen (H2) while reducing sulfate (SO4

2�) to hydrogen
sulfide (H2S) [15]. In other words, SRB in an anaerobic respiration, use sulfate instead
of oxygen, and oxidize organic substances to organic acids and CO2, by the reduction
of sulfate to sulfide [15]. The presence of H2S causes serious problems by reacting
with metal (mainly iron) ions and producing ferrous sulfides (FeS), which are poorly
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soluble and, together with slime, cause dark-colored sludge that hinders oil flow [16].
In the oil and gas industry, carbon steels are the bulk material of choice, and the
presence of black by-products (FeS) on the metal surface coupled with positive
analysis of SRB microbes in the corrosion product is a strong indication of MIC
due to SRB.

Many species of SRB from different parts of the world have been identified. They
might slightly differ in their morphology (appearance) or in the energy source for their
metabolism [17]. Some SRBbacteria can use both elemental sulfur and sulfate as electron
acceptors. Common SRB include the genera Desulfovibrionales, Desulfosporosinus,
Desulfotomaculum, Syntrophobacterales, Desulfosporomusa, and Desulfobacterales
[16,17]. Thermodesulfovibrio sulfate-reducing species are also found as a member of
the Nitrospirae phylum. At elevated temperatures, there exist two phyla of thermophilic
SRB: Thermodesulfobacteria and Thermodesulfobium. Three genera of archaea Archae-
oglobus, Thermocladium, and Caldivirga, which can reduce sulfate, are found in oil
deposits [18].

As mentioned earlier, the damaging activities of SRB are of alarming concern to
many industrial operations, specifically oil and gas industries that are seriously
affected by the sulfide produced by SRB. Biogenic sulfide production causes health
and safety complications, environmental hazards, and huge economic losses due to
corrosion of equipment and reservoir souring.

SRB influence on the corrosion of steels can be elucidated mainly by two
scenarios [11,19]:

• Chemical MIC (CMIC) of iron by hydrogen sulfide from microbial sulfate reduction occurs
with “natural” organic substrates;

• SRB corrode iron by direct utilization of the metal itself. This always occurs via direct elec-
tron uptake and in only a limited number of recently discovered SRB strains. Until now, such
electrical MIC (EMIC) is assumed to be widespread and of considerable technical relevance.

CMIC and EMIC are the likely primary processes that drive iron corrosion in
sulfate-containing anoxic environments.

The major cause responsible for biocorrosion is attributed to SRB ability to perform
dissimilatory reduction of sulfur compounds, such as sulfate, sulfite, and thiosulfate
into sulfides. Some species from theDesulfovibrio genus (Desulfovibrio desulfuricans,
as an example) can utilize nitrate as alternative respiratory substrate [20].

The formation of massive biofilms on metal surfaces further promotes corrosion of
oil and gas pipelines [21]. Fig 8.2 presents atomic force microscopy (AFM) images of
D. desulfuricans cells, where Fig. 8.2(a) shows several microbes scattered on the metal
surface, and Fig. 8.2(b) shows the inner structure of the cell membrane visualized at
nanometer scale.

8.2.1.3 Iron- and manganese-oxidizing bacteria

Iron bacteria may be described as a group of aerobic bacteria, which can metabolize by
utilizing the oxidation of ferrous and/or manganous ions. The colored deposits of these
microorganisms are due to the products of ferric (brown) and/or manganese (pink) salts
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(usually hydroxides). It has been speculated that the biofilms of iron- and manganese-
oxidizing bacteria have a direct effect on the chemistry of the passive films of metals
by attachment and deposit metal oxides on the surfaces. These oxides tend to shift the
corrosion potential of the passive metals in the noble direction, causing an increase in
corrosion potential, which may initiate localized forms of corrosion of passive
metals [22].

IOB, such asGallionella, Sphaerotilus, Leptothrix, and Crenothrix, which are often
identified by their distinctive morphologies, such as the extracellular twisted ribbon-
like stalks formed by Gallionella ferruginea, oxidize the ferrous iron (Fe2þ, a soluble
form) to ferric iron (Fe3þ, an insoluble iron compound e.g., Fe(OH)3) [22]. The iron
and manganese bacteria, by oxidizing ferrous to ferric ion form, thus produce
extremely aggressive ferric chlorides (very low local pH value: pH y 1), which causes
pits on surfaces of both carbon steel and austenitic stainless steel in particular [23].

8.2.1.4 Iron-reducing bacteria

Their importance is overshadowed by the IOB although they also play significant role
in MIC. In cases when IRB are together with SRB, carbon steel metal samples will be
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Figure 8.2 Atomic force microscopy images on Desulfovibrio desulfuricans cells; (a) several
microbes scattered on iron surface; (b) details of cell membrane morphology visualized at
nanometer scale.
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more severely damaged than in abiotic environments [24,25]. Several types of micro-
organisms (bacteria), including those from the genera Pseudomonas and Shewanella,
have the ability to reduce manganese and/or iron oxides, which also influence corro-
sion reactions [3].

8.2.1.5 Pseudomonas aeruginosa

This Gram-negative bacterium is widely scattered in the environment and also plays an
important role in the initiation of MIC in oil and gas industry. The biofilm formation by
Pseudomonas aeruginosa was revealed to go through several stages: In stage I, plank-
tonic bacteria initiate attachment to an abiotic surface formed from mainly organic
components of the environment; this adhesion becomes irreversible in stage II, stage
III corresponds to microcolony development, and stage IV corresponds to biofilm
maturation and growth of the three-dimensional community. Finally, dispersion occurs
in stage V and planktonic bacteria that are released from the biofilm to colonize other
sites [3].

8.2.1.6 Sulfur-oxidizing bacteria

SOB are aerobes that gain energy by oxidation of the reduced sulfur compound [e.g.,
hydrogen sulfide (H2S)] into elemental sulfur (S0) by partial oxidation, or sulfate
(SO4

2�), which in water forms sulfuric acid (H2SO4), as well as into thiosulfate ions
[26]. Beggiatoa and Paracoccus are two classical examples of SOB.

Aerobic sulfur-oxidizing prokaryotes belong to genera such as Acidianus, Acidi-
thiobacillus, Aquaspirillum, Aquifex, Bacillus, Beggiatoa, Methylobacterium, Para-
coccus, Pseudomonas, Starkeya, Sulfolobus, Thermithiobacillus, Thiobacillus,
Thiothrix and Xanthobacter [27].

The most investigated genera of SOB (Thiobacillus, Sulfolobus, Thermothrix, Beg-
giatoa, and Thiothrix [28]), for the biological oxidation of sulfides are chemolithotro-
phic types. Thiobacillus ferrooxidans, an acidophile, (active in the pH range of
1.0e2.5) and also a thermophile [prefer temperatures of 45e50�C (113e122�F)]
oxidize iron- and sulfur-containing minerals [29]. SOB also causes the biodeterioration
of concrete sewers, which takes place when microorganisms living in biofilm formed
on unsubmerged sections of concrete excrete sulfuric acid, which is deleterious to the
concrete [28].

8.2.1.7 Slime-former bacteria

The slime formers can exist in the presence or absence of oxygen and produce a variety
of extracellular mats of high-density slime that will cover partly of fully solid surfaces.
Their primary unfavorable effects are the protection of anaerobes (like SRB) and
aerobes (iron/manganese/sulfur oxidizers) and the removal of metal ions derived
from the metal surface, and furthermore, massive pore plugging occurs inside pipelines
[30]. As the formation of biofilm/biomass matures, aerobic bacteria consume oxygen,
producing metabolic by-products that are nutrient for anaerobes, and these processes
create real anaerobic environments underneath the biofilm.
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8.2.1.8 Acid-producing bacteria

One of the most corrosive metabolites generated by microbes is acids as by-
products of APB that can produce organic (acetic and butyric acids) and inorganic
acids (e.g., sulfuric acid) as well as nutrients for other species (e.g., fatty acids that
are used by SRB). Basically, the APB could be regarded as creating conditions for
increased aggressive activities by the SRB, consuming the fatty acids produced by
the APB.

The APB have now been documented as a possible major cause of corrosion,
mainly because of their fermentative activities that will cause the local pH, mainly
in the biofilms, to drop into the acidic range [31].

Inorganic acids, produced by microbes, are nitric acid (HNO3), sulfurous acid
(H2SO3), sulfuric acid (H2SO4), nitrous acid (HNO2) and carbonic acid (H2CO3).

Sulfurous acid and sulfuric acid are mainly released by bacteria of the genera
Thiobacillus. Other bacteria, such as Thiothrix and Beggiatoa spp., as well as some
fungi (e.g., Aureobasidium pullulans), also produce these acids [16,32].

The focal problem in sulfuric and nitric acid corrosion is the fact that the resul-
tant salts are water soluble and, therefore, a formation of a protective corrosion
product layer is not probable. Moreover, because of the decrease in pH, protective
deposits formed on the surface, e.g., calcium carbonate can easily dissolve into the
liquid [31].

AFM images of a corroded iron surface (Fig. 8.3(a) and (b)) clearly show the fin-
gerprints of the acid producer Thiomonas intermedia cells, and the sectional analysis
proves the depth of pits on the coupon surface etched by the acid metabolites (more
than 370 nm in 1 day!).
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Figure 8.3 Atomic force microscopy images of iron surface after 1-day-long immersion in broth
inoculated with Thiomonas intermedia. (a) Two-dimensional topographic image, which shows
the fingerprints of microorganisms within the biofilm; (b) sectional analysis of pit depth formed
on the coupon surface.
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8.3 Classification of microorganisms

Taxonomy, the science of classifying organisms, consists of classifying new or exist-
ing organisms.

Microorganisms are generally classified as prokaryotes or eukaryotes. A prokaryote
cell has no nucleus and it multiplies by fission. On the other hand, the eukaryote
organism contains true nuclei and its division is by mitosis. All organisms are
composed of eukaryotic cells, except bacteria. There are examples of eukaryotic
microorganisms, including fungi, algae, and protozoa, that can take part in MIC,
and prokaryotic microorganisms include the bacteria and blue-green bacteria, which
are the permanent participants in MIC.

Microorganisms can also be classified according to three types of characterization:
morphology, physiology, and, genetic [32].

8.3.1 Classification based on oxygen demand

Oxygen utilization by bacteria suggests the mechanism used by them, to fulfill their
energy requirements. On the basis of oxygen demands, bacteria can be classified
into the following different categories [32]:

• Obligate anaerobes: They are harmed by the presence of oxygen hindering their growth.
• Aerotolerant organisms: They cannot use oxygen for growth, but can tolerate its presence.
• Facultative anaerobes: That can grow without oxygen but use oxygen if it is present.
• Obligate aerobes: They need oxygen to grow; in cellular respiration these microorganisms

use oxygen for oxidation of substrates such as sugars and fats when energy is generated.
• Facultative aerobes: They use oxygen but also have anaerobic methods of energy production.
• Microaerophiles: Oxygen is required for energy production, but under atmospheric oxygen

they are destroyed.
• Aerotolerantes: They do not use oxygen directly, but the presence of oxygen does not harm

them.

8.3.2 Classification of microorganisms based on energy and
carbon requirement

• Chemotrophs (respiration): They respire molecular oxygen as a terminal electron acceptor
(aerobic respiration); in addition, they use nitrate (anaerobic respiration). An example of
this group is methane producers.

• Chemotrophs (fermentation): The energy is derived from phosphorylation.
• Chemolithoautotrophs obtain energy though oxidation of inorganic compounds and from

CO2 (sulfur and IOB, nitrifying bacteria).
• Phototrophs: They gain energy by photophosphorylation; there are both oxygen-evolving

species and noneoxygen-evolving species.
• Carbon: The most important component in all living things.
• Heterotrophs: They assimilate organic compounds for their carbon needs.
• Autotrophs: They utilize carbon dioxide.
• Chemoheterotrophs, also chemoorganotrophs: Generally the organotrophs use variety of

organic compounds as both carbon and energy source; a common sugar they use is glucose;
and adenosine triphosphate (ATP) is generated by either substrate-level or oxidative
phosphorylation.
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• Chemoautotrophs, also chemolithotrophs: They are lithotrophs; the ATP is generated by
oxidative phosphorylation;

• Myxotrophs: They are “chemolithotrophic heterotrophs” using carbon dioxide;
• Photoheterotrophs and photoautotrophs: They utilize light as energy source and CO2 as

carbon source.

8.3.3 Classification of microorganisms according to taxonomic
hierarchy

Taxonomy classifies new and existing organisms. The hierarchy is the following:
domainekingdomephylumeclasseorderefamilyegenusespeciesestrains.

The most widely employed methods for classifying microbes are the following:

1. morphological characteristics,
2. differential staining,
3. biochemical testing, DNA fingerprinting of DNA base composition, and;
4. polymerase chain reaction and DNA chips [33,34].

8.4 Biofilms: why do microbes like to live in biofilms?

Traditional understanding of MIC involves the formation of biofilm that provides a
niche for corrosive microbes to grow and proliferate.

Microorganisms live either in planktonic or sessile form. From the point of view of
corrosion, the planktonic microorganisms are less dangerous than those that are
embedded in thinner or thicker deposits. In aqueous environments, microbes adhere
to solid surfaces and prefer to exist in sessile form (better and safer living conditions),
and they form biofilms, where metal degradation takes place underneath.

The microbial cell wallsdthe planktonic ones too!dare surrounded by EPS that
consist mainly of polysaccharides, but peptides, nucleotides, and other components
are also represented in them. It has a sticky nature, which allows the adhesion of
microorganisms to solids.

The accumulation of microorganisms on metals results in biofilms that create
different microenvironments. The thin films alter the solid surface properties (e.g.,
wettability, electrostatic charge), which lead to colonization of microbes. The biofilm
is not necessarily uniform in time and place as well as in pH, and in dissolved chem-
icals and oxygen concentration [35].

The first step in biofilm formation is the development of a conditional layer on a
solid surface, which consists of organic compounds and inorganic ions from the liquid
environment. The accumulation of microorganisms starts with reversible and later irre-
versible adhesion of microbes, which is enhanced by the EPS layer (that covers the
cells and is a part of the conditional film). In time, more and more microbes adhere
to the layer. In a shorter (several minutes) or longer (some hours) time, further adhe-
sion, as well as EPS production and microbial growth, results in a thick, gelatinous bio-
film that mainly consists of water, organisms of different species, and other
components from the environment. We should keep in mind that the biofilm is a dy-
namic system with transport processes and chemical reactions within the biofilm; there
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is a gradient of pH value, ions, and microbes. The number of anaerobic cells will in-
crease nearer to the solid surface. In contrast, the aerobes have higher cell number near
the upper part of the biofilm. The main metabolite of the anaerobes is the H2S formed
from sulfate ions. This can form an insoluble black precipitate with the Fe2þ ion. This
is the time when corrosion pit formation initiates by the activity of the anaerobes and
the presence of FeS. The other important reaction is the oxidation of sulfide ions to
sulfate ones.

Biofilm formation involves the participation of different types of microorganisms.
Thus, their coherent coexistence is essential for their survival [36].

One should keep in mind that the biofilm not only protects the cells from the
external environment and lets them live under safe conditions but beneath the nano-
layer it also starts the deterioration of metals, and in the course of time pitting corrosion
grows, which if left unmitigated, can lead to pinhole and leaks.

The tendency of microorganisms to adhere to solid surfaces can be evaluated by
different approaches, such as interaction energy, thermodynamics, DLVO (Derjagin,
Landau, Verwey, Overbeek), and extended DLVO theory. These methods are based
on long-range and short-range interaction forces between bacteria and surfaces, by
surface energy approach and the physical and chemical interactions between the solid
surface, and the biofilm should be taken into consideration too [37e44]. A schematic
diagram of the biofilm development, illustrated by AFM images taken at different time
intervals, is shown in Fig. 8.4.

Factors that affect the biofilm development and play important role in its formation
are the following:

1. Surface properties: roughness, polarization, oxide coverage, chemical composition such as
pH, medium concentration, organic and inorganic strength; all these factors have significant
impact on bacterial attachment and biofilm development.

Conditional film Adhesion of primary slime
formers

Slime growth and development
of anaerobic conditions

Slime growth and
MIC phenomena

Metal Pitting corrosion Corrosion

Figure 8.4 Biofilm step-by-step formation as illustrated by atomic force microscopy images.
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2. Bacterial medium characteristics: the microbial cellsdwith some exceptionsdare negatively
charged at neutral pH. The attachment of some corrosion-relevant bacteria (Desulfovibrio
desulfuricans, Desulfovibrio singaporenus, Pseudomonas) to iron alloy surfaces shows the
highest adhesion forces at pH values that are close to the isoelectric points of bacteria are
zero potential.

Biofouling is a progression of the biofilm formation. Once microorganisms form a
thick gelatinous layer, macroorganisms that are present in the media (e.g., mussels,
alga, barnacles) can accumulate on the top of the layer and, together with other inor-
ganic insoluble chemicals (precipitates of corrosion products), form a massive, well-
adhered biodeposit that also can plug pipes, decrease the heat exchange, and the debase
the economic function/efficacy [45] as can be seen in Fig. 8.5(a).

8.5 Microbiologically influenced corrosion mechanisms

The role of microorganisms in metal corrosion is known since the first part of the 20th
century. Since then, hundreds of publications appeared that are dedicated to under-
standing what happens when microorganisms are present and how can we explain
the mechanisms of the metal deterioration.

Several mechanisms responsible for MIC have been proposed because of its
complexity [46]. Some suggested MIC mechanisms will be explained in more details
in the following sections.

8.5.1 Cathodic depolarization by hydrogenase

A depolarization of the cathodes through oxidation of the hydrogen evolved on the
cathode is summarized as follows [47]:

Anodic reaction 4Fe / 4Fe2þ þ 8e�

Water dissociation 8H2O/ 8Hþ þ 8OH�

Cathodic reaction 8Hþ þ 8e� / 4H2

Hydrogen oxidation SO4
2� þ 4H2/H2Sþ 2H2Oþ 2OH�

Precipitation Fe2þ þ H2S / FeS þ 2Hþ

Precipitation 3Fe2þ þ 6OH� / 3Fe(OH)2

The overall reaction 4Feþ SO4
2� þ 4H2O/FeSþ 3FeðOHÞ2 þ 2OH�

This theory is also valid for other metals such as aluminum alloys [48]. Problems
arose when it turned out that there were some Desulfovibrios (like the hydrogenase-
negative Desulfotomaculum orientis), which cannot depolarize the cathode, whereas
the hydrogenase-positive Desulfovibrio desulfuricans could [49]. Da Silva and his
coworkers formulated a new mechanism of cathodic depolarization [50]. Other
researchers demonstrated the effect of FeS in the cathodic depolarization [51e53].
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Bryant et al. described another important observation that the corrosion rate
depends largely on the total activity of hydrogenase within the biofilm, rather on
the bacterial population size [51]. In spite of numerous publications, several impor-
tant factors were not considered in the classical depolarization theory, such as the
following [52]:

1. effect of sulfide, bisulfide, and hydrogen sulfide produced from the sulfate reduction in the
anodic reactions;

2. effect of hydrogen sulfide on the cathodic reaction;
3. effect of elemental sulfur from the biotic or abiotic oxidation of sulfur;
4. fluctuation in the environmental conditions between anaerobic and aerobic conditions; and
5. production of other corrosive metabolites.

8.5.2 King and Miller mechanism

This mechanism theory, proposed by King and Miller in 1971, states that the iron sul-
fide produced by the SRB and the iron pipe material produced a galvanic cell, caused
by localized corrosion, that also contributed to the rate of corrosion [53]. The proposed
mechanism theory indicated that depolarization was caused by the iron sulfide rather
than the SRB. Hydrogen would be adsorbed onto FeS rather than Fe, and electrons
transferred to the FeS would depolarize the atomic hydrogen into molecular hydrogen,
therefore allowing the SRB to use it via hydrogenase. Thus, by linking the Fe/FeS elec-
trochemical reaction as the main mechanism for SRB corrosion, King and Miller
evaded the issue of hydrogenase’s ineffectiveness with regard to atomic hydrogen.
In addition to avoiding the issue with hydrogenase, the main reaction in this mecha-
nism is the electrochemical reaction, which operates at equal ratio for Fe and FeS.
In the King and Miller mechanism, the role of SRB was primarily to enable the regen-
eration of FeS, rather than the cathodic reaction itself.

8.5.3 The anodic depolarization mechanism

The anodic depolarization mechanism was first mentioned in 1981 [54]. The results of
extensive investigations are as the follows:

Anodic reaction 4Fe/ 4Fe2þ þ 8e�

Water dissociation 8H2O/ 8Hþ þ 8OH�

Cathodic reaction 8Hþ þ 8e� / 4H2

Anodic depolarization 3Fe2þ þ 6OH� / 3Fe(OH)2

Hydrogen oxidation SO4
2� þ 4H2/H2Sþ 2H2Oþ 2OH�

Dissociation of hydrogen sulfide H2S / S2� þ 2Hþ

Anodic depolarization Fe2þ þ S2� / FeS

The overall reaction 4Feþ SO4
2� þ 4H2O/FeSþ 3FeðOHÞ2 þ 2OH�
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According to these reactions, the corrosion of iron goes through electron generation
in metal dissolution reaction, and the Hþ ions are formed in dissociation of water. After
formation of H2 (the name of this step is “cathodic polarization”) the H2 forms a layer
and protects the metal surface. The main corrosion product is Fe(OH)2. Then the
sulfate-reducer bacteria convert the SO4

2� to H2S and after its reaction with iron
ions, the formation of FeS depolarizes the anode.

8.5.4 Other mechanisms

There are some other proposed mechanisms. One of them based on sulfide describes
the importance of the biomineralization in MIC [55]. The so-called three-stage mech-
anism elaborated by Romero [56], proposes a three-step reaction, which determines the
metal deterioration.

Recently appeared the biocatalytic cathodic sulfate reduction (BCSR) theory, which
is based on bioenergetics [57]. This theory explains through the activity of sulfate-
reducer bacteria (which is the most dangerous one from the point of view of MIC)
why and when they attack metals. The theory states that an SRB biofilm on a steel sur-
face needs energy for its growth or maintenance. When there is a lack of electron do-
nors (e.g., a lack of organic carbon due to diffusional limitation), the sessile cells at the
bottom of an SRB biofilm will switch to elemental iron as an alternate electron donor
for the oxidation of sulfate in its energy production. On the other hand, these cells may
use the elemental iron simply because they are abundantly available nearby. The
following equations can be used to explain the bioelectrochemistry in BCSR. In the
SRB attack against carbon steel, in the anodic reaction, iron is oxidized, which releases
electrons, while the cathodic reaction is sulfate reduction utilizing these electrons.

Anode 4Fe/ 4Fe2þ þ 8e� (iron dissolution)

Cathode SO4
2� þ 8Hþ þ 8e�/HS� þ OH� þ 3H2O ðBCSRÞ

Cathodic reaction shows the half reaction of sulfate reduction catalyzed by the
biofilm.

Generally, the rate of anodic and cathodic reactions is equivalent and determines the
overall MIC rate.

8.6 Consequences of MIC in the gas and oil industry

8.6.1 Degradation and deterioration

In previous parts of the chapter, the most important criterion and appearance of the
MIC were discussed. Now we shall see how this type of corrosion appears in the oil
and gas industry.

Microbiologically influenced corrosion (MIC) 203



MIC is a well-known and an ongoing problem in oil and gas production and
transmission sectors. Fig. 8.5(a) and (b) show typical damage caused by MIC in
pipelines.

When speaking about bacterial activity in oil, diesel, and naphtha, it refers to the
microbial degradation of oil and its products as well as to the MIC in pipelines
(up- and downstream pipes, fill-pipe sump, transporting pipelines), tankers, etc. In
the degradation, five hydrocarbon-degrading bacteria are involved; they represent
strains of two classified species. The degradation of petroleum products is important
because hydrocarbons act as an excellent food source for a wide variety of microorgan-
isms [58e60]. The biodegradation and corrosion studies revealed that these Bacilli
degrade the (CH2eCH2)n to (ReCH3) in oil and diesel and are capable to oxidize
ferrous/manganese into oxides. Microbial activity leads to unacceptable level of
turbidity, corrosion of pipeline, and souring of stored products. The corrosion-
relevant microorganisms are the same that were discussed in Section 8.2 of this chap-
ter. Their activity is influenced by the presence of nutrient and the proper temperature.

Table 8.1 summarizes the problems that could arise because of MIC in oil and gas
production, transportation and storage conditions.

Crude, gas, and water injection pipelines are subjected to different types of corro-
sion, one of which is MIC that results from accelerated deterioration triggered by
different microbial activities existing in hydrocarbon systems. The effect of fluid
flow on MIC of pipeline steel is confirmed because MIC has been detected not only
in static fluid systems but also in flow systems. The structure and material properties
of biofilms were influenced by the fluid flow and had a significant effect on MIC corro-
sion rates of metals such as carbon steels [61].

In most existing wells, oil flow contains fluctuating quantity of water, which is
crucial to the microbial existence. Oil flow rates affect the biofilm adherence to the
surface. For SRB, moderate flow rates (0.1e0.5 m/s) have been shown to change

Figure 8.5 Internal corrosion of a pipeline caused by microbiologically influenced corrosion.
(a) Internal clogging of pipeline, (b) local attacks on the inner surface of a pipeline.

204 Trends in Oil and Gas Corrosion Research and Technologies



SRB biofilm morphology, increase biofilm rigidity, and produce shear stress. At
sufficiently high flow rates (�3.5 m/s), SRB adhesion and biofilm growth are inhibited
[61]. Studies conducted by British Petroleum indicated that at flow velocities higher
than 5 m/s, microbes cannot adhere to the pipeline inner wall. On the other hand, if
some microorganisms were attached to the metal surface, high turbulent flows boost
the transport of nutrients for microbes and remove the metabolic products, thus
enhancing the multiplication and exopolymeric substance production. All these condi-
tions augment the biofilm thickness under which corrosion reactions are initiated.
When the biofilm is already dense, a very fast stream can wash down the upper part
of the film.

In the presence of oxygen the most corrosive anaerobic microbes (the sulfate
reducers) do not show active life, but we have to remember that they live together
in a community of aerobic microorganisms and there exist synergistic interactions
among each other, i.e., oxygen consumption enhances the aerobic microbial life and
makes the environment favorable for the anaerobic microorganisms. In crude
pipelines, MIC is conventionally attributed to three species of bacteria, namely SRB
and total general bacteria [among them are several others, direct (acid producers)
and indirect (methanogen) corrosion relevant microorganisms], which are influenced
by the fluid flow conditions. Pipelines transporting brackish subsurface water are sub-
ject to frequent corrosion, failures (partly electrochemical, chemical, and microbial
types) despite the addition of oxygen scavengers (sodium bisulfite).

Microbial activity in oil reservoirs is well known. The low-molecular weight com-
ponents are hydrolyzed by methanogenic consortia to methane and CO2, while

Table 8.1 List of damages in the oil and gas industries, and the
associated microorganisms

Damages Microorganisms associated

Sludge accumulation Several, different
microorganisms

Clogging of pipes Polymer-producing bacteria,
fungi

Microbiologically influenced corrosion in storage
tanks

Anaerobe microorganisms, fungi

Suspended solids in the oil Several microorganisms

Biodegradation of hydrocarbons Anaerobic microorganisms, fungi

Injectors biofouling Aerobic bacteria, fungi

Sulfur accumulation Sulfate-reducing bacteria

Breakage of engine parts Degradation of lubricant
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transforming light oil to heavy oil and to bitumen. The presence of sulfate in injection
water assists SRB to produce sulfide. Addition of nitrate encourages competition by
stimulating nitrate-reducing bacteria with concomitant reduction in activity of SRB.
Removing biogenic sulfide is important, because it contributes to pitting corrosion
and the result is a pipeline failure.

Experience has shown that effective management of the MIC threat is, for operators,
often more elusive and problematic than the control of other internal corrosion threats.
The mitigation of the MIC in the oil and gas industry needs well-trained specialists,
such as corrosion engineers, oilfield microbiologists, and scientists, to strengthen the
ability to identify and manage microbial problems in all oilfield facilities.

8.7 Knowledge gaps and future research trends

This section looks closer on ways to account for knowledge gaps in the field of MIC
detection, evaluation, monitoring, and control.

MIC is a nonlinear process with respect to time. Before recognizable corrosion due to
MIC becomes apparent, there is an initial period in which microbial populations undergo
changes and the chemical and physical properties of the metal surface alter considerably.
The nonlinearity of MIC presents a substantial problem for the corrosion engineers
trying to forecast the operational life of structures. Although the basics of MIC processes
(as previously discussed) are quite understood, various knowledge gaps remain.

There exist several gaps between research and applications in the oil and gas fields.
The following sections capture some of these gaps.

8.7.1 Knowledge and acquaintance deficiency

In many cases, MIC is referred to as “catchall” process because of its complex
association with corrosion processes where other corrosion mechanisms were
discarded. Furthermore, a clear understanding of the initiation and mechanism of
MIC does not exist because fundamental research of MIC lags behind applied
research, which is only aimed at diagnosing or solving a particular problem. A
common misunderstanding among managers is that biofilms should be completely
eliminated, an unmanageable and, arguably, pointless request. To enlighten and
change this kind of thinking from biofilm removal to improved biofilm formation
control, it is indispensable to better appreciate the complex abiotic and biotic inter-
face interactions taking place between the metal surface and the liquid phase
(mainly water). In addition, the majority of MIC subject matter experts (including
microbiologists, chemists, inspectors, regulators, metallurgists) belong to diverse
scientific communities, with little interaction. Data sharing from those outside the
MIC research community, which may include potential crossover qualification
strategies from biofilm researchers, is infrequent.

The efforts to further shrink the gap between research and applications in the oil and
gas industry can be classified into the areas listed under the following topics.
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8.7.2 Sampling procedures and evaluation methodologies

Generally, sampling procedures gather information on operating parameters, corrosion
rates, and microbiological conditions over an identified time period so that any ten-
dencies in the outcome results can be identified and interpreted. Because of normal sta-
tistical variations related to field-collected samples and subsequent microbiological
testing, more reliable data can be obtained from performing tests on samples
collected over a range of time other than single time sample collection. For
instance, samples of bulk fluids from pipelines are often collected to detect and
quantify levels of planktonic (dynamic) microbes. To ensure that test results are
relevant to MIC, data from bulk fluids should be interrelated with other pipeline
data, including liquid composition, operational conditions, sessile (attached)
microbes’ counts, and corrosion data.

Recent improvements in investigative methodologies (analytical, microbiological,
electrochemical, and microscopy techniques) and instrumentation have made MIC
evaluations, both at the laboratory and field locations, more reliable. Using microsen-
sors to perform local chemical analysis within the biofilm is one of the most exciting
advances in instrumentation.

Other noteworthy research tools for the study of biofilm structure are the following:

• Fiber-optic microprobe (optrode) for locating the biofilmebulk water interface,
• Scanning vibrating electrode microprobe, where a highly capacitance-sensitive microelec-

trode scans over a metal surface (pipeline) exposed to an electrolyte and detects potential dif-
ferences between anodic and cathodic sites. Current density in pitting areas is recorded, and
thus cathodic and anodic areas are mapped. The current density maps can be overlapped with
images of the surface attained through the microscope.

Modern instruments such as confocal laser scanning microscopy, environmental
scanning electron microscope, quartz crystal microbalance with dissipation mode,
and AFM allow nondestructive real-time monitoring of biofilms.

Studies of microbial species present in oil and gas pipelines have conventionally
depended on the use of samples attained from pipelines to grow bacterial cultures in
the laboratory. Laboratory results cannot accurately simulate the actual environments
and operating conditions in assets such as pumps, pipelines, fittings, reservoirs. There-
fore lab cultureedependent approaches misjudge the biocomplexity of microbial com-
munities in biofilms. To overcome the shortcomings of the lab cultureedependent
techniques, many culture-independent molecular microbiology techniques (see Chap-
ter 22 of this book) have been developed in the past decades and introduced to oil and
gas industry.

8.7.2.1 Microbiology: existence versus influence

A major knowledge gap is, knowing “which kind of microbe is causing corrosion?”
One of the objectives is to assess what is there and what they might be doing. It is
worth mentioning that the activity of the microbes present within the biological system
is more significant than its mere presence, i.e., just knowing “the microbial inhabi-
tants” is not enough to understand the role of microbes in the biofilm.
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One crucial knowledge gap is the dynamics of microbial activity throughout the
corrosion process. Until recently, techniques to identify and quantify microbial popu-
lations on corroding surfaces are mainly based on traditional techniques. Recent devel-
opments of microprobe analysis techniques will allow the chemical makeup of the
corroding surface to be investigated. Fluorescence in-situ hybridization technique al-
lows direct quantification of specific types of bacteria in microbial populations without
the need to culture the cells in growth media. Enzymatic techniques provide opportu-
nities to establish proper models to simulate microbial influenced corrosion and eval-
uate the behavior of metallic materials in liquids.

The utilization of special tools to identify microbes, particularly nonecultivation-
based molecular tools, such as quantitative real-time polymerase chain reaction and
high-throughput 16S/18S ribosomal DNA sequencing, is considered to be an impor-
tant advancement in understanding the roles of different microbes associated with
MIC (see Chapter 22 of this book). These nonecultivation-based molecular tools offer
the potential to:

• identify dominant bacteria in a given biological environment regardless of the limitations of
standard counting procedures;

• determine the fraction of MIC-causing bacteria in the entire microbe’s population;
• pinpoint bacteria that are vulnerable or resilient to antimicrobial biocides;
• assess the variations in the overall microbes population caused either by the use of inhibitors

(biocides) or nutrient alterations; and
• accomplish more reliable sampling methods that are not affected by time or transport

concerns.

8.7.2.2 Detection and monitoring

Detection and monitoring methods are the most crucial tools in the field of MIC. Diag-
nosing MIC requires a wide range of field and laboratory analyses that may take time
to complete. In addition, there is a strong tendency to require other mechanisms of corro-
sion to be disproved beforeMIC is diagnosed andmitigated, which lengthens the process.

Detection methods are mainly focused on the application and implementation of
biological methods by making use of the features of the MIC-related bacteria. Moni-
toring programs for MIC have focused mainly on the assessment of planktonic popu-
lations in water samples and general corrosion by using corrosion coupons or online
probes such as linear polarization resistance or electrical resistance probes. However,
there exist disadvantages and doubts surrounding this kind of monitoring procedures,
such as that the planktonic populations do not accurately reflect the types and numbers
of organisms living in biofilms and affecting biodeterioration complications.

Additionally, the susceptibility of planktonic microorganisms to antimicrobial
additives significantly differs from that of sessile organisms within the biofilm, mainly
because of the protective action of their EPS.

Monitoring methods must provide information on well-established biofilms. The
detection and monitoring data could be used to support development of procedures
that would allow for improved prediction and modeling, because much of the indus-
tries use different approaches for collection of MIC-relevant data.

208 Trends in Oil and Gas Corrosion Research and Technologies



8.7.2.3 Procedures and standardization

Practical procedures and standards, such as standard corrosion test coupons and MIC-
relevant standard microbial communities, are desired. These procedures and standards
could be employed to achieve reliable and comparable cross-laboratories investiga-
tions. Data from such investigations can then be utilized in common databases that
assist in understanding of what differentiates MIC from other forms of corrosion. It
is also important to implement the results in appropriate testing standards and
specifications.

8.7.2.4 Modeling and prediction

There are classes of microbes that are known to have a substantial influence (e.g.,
APB, SRB) on metals and materials in the oil and gas systems, but the relationship
between these microbes and other microorganisms in a mixed or contaminated system
is poorly understood. That is why modeling is needed to identify the role microbes
play in MIC. Understanding the metabolic procedures that rule the development
and persistence of microbes in oil and gas environments and/or in contact with infra-
structure materials will permit the development of effective qualification tactics
through the control of microbes’ metabolism mechanism or inhibiting the MIC-
causing agents.

Mathematical models can positively influence predicting the impact and necessity
for biocide deployment as a method to limit MIC. Models need to exhibit mechanical
and chemical interactions between diverse microbes present in complex biofilms
formed on metals. These interactions have been problematic and difficult to measure
and assess.

8.7.2.5 Future research significances

MIC researchers can perform an active role in materials, methods, procedures,
and standards advancement and improvement in the direction of comprehensive
understanding and recognition of MIC mechanisms. The research priorities can be
listed as follows:

• Materialemicrobe interaction. To focus and identify changes microbes make on metals and
their alloys.

• Intermicrobes’ interactions. To investigate and determine which of the microbes present in
the biofilm are active, mixed complex systems with multiple microbes should be examined to
learn how these microbes can interact with each other.

• Development of standards. Standard test methods are required to guarantee that cases and
accounts of MIC are being classified correctly. Collection of field samples should be of
top importance for standards’ development.

In the future, to overcome the difficulties caused by MIC, specialists from different
fields need to work together to develop effective strategies against microbial degrada-
tion such as MIC.
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8.8 Conclusions

Themain types of bacteria associatedwithMIC in oil and gas industry are sulfate reducers
(SRB), iron reducers (IRB), and iron and manganese oxidizers (IOB, MOB). Among the
anaerobes the SRBwith the subgroupDesulfovibrios are themost dangerous, but the aer-
obic Pseudomonas, which is one of the aerobic slime-forming bacteria, also cause severe
corrosion of steel structures. Other microbes, i.e., acid producers, also deteriorate metals
surfaces with fast metal dissolution. The planktonic cells are less dangerous than the
sessile microbes embedded in biofilms.

The excretion of exopolymeric substances, which “glue” microbes onto solid sur-
faces, facilitates the biofilm formation. Bacterial surface and medium characteristics
play important role in the microbial transfer rate, adhesion, and resulting biofilm
size. A mature biofilm, which is a matrix of water, microorganisms, and organic
and inorganic matter, provides an environment for anaerobes and for their metabolism
near the solid surface. Such conditions favor the growth of SRB. These microorgan-
isms produce sulfide ions from sulfate ions, which react with iron or other metal
ions, forming insoluble metal sulfide. Localized corrosion starts underneath biofilms
by establishing corrosion cells with very low-levels or negligible oxygen contents
and low local pH values. These conditions favor the growth of SRB.

On the other hand, aerobic microorganisms (not only slime formers but also others
such as acid producers) are far from the solid surface, i.e., near the top of the biofilm.
Those microbes, by consuming the sulfide ions (metabolites of anaerobes), produce
sulfuric acid and sulfate ions and evolve hydrogen. This postulated mechanism relates
to the outer surface of vessels and structures. The environment within a pipeline is
quite different. The biofilm and the aggressive metabolites alter the electrochemical
reactions, change the pH values, and induce reactions at the cathodes and anodes.
All these reactions that are enhanced by the presence of microorganisms increase
the deterioration of crude- and gas-handling facilities through MIC.

Typical characteristic of MIC is a shiny, blackish surface and round pits scattered
all over the solid surface, which in time cause the perforation of the metal. MIC is
mainly prevalent underneath biofilms; the probability of biofouling is proportional
to the risk of MIC. The mechanisms of MIC based on bacteriaemetal reactions facil-
itated by microorganism also form an important part of the chapter.

After understanding the phenomenon and importance of MIC, it is important to learn
as much as possible about the potential for MIC attack and circumstances/conditions
(metals, microbial communities, pH, and temperature) that could lead to such attack.
The first is to have a profound look at the local injury. For example, a slime or blackish
shiny layer covering the metal surface could indicate MIC attack. The next step is
proper pigging of the pipeline and sampling for identification of microorganisms in
the collected organic-, inorganic- and biodeposits. When unambiguous is the presence
of corrosion relevant microorganisms, the diagnosis is MIC, which often goes hand-in-
hand with other types of corrosion and, additionally, with scaling. To decrease the
influence of corrosion-relevant microorganisms, it needs the active collaboration of
specialists from different fields (metallurgists, engineers, microbiologists) as only this
cooperative activity will bear fruit in the future.
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Pitting corrosion 9
Nihal U. Obeyesekere
Clariant Oil and Mining Services, The Woodlands, TX, United States

9.1 Introduction

Localized corrosion is defined as the type of corrosion in which there is an intense
attack at localized sites on the metal surface. These localized sites corrode faster
than the rest of the metal surface. Such a phenomenon arises due to the breaking
down of the protection of the metal surface at the local site with respect to overall metal
surface. The chemical environment of the local area could remove protection layers
such as oxides or metal salt films. Hence, these failures can be due to (1) crystal
imperfection of the metal at the local site, (2) inclusions in the metal, or (3) local
breakdown of the inhibitor film (in the case of chemical treatment). Once the corrosion
protection layer breaks down locally, corrosion is possible in these areas [1,2].

Localized corrosion is classified into two types: crevice corrosion and pitting
corrosion.

Crevice corrosion is defined as corrosion occurring in confined areas of the metal
surface, where the access to the environment is restricted. These confined areas are
called crevices. For example, crevices can be created under gaskets or seals and spaces
covered by deposits. Under the crevice, metal ions produced from the anodic reaction
are restricted to be transported outside the region. This would increase the metal ion
concentration under the restricted area, promoting the hydrolysis reaction between
the metal ions and water and thus lowering the local pH. This occurrence would
lead to severe corrosion underneath the crevice [3,4].

Pitting corrosion is caused by local dissolution of the metal surface. This leads to the
formation of deep localized pits in passivated metals exposed to aqueous media with
dissolved salts [5,6]. It is the localized accelerated dissolution of metal that occurs as
a result of the breakdown of the passive protective film on the metal surface. The dis-
solved salt anions such as chloride, thiosulfate, and bromide anions can interfere with
the formation of the protective film leading to pitting corrosion [7e10]. These anions
such as chloride anions (see Section 9.6) originate from strong acids and can induce
pitting corrosion. Migration of chloride ions into the pit would increase FeCl2 concen-
tration and hence lowering the pH. Pitting corrosion is defined by a localized attack on
an otherwise passive metal surface. For example, stainless steel forms an oxide layer on
the metal surface, which greatly reduces corrosion. However, the tenacity of the metal
oxide layer is weakened by the insertion of chloride into the metal oxide film attached
on the metal surface. The metal chloride complex formed can be much more soluble in
aggressive aqueous environments. This would lead to holidays or vacancies in the
metal oxide matrix. This would expose bare metal surface to aggressive aqueous
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environment leading to pitting corrosion [11]. This type of corrosion occurs on alloys
that are protected by passivating oxide layers, such as stainless steels in environments
that contain aggressive anion species such as chloride anions [12,13].

On the contrary, the metal in an environment with lesser protective passive films does
not necessarily produce pitting corrosion. For example, metals or alloys in an aggressive
low pH, high CO2 environment, produce iron carbonate as the passive film and yield
more general corrosion, whereas an aggressive sour environment that produces FeS
as the passive film would yield more pitting corrosion. This is due to higher solubility
of iron carbonate in aqueous solutions compared with FeS and would produce a less
tenacious protective film, which in turn, would cause more general corrosion. Iron
sulfides are generally less soluble in aqueous media and can make more protective
and tenacious films. Iron sulfide polymorphs, which are dictated by the chemical
environment, lead to various kinds of films. Some iron sulfide forms are more protective
than others. However, these FeS films can break due to various reasons and expose the
bare metal to aggressive aqueous medium inducing pitting corrosion [14]. Pitting
initiation, propagation, nucleation, the role of the pit cover, and pitting under sweet or
sour conditions are discussed in detail in the following sections.

9.2 Environmental effects in pit formation

The pit formation is highly influenced by the environment around it. The chemical
environment surrounding the pit plays a greater role in pit formation and propagation.
Anions such as chlorides, bromides, and thiosulfates can produce stable aggressive
pits. In oil field applications, the most common anionic species is the chloride ion.
Chlorides bind to cations enhancing their solubility in aqueous media. This may break-
down the passivated layer. Chloride ions are relatively small and have high diffusivity.
They can go to anodic sites from the bulk solution with relative ease.

Inside and around the pit, the pH can drop because of the hydrolysis of cations as
shown in reactions (9.i)e(9.iii).

M/Mþ2 þ 2e�ðAnodeÞ (9.i)

Mþ2 þ 2H2O/MðOHÞþ þ Hþ (9.ii)

MðOHÞþ þ H2O/MðOHÞ2 þ Hþ (9.iii)

A considerable understanding of the pitting phenomenon has been recently devel-
oped. However, an in-depth understanding of many steps is still missing. Fundamental
studies usually have focused on one or more steps of the pitting process:

1. Characteristics of the passive film, the initial formation of the passive film and its breakdown,
the formation of metastable pits (initial pits formed, which grow to the micron scale and then
repassivate).

2. The formation and propagation of larger and stable pits.
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It should be noted that, whereas localized dissolution following the breakdown of
an otherwise protective passive film is the most common and technologically impor-
tant type of pitting corrosion, pits can form under other conditions as well. For
instance, pitting can occur during active dissolution if certain regions of the sample
are more susceptible and dissolve more than the rest of the surface.

9.3 Electrochemical methods used to determine
pitting potential

It is possible to utilize electrochemical methods to understand pitting corrosion. Stable
pits can be formed at potentials higher than the pitting potential (Epit). The pits then
grow at potentials higher than the repassivation potential (Er). The repassivation poten-
tial is lower than the pitting potential. Table 9.1 presents the symbols that define
various types of pitting potentials and their definitions.

Pitting potential (Epit) is defined in several ways. The Epit is defined as the potential
below which pits do not nucleate and above which stable pits can survive and grow
(see Fig. 9.1). Epit is also defined as the applied potential necessary to maintain a
salt film in a small open pit [15,16]. At Epit and higher potentials, metastable pits
can become stable pits. The other definition is that above Epit, the passive film is locally
unstable and repassivation is not possible. At the vicinity and just below Epit meta-
stable pits can grow [17]. The repassivation potential Er is defined as the potential
below which neither stable nor metastable pits can grow and above which, metastable
pits can form and nucleated pits can grow.

9.3.1 Evaluation of anodic polarization curves

The defects on the surface of the metal can produce a potential drop, which can lead to
pit propagation. This phenomenon can be experimentally investigated by polarizing

Table 9.1 Symbols that define various types of pitting
potentials

Symbol Name

Eb Breakdown potential, breakthrough potential

Ec Critical potential

Ei Initiation potential

Ez Potential of pit precursor

Enp Nucleation potential

Ep or Epit Pitting potential

Erp or Er Repassivation potential
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the metal surface against a reference potential, using a potentiostat. An anodic polar-
ization would lead to increasing anodic current densities (see Fig. 9.1).

Repassivation potential can be determined by measuring the polarization curve in
the reverse direction, from positive to negative potential (Fig. 9.2). In the normal
curve, the anodic current density starts to increase and then slows down as passivation
takes place. When the potential increases further, the current density remains constant
(passive region) and then it increases again as it enters the trans-passivation region.
Loss of the passive film at these higher potentials is an inherent characteristic of the
metals and alloys. If pitting is initiated, a sudden increase of the current density can
be observed. The potential at which pitting is initiated is known as the pitting potential
and denoted as Epit. Earlier, it was considered the lowest potential at which pits can
initiate but later observations of short-lived pitting events led to a different conclusion.
The current spikes indicate pits forming but not as permanent pits. These are now
commonly known as metastable pits [18].
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Figure 9.1 Schematic polarization curve for a metal that can undergo pitting where pitting is
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Figure 9.2 Evans polarization curves indicating current burst at potentials higher than Epit.

218 Trends in Oil and Gas Corrosion Research and Technologies



Frequently, instabilities of current density are observed when the potential is
approaching the pitting potential. The current fluctuates at this region due to initiation
and repassivation of sites for pits prior to pit propagation (see Fig. 9.1). This may be
due to repassivation of metastable pits. Given identical material and conditions (tem-
perature, pressure, and salt concentration), the frequency of metastable pit formation
depends on the surface conditions. Smooth and highly polished surfaces tend to pro-
duce less metastable pits and have a higher pitting potential [19].

Large metastable pits are associated with rougher surfaces. Perhaps this is due to
gouging out of inclusions that support pit initiation.

There are two major influences that can help pit initiation: First, as the potential in-
creases, the current density in the preexisting flaws in the film increases. This is until
the local IR (surface potential) is exceeded and would produce active corrosion in the
bottom of the flaw. Second, some anions such as chlorides are known to lower Epit.
The increasing anodic potential can attract more anions to the surface of the metal
as it becomes more positive. This would create pitting by dissolution of metal at the
site, thus inducing a pitting environment.

9.3.2 Repassivation potential measurements

Repassivation potential (Er) is determined by the polarization curve in the reverse di-
rection. After reaching the upper current limit, the potential is reversed and changes
direction from positive to negative. As the potential decreases, the surface has the
chance to repassivate. This makes the current diminish. When the current crosses
the previously measured low passive current, the repassivation potential is determined
(Fig. 9.2).

At the primary passivation potential, the surface starts to passivate and the current is
reversed. The current at this potential (primary passivation potential or Epp) is denoted
as the critical anode current density (Icrit). Icrit is the current density for film formation
to supply the metallic ions to be incorporated into the film. Both of these parameters
should be exceeded for stable film formation. At this point, the metal surface is covered
with a protective film. With increasing potential, current decreases but stops at Ipass due
to complete formation of the protective film. The potential increase no longer affects
the current because of the passivation film on the metal surface and current is a con-
stant in this region and known as the passive region. The current does not change
with increasing potential at this region. At the beginning of the transpassive region,
the high potential starts to destroy the passive film. Thus increasing the current and
hence the corrosion (Fig. 9.3).

9.3.3 Pit depth

When the metal starts to dissolve locally for any reason, the local chemical environ-
ment tends to change. An individual pit can happen because of the loss of the passive
layer. The passive layer may be a metal oxide layer, metal salt layer, or a corrosion
inhibitor film. The initial pit that forms can go back to a dormant state (repassivate)
and may not become active again.
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However, when repassivation does not take place for any reason, then the pit can
start to grow. The metal ion that forms would create an extremely high acidic environ-
ment, thus increasing the local rate and pit depth. The types of pits formed in this
manner are depicted in Fig. 9.4.

Should pitting occur, a complex mechanism for metal dissolution indicates a
localized attack that may involve metal penetration in its surface. Furthermore, pitting
depth can be defined by the following empirical equation (9.1):

D ¼ ltn (9.1)

where t ¼ time, D ¼ pit depth, and l and n are constants.
Measured pit depth is generally a better indicator than the measured mass loss, in

determining a localized corrosion attack. Pit depth measurements can be accomplished
by several methods. They include metallographic examinations and microscopic mea-
surements. In the microscopic method, a powerful microscope is focused on the top
and on the bottom of the pit. The measured difference is used to calculate the pit depth.

Through the use of a high-powered digital microscope, many different characteristics
of the pit can be observed. The revolver zoom lens allows a wide zoom range and field
of view from 8 mm down to 0.12 mm. The triple objective turret provides magnification
up to 2500�. Autocalibration of the lens is integrated and recognizes the objective lens
positions as well as the zoom level. All calibration information is stored and displayed,
ensuring proper equipment operation and accuracy.

M  → M
+ + e

M + + e → M

E
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EM/M+

Usually start of oxygen evolution

Transpassive
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i pass
i critER

EPPioM/M

Figure 9.3 Typical anodic dissolution behavior of an activeepassive metal. EPP is the primary
passivation potential, and icrit is the critical anodic current density, and ipass is the passive
current density [20].
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The lens also possesses a dual illumination mechanism, which provides both coaxial
and ring lighting. Ring lighting is a form of light that provides uniform illumination and
reduces shadowing due to the proximity between the light source and sample.
Coaxial lighting is then used to view the subject and produce a bright image. Coaxial
lighting utilizes a half-mirror to reflect half of the light from the source and transmits the
rest to the lens. Through the use of the dual illumination mechanism, the user can
choose between one of the two light sources, or use both to capture different images
of one object (Fig. 9.5).

The metal coupons are placed on the stage directly under the lens. The microscope
acts as a digital camera, which outputs the images to a monitor. The coupon is not
directly observed through an eyepiece (Fig. 9.6). This makes the analysis easier on
the user. The motorized stage provides the user with the ability to methodically scan
an object thoroughly. The microscope is able to capture two-dimensional measurements
in real-time, such as length, area, angle, diameter, and surface area of the coupon.

The microscope is also able to create three-dimensional (3D) images and 3D
profiles. The integrated stepping motor travels through and scans set image planes,
and within a few seconds these planes are stacked to accurately create a 3D image
along with a 3D profile.

The pit observed on the metal coupon in Fig. 9.6 is converted to a 3D image and 3D
profile observed in Fig. 9.7. From this 3D model image and profile, it is possible to
measure the pit depth accurately.

The repeatability of pit depth measurements for a single pit is given in Table 9.2.
This indicates that as the magnification is increased from 65 to 370�, the average

Narrow, deep Elliptical
Wide, shallow

Subsurface
Undercutting

(Horizontal) (Vertical)
Microstructural Orientation

Figure 9.4 Typical shapes of pits [21].
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pit depth decreased from 0.17 to 0.151 mm. Also, notice that the accuracy and repeat-
ability of the measurement of the pit depth improved with higher magnifications.

Another method to determine pit depth is X-ray radiography. It is an easy method to
quantify pitting corrosion both in terms of pit depths and percentage of effected areas.
This is a nondestructive testing (NDT) technique and used to monitor and detect severe
corrosion attack on metal surfaces. An X-ray beam penetrates the surface of the metal
and creates a variable intensity of the transmitted beam. In the resulting X-ray photo-
graph, the low intensity beam would cause a dark image, whereas the high intensity
would give a brighter image (Fig. 9.8).

Figure 9.5 High-powered digital microscope to analyze pit depth, pit volume, pit frequency,
and area of the pit. The microscope is capable of magnifying up to 2500�.
Printed with permission from Clariant Oil Services.

Figure 9.6 A round coupon subjected to a corrosive environment. The area of analysis is given
in the black square (left). Photo of analyzed pit at 1000� (right).
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9.3.4 Critical pitting temperature and critical crevice
temperature

Temperature increase is considered one of the main reasons for localized attack on
metals and alloys. Increase in temperature causes the Epit to decrease and lead to
corrosion damage. The increasing temperature causes higher current transients and
promotes the conversion of metastable pits into stable growing pits. The critical pitting
temperature (CPT) or critical crevice temperature (CCT) is defined as the lowest
temperature at which the metal surface starts to pit. Below this temperature, the steel
does not suffer pitting, when exposed to any aggressive chloride solution (such as
FeCl3) or subjected to a constant anodic potential in a corrosive environment. An
experiment at a constant anodic potential can be conducted to determine the CPT
by increasing test temperature until a large pitting current occurs. The other method
that can be used to determine the CPT of an alloy is by determining the temperature
at which the potential is needed to produce a current density of 10 mA/cm2 [24].

Pitting corrosion can be evaluated and ranked using the CPT in accordance to the
ASTM Standard G48-03 [25]. This is the test method for pitting and crevice corrosion
of stainless steels and alloys by use of FeCl3. The CPT is the minimum temperature (�C)
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Figure 9.7 Three-dimensional profile of coupon R3165 pitting at 1000� (top photo). The pit
depth was 28.6 mm (lower photo).
Printed with permission from Clariant Oil Services.
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required to produce pitting corrosion and it is usually higher than the CCT. The standard
test methods given in this document can be used to determine the effects of alloying,
additives, heat treatment, surface finishes, and crevice corrosion resistance [25].

CPT can also be a function of surface roughness. A schematic of the corrosion
testing equipment designed for CPT measurements is depicted in Fig. 9.9 [26].
Moayed et al. concluded that the surface roughness decreases the CPT. The authors
used a potentiostatic technique and studied various surface roughnesses of 904L stain-
less steel in 1 M NaCl solution. These experiments revealed that the highest polished
surface, at 3 mm finish, yielded a CPT of 56�C (122�F), whereas a rough surface
finished at 60 grit yielded a CPT of 45�C (113�F) [27].

Eghbali et al. used a potentiodynamic measurement to determine CPT [26]. The
electrochemical cell employed in this work is given in Fig. 9.9. Three electrode

Table 9.2 Pit depth measurements and magnification
(standard guide for examination and evaluation of
pitting corrosion [22])

Magnification Pit depth (mm)

65 0.183

0.159

0.179

0.174 avg

132 0.159

0.160

0.155

0.159

0.159 avg

200 0.149

0.157

0.150

0.153

0.152 avg

370 0.151

0.151

0.152

0.151 avg
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systems (platinum was used as the counterelectrode, and saturated calomel connected
through a salt bridge was used as the reference) with specimens with 600 grit surface
finish were used. The study was done by varying the potential and measuring current
density at a particular temperature.

Fig. 9.10(aed) depicts the polarization curves at 0.1M NaCl solution with varying
concentration of molybdate inhibitor and varying temperatures.

It was observed that the presence of the inhibitor influenced the pitting potential of
alloy DSS 2205. The authors concluded that the addition of molybdate solution con-
taining 0.1 M NaCl improves the CPT of this alloy. These experiments indicate that in
the presence of 0.01 M molybdate (see Fig. 9.10(c)), the CPT of the alloy increased by
10�C (50�F). When the concentration of the inhibitor was increased to 0.1 M, the au-
thors did not see any evidence of pitting up to 85�C (185�F).

X-ray tube X-ray radiations

Radiography
film

Figure 9.8 Photograph of X-ray radiography of a corroded metal [23].

Salt
bridge Potentiostat

N2 gas
Computer

Test solution

Water

Counter electrodeThermometer

Specimen

Reference
electrode

Figure 9.9 Schematic of the electrochemical cell used for corrosion testing [26].
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Fig. 9.11 depicts the evaluation of CPT of potentiostatic measurements at a trans-
passive potential of 750 mV against SCE. The temperature was increased at a rate of
0.6�C/min. The CPT increased with increasing inhibitor concentration. It is interesting
to note that at lower inhibitor concentrations (0.0001 M, 0.001e0.01 M molybdate),
the CPT increase was relatively low with the temperature increments of 0.5�C
(33�F), 2.5�C (37�F), and 12�C (54�F), respectively. However, they did not see a
CPT value after screening up to 86�C (187�F) at the inhibitor concentration of 0.1 M.

These experiments indicate that CPT can be increased by using a suitable corrosion
inhibitor. The inhibitor concentration and CPT do not seem to have a linear
relationship.
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Figure 9.10 Potentiodynamic polarization curves of DSS 2205 metal with different types of
brines. (a) 0.1 M NaCl with 0.00001 M MoO4

�, (b) 0.001 M, (c) 0.01 M, (d) 0.1 M [26].
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9.4 Kinetics of pit growth

The rate of pit growth depends on several factors: the metal composition, ohmic
potential drop inside the pit, and the electrolyte composition inside, as well as outside
the pit. It is also important to consider the physical and chemical properties of the
passive film that usually covers the mouth of the pit. The passive film’s porosity,
tenacity, elasticity, and the pit bottom potential can also play a major role in pit
kinetics. Pit growth is a function of any of these factors, as well as a function of the
metallurgy of the specimen. The pH of the bulk solution and the pH inside a pit can
be very different. Inside a pit, the pH can be as low as zero [28]. Even metal chloride
salt (e.g., iron chloride) can be found inside the pit.

9.4.1 Pit growth in a bulk specimen as a function of time

Kinetics studies of pit growth and potentiostatically were performed by Engell et al.
[29]. They showed that when time (t) is measured from the beginning of the pit to
the propagation stage, the total current (I) is given by the following Eq. (9.2):

I ¼ k $ tb (9.2)

In the above Eq. (9.2), k is a constant that depends on the chloride ion concentra-
tion. The value of b can be between 0.3 and 3 and is dependent on several different
factors and they are morphology of the pit, chloride ion concentration, crystal orienta-
tion, and temperature [29a,b]. Pit kinetics can be influenced by two factors: (1) the
diffusion of the salt film present inside the pit towards the outside of the pit and (2)
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Figure 9.11 Current density versus temperature to measure critical pitting temperature at
0.6�C/min temperature. DSS 2205 metallurgy was used with several concentrations of the
inhibitor [26].

Pitting corrosion 227



this salt film dissolution rate, which is controlled by an ohm-like law [30]. For pit
growth under diffusion control, the applied potential may not have any effect.
Although for ohmic control pit growth, its current density will depend on the applied
potential.

The value of b (Eq. 9.2) can be between 0.3 and 3, depending on the morphology of
the pit, chloride anion concentration, temperature, and metal crystal orientation
[31e33]. Pit kinetics and growth will not necessarily increase linearly with time
(b ¼ 1 in Eq. 9.2). Herbsleb et al. [33] measured the rate of pit growth in mild steel
as a function of chloride ion concentration and applied potential in a sulfuric acid so-
lution. They found that the pit count and the mean pit radii increased linearly with time.
However, at higher pit densities the linearity deviated. The authors believed that corro-
sion byproduct has an activating influence on the remaining metal surface. This leads
to a more rapid rather than linear (b > 1) relationship for mild steel [33]. The pits were
mainly hemispherical and the increase of the dissolution current was independent of
the potential, purity of the specimen (in this case mild steel), and sulfate iron concen-
tration. However, the current density in the pits was dependent on the chloride ion con-
centration [32,34,35].

9.4.2 Initiation stages of pit growth

The initiation stages of the pit growth at the very beginning of the formation of the pit
(10�3 to 10�1 s after pit nucleation) produce a very high current. Strehblow et al. con-
ducted experiments using nickel and iron leading to the conclusion that pit growth
starts with the adsorption of chloride ions on to the bare metal. This is followed by
the ionization of the complexes [36]. Popov et al. [37] established different stages
of pit growth. The authors considered different stages of the pit formation depending
on the processes that take place inside the pit. The stages are adsorption, charge trans-
fer, dissolution of complexes formed on the metal surface, diffusion, migration, and
convection. They differentiated the different stages of pit growth.

9.5 Criteria for pit growth

9.5.1 Critical pit stability

When the conditions are correct, pits start to grow. However, many nucleated pits do
not grow into stable pits. It is not known why some pits survive and others do not. In-
side a growing pit, pH can be very low with salt films at its bottom. The mouth of the
pit is usually covered by a layer of a passive film along with corrosion byproducts and
sometimes complexes with corrosion inhibitor products. Above a critical concentra-
tion of ions in the pit electrolyte, a pit can start to grow independently. Below this crit-
ical concentration, repassivation tends to occur. This repassivation is independent of
the pit radius or repassivation potential [38].

Galvie [39] suggested that for pit stability, a critical acidification is necessary inside
the pit. The author postulated that metal ions hydrolyzed inside the micropits and that
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pit growth is a function of active dissolution in the pit environment. As indicated in
reactions (9.i)e(9.iii) (see Section 9.2), hydrogen ions produced inside the pit due
to hydrolysis and a corresponding high concentration of chloride ion would migrate
from the bulk solution. It was suggested that for a stable pit, pH should be sufficiently
low to keep maintain the pit activity and grow [39].

The stability of pits can be increased by anions such as chlorides, but decreased in
the presence sulfates [40]. The authors indicated that the presence of sulfate causes the
distribution of available pit sites to be shifted to a higher potential. This implies that the
pit nucleation is inhibited. It was also shown that the sulfate ions acted as an inhibitor
for pit propagation in metastable and stable states. It is possible that the solubility of
the decreased metal salt may have reduced pit propagation current densities.

Isaac suggested that dissolution kinetics depends on the concentration of chloride
ions in contact with dissolving surfaces [41]. However, he found that the stability of
the pits due to chloride ion concentration also depends on the type of the metal or alloy.
The dissolution kinetics was found to depend on the chloride ion concentration in con-
tact with the dissolving surface. For stainless steel and nickel alloys, the pits repassi-
vated at high chloride content, whereas, with iron and nickel, the pits remained stable
(active) as the chloride content decreased.

9.5.2 Role of pit cover

Pit cover is an important factor in pit growth. The cover found at the pit mouth consists
of some passive film, metal, and sometimes corrosion byproducts [42,43]. The pit
cover plays an important role in stabilizing the pit growth [5,44,45]. The development
of a single corrosion pit thus occurs in three consecutive kinetic steps:

1. Nucleation
2. Metastable propagation
3. Stable propagation

The metal surface is initially passive prior to pitting. The growth of a corrosion pit
occurs because of the weakening and breaking of the passive film surrounding the pit
nucleation site. The bulk of the cover is at the initial pit nucleation site. The weakened
or the damaged pit cover would allow diffusion of metal ions out of the pit to the bulk
electrolyte. As the pit starts to grow larger beneath the pit cover, the pit cover would
become weaker. Pit growth is controlled by diffusion of metal ions through the flowed
pit cover to the bulk solution. Therefore, ions such as iron ions from the inside of the
pit can transport to outside through this permeable cover. When the diffusion rate is
accelerated, the pit growth rate is increased as well [46].

The stabilization of a pit can depend on the pit cover chemical composition,
porosity, and strength. For example, a strong nonporous pit cover can support the
pit stability. Although a weak and porous passive film can hinder the pit’s ability to
grow. This is also true for metastable pits. The metastable pits with a strong passive
film can survive to become stable and active pits.

Pitting stages are usually described through the nucleation of pits, their growth, and
repassivation. These processes are usually sequential. The formation of metal chlorides
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can hinder this process [47]. The access of aggressive anions (e.g., chloride anions) at
the surface of the metal can cause the passive film to break down. This happens by
interacting the anion with metal oxide passive film and bonding to metal oxide layer
and replacing metal oxide bond with a metal halide bond. Successive partial break-
down of the film pit cover leads to current increases. These current increases take place
because of the dissolution of iron to iron ions under the pit cover. Once the cover
breaks down, repassivation occurs and the current stops. A complete breakdown of
the passive film at the metastable stage, leads to the dilution of the pit, and the pit
will repassivate. If the cover ruptures totally before the pit can grow to a larger enough
size to support itself, the corrosive fluid within the pit is highly diluted and the pit
repassivates leading to the death of the pit.

The pit cover plays an important role to help pits to grow from the nucleation stage.
The physical chemistry of the pit cover is important and should allow the metal ions to
migrate out while not being porous enough to allow bulk solutions to come through it
and dilutes the inner electrolyte of the growing pit. If the pit cover is totally ruptured,
then the highly acidic electrolyte inside gets diluted and the pit dies. Conversely, if the
pit is deep enough, this dilution effect would not be a factor.

9.5.3 Concentrations of halide hydrogen ions in pit growth

Halide anions and especially chloride ions are essential for pit growth. The chloride
anions can compete for the metal in the metal oxide complexes, weakening and thin-
ning the oxide layer. Finally breaking it locally as the chloride metal bond weakens the
tenacity of the film. This in turn would start the pit initiation and nucleation. The chlo-
ride ion content is found to be very high inside the pit and can be up to 12 N. This study
[42] was conducted on 18Cr 12Ni 2Mo 1Ti austenitic stainless steel, immersed in a
vertical position in 0.5 N NaCl along with 0.1 N H2SO4. The experiment was conduct-
ed at 20�C (68�F) and polarized to 860 mV (NHE). The chloride concentration inside
the pit increased to a maximum and then decreased with time. It was observed that the
higher the accumulation of chlorides inside the pit, the slower their growth. The au-
thors [42] concluded that the low pH of the solution within the pit is the consequence
of the high chloride ions contents accumulating inside the pits.

Once again, the high chloride content associated with low pH was demonstrated by
Hong et al. [48]. The high acidity inside the pits is associated with its high chloride
content [42].

When the metal starts to dissolve, cations form and are trapped inside the pit. An-
ions (chlorides) migrate inside the pit to keep electroneutrality. The pit cover prevents
the cations from escaping to the bulk solution. Thus, chloride ion concentration in-
creases inside the pit highly. It is shown that high chloride ion concentration increases
the hydrogen ion concentration inside the pit [49]. The chloride ion increase is offset
by hydrogen ion increase to keep the pit in charge neutrality. The concentration of the
chloride ions, however, depends on the pit size, temperature, the concentration of cat-
ions (such as H3O

þ and Feþþ), and the pit cover.
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9.5.4 Gas evolution in pits

Gas evolution at higher temperatures from pits was observed by Forchhammer and
Engell on stainless steel [50a]. The gas was identified as hydrogen by mass spectros-
copy. This hydrogen gas evolution was seen in pits for iron, steel, and other type of
alloys such as aluminum, zirconium, and titanium. The evolution of hydrogen from
pits may indicate that the pit is active and a chemical reaction is taking place inside
the pit.

9.6 Effect of electrolyte composition in pitting corrosion

9.6.1 Pitting in halide solutions

The effect of anions is important for any given metal but this effect can differ from one
type of metal to another. The correlations of the pitting potential (Epit) and the concen-
tration of the aggressive anion (Epit) for halides in general are in the following order:

F� < Cl� < Br� < I�

The ability of different anions to adsorb to metal surface or metal oxide surface is
different. The radius of halide ion increase and Gibbs-free energy of adsorption (DG)
decrease is in the same order from fluoride to iodide. This indicates that the adsorption
of iodide ion with a DG �13.1 kcal/mol is more favorable to adsorb on to a metal
surface than the fluoride ion with a DG 8.9 kcal/mol. However, a different response
of Cl�, Br�, and I� in pitting with these anions is observed. More strongly adsorbed
anions seem to be less aggressive. The pitting potential of chloride is less than iodide.
Virtanen et al. [50b] observed a major influence on the repassivation behavior of
chloride and bromide anions. These ions seem to have different responses for the
initiation of pitting corrosion on steel. The authors observed a greater number of
microtransients, greater than 10 s in the presence of chloride but such longer transients
were absent in bromide solution.

The pitting potential generally increases from chloride to iodide in the halide series.
This is not universally true. For tantalum (Ta) and titanium (Ti), the lower potentials
were found in iodide rather than in the bromide solutions.

Titanium yielded the following sequence:

I� < Br� < Cl�

It has been shown that in general, increasing halide ion concentration decreases the
pitting potential (Epit) thus making the material more susceptible for pitting corrosion
[44].

The concept of critical pitting potential at which passive metals and alloys become
susceptible to pitting in the presence of halide ions was thoroughly reviewed [51,52].
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Roy et al. [53] tested several materials and found that in the case of alloy C-22,
increasing NaCl concentrations from 1 to 5 wt% resulted in a shift in critical pitting
potential (Epit) to a more active value in acidic brines. The authors also noted that
when the brine concentration increased above 5e7 wt% of NaCl, Epit was shifted to
more noble values. One of the metals subjected to these concentration changes
(Ti Grade-12) was independent of the Cl� ion concentration changes.

The acidity of the brine solution plays a role in the pitting corrosion as well. The
authors [53] found that Epit for several alloys at 10wt% NaCl brine, shifted to more
noble values when the pH was changed from acidic to neutral. This phenomenon
was explained by the acceleration of the cathodic reaction due to high concentrations
of hydrogen ions in acidic solutions.

9.6.2 Pitting in electrolytes containing sulfur

Pitting corrosion in the presence of sulfur species depends on the type of metallurgy.
The sulfur species studied were sulfate

�
SO4

2�� with þ6 valence for sulfur, sulfite�
SO3

2�� þ4 valance, tetrathionate S4O6
2� with þ2.5 valance, thiosulfate S2O3

2�

with þ2 valance, and sulfide S2� with �2 valance.
Effects of these sulfur species in electrolyte solutions depend on the sulfur valance,

pH, alloy composition, and heat treatment. Fang and Staehle studied the polarization
curves for alloys 600 and 800 (UNS N06600, and N08800) in various sulfur species at
60�C (140�F) and 95�C (203�F). They reported that the stability of the passive film
decreases with the decrease of sulfur valance. The examination of the surfaces after
polarization over the potential range indicated that the intergranular corrosion occurred
mainly in solutions of sulfate

�
SO4

2��, sulfite
�
SO3

2��, tetrathionate
�
S4O6

2��, and
thiosulfate

�
S2O3

2��, whereas S2� or HS� produced pitting. They also reported the

increase of
�
S2O3

2�� concentration at pH 6 and 95�C (203�F) accelerated the anodic
dissolution [9]. However, the pH variation from 3.5 to 8 did not change anodic current
for thiosulfate at a constant concentration.

The role of the chloride in thiosulfate solution is not clear. Newman et al. [54]
reported that for AISI 316L, thiosulfate pitting did not occur unless the chloride con-
centration was fairly high and more than 10�2 M, and unless the molar concentration
of chloride exceeded that of thiosulfate. However, there are reports of the occurrence
of pitting corrosion in thiosulfate solutions without the presence of chloride ions [10].

Thiosulfates dissolved in aqueous solutions are known to be detrimental to corro-
sion resistance of alloys such as stainless steel [55].

Duret-Thual et al. [56] used XPS technique to study the role of thiosulfate in pitting
corrosion in the presence of chlorides. The authors used several grades of Fee17Cr
alloys, with different amount of sulfur contents. They concluded that the addition of
thiosulfate in the presence of chlorides (30 ppm thiosulfate in 0.02 M of NaCl) yielded
a detrimental effect, increasing pitting corrosion. The detrimental effects on pitting
resistance increased with increased sulfur content in the alloy.

XPS results indicated that the thiosulfates are reduced on the metallic surface,
whereas they do not interact strongly with the passive film surface. The authors
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concluded that sulfide islands are formed at the bare alloy surface, preventing repassi-
vation. The sites on the bare metal with sulfide inclusions were the preferred site for
further thiosulfate reduction and increasing pitting [56].

Newman et al. [7] studied the effects of various types of sulfur species for type 304
stainless steel in mildly acidic or neutral solutions with 0.5 M. These tests were con-
ducted with potentiodynamic measurements. The concentration of sulfur species was
changed from 0 to 2 M solutions. The authors reported an increase in pitting when
thiosulfate concentration was increased from 0.01 to 0.02 M. However, when the
concentration of thiosulfate was increased above 0.5 M, pitting was inhibited.
KSCN showed a similar but lesser effect, while in the presence of sodium sulfide
(H2S in acidic solutions and HS� at neutral pH). They observed a reduction of the
pitting potential. Addition of sodium tetrathionate (Na2S4O6) up to 0.05 M increased
the pitting potential.

Sulfates in electrolyte solutions along with NaCl show an inhibitory effect. Ernest
et al. [57] reported that adding sodium sulfate to 1 M solution of NaCl resulted in
lowering pitting corrosion. The authors found that adding 0.1 M of sodium sulfate
to a solution of 1 M NaCl produced a cover with finer holes. This would make cation
transfer slower toward the bulk solution, making pitting corrosion rate slower.

Pistrous et al. [58] studied the effect of the addition of dilute sulfate into sodium
chloride solutions. The study focused on metastable and stable pitting on 304 stainless
steel. They observed that the sulfate causes the distribution of available pit sites to
be shifted to higher potential. This implies that the pit initiation is inhibited. The
pit propagation is inhibited by sulfate ions and this is true for both metastable and
stable pits.

9.7 Surface roughness in corrosion

There are several reports on surface roughness related to pitting corrosion. In labora-
tory testing, coupons are usually prepared to 600 grit mirror polished or finer finish.
The surface preparation is a very important aspect as the roughness of the test speci-
mens may have a marked influence of the outcome of the test results. This is especially
true in pitting corrosion but is universally true for general corrosion as well. Electro-
chemical and/or mechanochemical behavior of a surface is complicated and involves
various chemical and physical and mechanical factors. The effect of the surface finish
of the test material is very significant for the outcome of the test and should not be
neglected. Its influence on corrosion rates, general corrosion, as well as localized
corrosion is highly apparent. There are very systematic studies published in the current
literature of this effect for carbon steel under carbonic acid attack. One such study
concluded that CO2 corrosion increased with increasing surface roughness [19].
Yet, previous studies did probe into mild corrosion conditions (room temperature,
1 atm of pressure). Given that the formation of a tenacious iron carbonate scale can
protect the surface, it is important to perform these studies at tougher conditions.

The pitting corrosion rate can increase with increasing surface roughness [59]. This
was attributed to a reduced amount of metastable pitting sites in a smoother finished
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surface compared with a rougher surface. The experiments were conducted on a 304
(UNS S30400) stainless steel surface with sodium chloride as the electrolyte. Howev-
er, if the surface is smoother, once a metastable pit formed, it has a better chance to
achieve stable pit growth.

Sasaki et al. [60] studied the relationship of surface roughness and pitting
potential using 304L stainless steel in 0.6 M sodium chloride solution. The pitting
potential increased with increasing grit number. The pitting potential was lower
for rougher surfaces than the smother surfaces. For example, a change from 4000
grit finished surface to 180 grit finished surface resulted in a decrease in Epit of
0.44 V. They also observed that the pitting potential is linearly related to the
reciprocal of the grit number. The pitting potential Epit, which is the minimum poten-
tial at which stable pits are observed to propagate, is lower for rougher surfaces than
for smoother surfaces. This phenomenon is in agreement with the diffusion control
pitting corrosion mechanism.

The same reasoning can be applied to erosion corrosion, where impingement by
sand particles (for example) can weaken the protective metal oxide barrier and replace
the barrier with weaker chlorideemetal bond. In this situation, the rupture of the oxide
film causes a fast anodic reaction of the metal. This would allow easy nucleation and
metastable pit formation. The metastable pits can transfer to stable growing pits. The
damaged metal surface (because of impingent) can make a less open pit cover allowing
the pit to become stable.

Contrarily to the results presented by Asma et al. [19], Yepez et al. had found the
opposite behavior for general corrosion in certain conditions [61]. In this work, Yepez
et al. [61] present evidence that general corrosion rate and pitting corrosion rate can
behave somewhat differently. The tests were conducted using rotating cylinder auto-
clave (RCA) with flat CS 1080 coupons and under an oxygen-free environment under
CO2 pressure. The tests were run with 3.5wt% NaCl dissolved in water. In several
cases, the corrosion rate increased as the surface roughness decreased. This, however,
may have occurred because that rougher surface can corrode faster, and therefore, can
produce a higher amount of the protective iron carbonate layer. Additional experi-
ments were conducted using RCA with liquid volume to metal surface ratio of 9 (con-
dition A) and liquid volume to metal ratio of 15 (condition B). It is known that the area
of the metal surface to volume of the liquid does affect measured corrosion rate as the
corrosion byproducts have more chance to dissolve or disperse in higher volume of
liquid. A lower metal surface/liquid ratio presents an artificially low corrosion rate
as more corrosion product can deposit on the metal surface forming a barrier to corro-
sion (stopping diffusion of the cations to bulk solution). Fig. 9.12 depicts results of
general corrosion rate against surface finish (grit #). With increasing grit, general
corrosion rate increased. Each test was conducted three times and averages were
used in the graph. The test temperature was 65�C (149�F).

This test was performed using a low metal surface to liquid ratio (Method A).
Though the authors expected to see better but probably better artificial protection,
the trending of the corrosion rate was similar and both increased with increasing sur-
face smoothness. Yepez et al. [61] looked into pitting corrosion but the results were
inconclusive.
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Fig. 9.13 depicts the RCA test result at different temperatures. The corrosion rates
are higher at higher temperatures as expected but the corrosion rate increased as the
surface smoothness increased.

Fig. 9.14 depicts the corrosion rates from RCA testing at 66�C (151�F) with 4.5 bar
(65 psi) CO2 with 3.5wt% NaCl solution. The condition B gave somewhat lower
corrosion rates as the surface smoothness increased. This was attributed to the dilution
of iron carbonate in the metal/volume system. The corrosion rates (pitting rates as well)
are higher at higher roughness but the corrosion byproducts do not act as barrier for
diffusion here as the byproducts may disperse better in the bulk solution.

9.8 Pitting corrosion behavior in sour systems

Pitting corrosion behavior in sour systems has been studied extensively for carbon
steel but not yet fully understood [62,63]. The sour systems (systems containing
H2S, or a mixture of H2S and CO2) are prone to pitting much more readily than
the sweet (CO2 only) systems. The sweet systems tend to promote higher general
corrosion, whereas H2S containing systems tend to promote more pitting corrosion
with lower general corrosion provided that all other system conditions are equal.
The sour systems tend to form tenacious iron sulfide films that would influence
corrosion mechanism. The general corrosion rates in the presence of CO2, a mixture
of CO2/H2S, and only with H2S were studied by Pessu et al. [62]. The tests were
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conducted on X-65 (UNS K0314) material surfaces at three different temperatures.
The testing temperatures were 30�C (86�F), 50�C (122�F), and 80�C (176�F). The
authors concluded that the general corrosion rates were higher in pure CO2 (saturated
for 12 h with CO2 before conducting the experiments in 3.5wt% NaCl brine). The
dissolved oxygen levels were kept below 10 ppb. The sour tests were conducted
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by deaeration with nitrogen followed by bubbling with H2S containing gas mixtures
for 30 min.

The general corrosion rates were measured using linear polarization resistance
(LPR) bubble cell method. The reference electrode was Ag/AgCl and the counterelec-
trode was platinum. General corrosion was measured at 30�C (86�F), 50�C (122�F),
and 80�C (176�F) for all three types of gases. The corrosion rate was almost three
times higher at 30�C (86�F) in pure CO2 than in CO2/H2S system (Fig. 9.15). The
corrosion rate diminution at any given time was higher between pure CO2 and CO2/
H2S. However, at higher temperatures (80�C, 176�F), the difference between corro-
sion rates of sweet and sour systems seem to widen with time (see Fig. 9.16). There
is a drastic effect on general corrosion between sweet and sour corrosion in these tests.

The authors also compared pitting corrosion behavior between sweet and sour
conditions by comparing maximum pit depth (Fig. 9.17(a) and average pit depth
(Fig. 9.17(b)). The average pit depth is the average of the 10 deepest pits [62]. Both
maximum pit depth and average pit depth increased with increasing temperature up
to 50�C (122�F) and then seems to decrease slightly at 80�C (176�F) as illustrated
in Fig. 9.17.

The authors concluded that the pits initiate faster in sour than in sweet environments.
The pit depths were higher in sour environments for all temperatures (30e50�C,
86e122�F) than sweet. Both pitting and general corrosion rates were reduced at higher
temperatures (at 80�C, 176�F). This is an indication that iron sulfide plays a significant
role in reducing general corrosion.

9.8.1 Pitting and iron sulfide polymorphism

Studying pitting corrosion in sour environment in laboratory or field environment is
generally difficult. Either in laboratory or field experiments, with synthetic fluids in
H2S and CO2 environments or with side streams pitting, it is not observed in a short
period of time. In both these cases, for pitting corrosion to occur, it is necessary to
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Figure 9.15 Corrosion rate of X-65 carbon steel in 3.5 wt% NaCl solution saturated with gas
streams of different composition at 30�C (86�F) [62].
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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run these tests for longer periods of time. In laboratory testing, it is not unusual to run
the test for 7 days or several weeks.

Systems containing CO2 or mixtures of H2S and CO2 produce films of corrosion
products. Thus, in sweet systems, the major corrosion product is iron carbonate
and, in sour systems, the products are different iron sulfides. In sour systems, these
products are much more complex as sulfides exist as polymorphs and sour systems
can produce elemental sulfur and polysulfides. These iron sulfide corrosion products
can precipitate on the steel surface and inhibit corrosion. This is by covering the
surface and not letting corrosive fluids to come into contact with steels surfaces.
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Figure 9.16 Corrosion rate of X-65 (UNS K03014) carbon steel in 3.5 wt% NaCl solution
saturated with gas streams of different composition at 80�C (176�F) [62].
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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Because the solubility of iron carbonate in brines is higher than iron sulfides, the
tenacity of iron carbonate films, formed on the surface, is much less than iron sulfides.
Iron carbonate, therefore, does not offer a good protection, leading to higher general
corrosion under similar conditions. The localized corrosion, however, follows the
opposite trend. The sour systems would produce lower general corrosion but higher
pitting corrosion [63e65]. This phenomenon is defined by the protectiveness of the
corrosion film and can be separated into three areas. First is the area without a corro-
sion film. This area, generally, suffers very high general corrosion and will not have
any localized corrosion. Depending on system conditions, some sweet systems and
flow induced corrosion can be in this category. The second area is fully covered
with a protective film and this would produce low uniform corrosion and localized
attack. The authors defined the third area as the “grey zone”, low or high uniform
corrosion with localized corrosion [66]. The majority of oil and gas sour systems falls
into this area where partially protective films can produce pitting corrosion via
galvanic and uniform corrosion.

An early work studied and reported several iron sulfide polymorphs with respect to
their sulfur content and corrosivity [67]. The researchers synthesized and characterized
these sulfides. The authors concluded that the corrosiveness and sulfur content in five
different iron sulfides are linked. The sulfur-rich species seems to be more corrosive
for mild steel than sulfur-deficient iron sulfide species (Table 9.3).

The mechanism of H2S induced corrosion may be via direct reduction of H2S at the
cathodic site [68]. Therefore, it is logical to assume that the crystalline structure of
the iron sulfide may influence the corrosivity. The pitting corrosion may depend on
the type of iron sulfide forms on the metal surface. Usually, the type of iron sulfide
formed under low pressure and low temperature is mackinawite, which later can trans-
form into other species. Park et al. [69] studied film formation of iron sulfide species
using RCA equipment at 50�C (122�F) and with 3447 kPa (500 psi) of H2S partial
pressure and with 6891 kPa (1000 psi) of total pressure balance with nitrogen. They

Table 9.3 Corrosivity of iron sulfide polymorphs and the sulfur
content

Iron sulfide
type/formula

Corrosion per
mol sulfide
(mg Fe/mmol)

Sulfur
mol% Comment

Pyrite/FeS2 61.53 67

Smythite/Fe3S4 19.51 57

Greigite/Fe3S4 12.53 57

Mackinawite/Fe1þxS 10.08 c.50 The formula is controversial.
Some believe it is FeS.

Pyrrotite/Fe1�xS 6.39 c.50
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analyzed the iron sulfide film formed at various time intervals. They found that at the
early stage of the testing, amorphous FeS was the main product, which changed to
Mackinawite within 7 days. Mackinawite and cubic iron sulfide, along with iron oxide,
were the products after 14 days. It seems, at least in laboratory conditions that iron sul-
fides converted from one form to a thermodynamically more stable form with time.
Temperature and pressure can accelerate this process.

It was established that the general corrosion decreases with increasing H2S concen-
tration. However, pitting corrosion is not as direct as general corrosion. Pitting corro-
sion may depend on several factors in sour services. The iron sulfide polymorphs
formed indeed have a strong effect on pitting corrosion. This is along with other sys-
tem conditions such as temperature, pressure, presence or absence of organic acid, and
presence of elemental sulfur. Pitting attack is attributed to galvanic corrosion, where
the holidays among the sulfide layers can induce this type of corrosion [70,71]. How-
ever, it is not clear which type of polymorphous iron sulfide would yield the highest
corrosion rate. Jon Kvarekval et al. [70] claimed that pyrrhotite was the most influ-
encing iron sulfide in creating pitting corrosion in mild steal. However, there are
some indications from other groups in Ohio University [70b] and Clariant [61] that
pyrite is more effective in initiating pitting corrosion.

9.8.2 Pitting in the presence of sulfide and poly sulfides

To prevent corrosion, sweet systems that contain very little or no H2S can be treated
easily by using corrosion inhibitors. However, mitigating corrosion in systems with
high levels H2S and CO2 is difficult. This is because these systems can produce
elemental sulfur and polysulfides. These chemicals tend to cause localized and pitting
corrosion rather than general corrosion.

In order to design corrosion inhibitors effectively, one needs to understand the
different conditions that control the flow in flowlines, the conditions that cause corro-
sion and various environmental and safety restrictions for chemical usage in different
parts of the world.

Corrosion occurs when sulfur particles directly contact the metal surface and exhibit
the same principal characteristics as H2S induced corrosion. A crevice-corrosion-like
attack is observed [72]. However, when elemental sulfur is in contact with H2S,
various hydrogen polysulfide species of general formula H2Sxþ1 (x � 1) are formed.
These polysulfide species are considered to be stable, only when sulfur and H2S
come into direct contact, i.e., in the proximity of sulfur particles [73]. The most prom-
inent mechanism is where the hydrogen polysulfides form the oxidant cathodic part of
the corrosion reaction. It is believed that the transfer of sulfide ions to the iron sulfide
surface occurs via polysulfide species, and the following reaction scheme is proposed
for the accelerated corrosion process:

H2S þ Sx / H2Sxþ1 (9.iv)

xFe / xFe2þ þ 2xe�1 (anodic) (9.v)
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H2Sxþ1 þ 2xe� /H2Sþ xS2�ðadÞðcathodicÞ (9.vi)

xFe2þ þ xS2�ðadÞ/ xFeS (9.vii)

Adding reactions (9.v) through (9.vii), the overall reaction for accelerated corrosion
becomes

xFe þ H2Sxþ1 / xFeS þ H2S (9.viii)

The H2S generated in reaction (9.vi) further combines with more elemental sulfur to
generate more polysulfide species, in accordance with reaction (9.iv).

The production of sour gas in oil fields increases corrosion in flowlines [74,75].
The mechanism of corrosion in an aqueous solution containing CO2 is quite

different from the mechanism of corrosion in sour gas systems. In sour gas reservoirs,
elemental sulfur, polysulfides, water, and CO2 exist with hydrogen sulfide. Elemental
sulfur thus can be carried out with hydrogen sulfide by dissolving in H2S or by chem-
ically binding to hydrogen sulfide gas as H2Sx. Elemental sulfur dissolved in sour gas
can be released (deposited) as elemental sulfur by changes in temperature and pressure.
When elemental sulfur deposits in flowlines, these lines become plugged, and in the
presence of water, rapid localized corrosion attacks occur. The controlling deposition
of elemental sulfur is thus as important as the corrosion mitigation in flow lines.
Elemental sulfur exists as a stable crown below 95�C (203�F). Above 114�C
(237�F) cyclooctasulfur (S8) polymerizes to yield zigzag chains with SeS bonds.
The bond length is 0.24 nm.

In sour gases, the solubility of sulfur increases with increasing temperature and
pressure and it is proportionately greater as the amount of alkanes and concentration
of hydrogen sulfide increases in the system. A low hydrogen sulfide content in sour
gases (less than 5 mol%) results in less elemental sulfur plugging, which can be
controlled easily [76]. Elemental sulfur reacts with H2S in sour gas systems and forms
polysulfides at high temperatures (see reaction 9.iv). It is believed that the formation of
polysulfides has a greater significance at higher levels of hydrogen sulfide in sour
gases, which proves to be the dominant mechanism by which elemental sulfur is trans-
ported in high sour gas fluids.

On reaction (9.iv) above, higher temperatures, pressures, along with the partial
pressures from hydrogen sulfide could drive the chemical equilibrium to the right.
Once the pressure is released and fluids are cooled, the equilibrium will shift to the
left, releasing elemental sulfur into the flow lines [77].

It is accordingly important to control the formation and deposition of elemental sul-
fur inflow lines, especially in view of the need to control corrosion on iron surfaces.

9.8.3 Effects of sulfur particle size on corrosion

Elemental sulfur increases the corrosivity of aqueous H2S environments. When drops
of sulfur are in direct contact with the metal in a system with sulfur/water/hydrogen
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sulfide, the corrosion proceeds from the periphery of the sulfur drop toward the center.
The size of the sulfur drop affects the corrosion of the metal surface. A large drop may
lead to localized corrosion near the regions close to the sulfur drop, whereas small
drops will attack the metal surface uniformly [77].

9.8.4 Mechanism of corrosion of mild steel by sulfur/water
suspensions

Boden and Maldonando [78,79] claimed that the acidity generated in wet sulfur causes
higher corrosion at ambient temperatures. They observed a decrease of pH to 1.8 when
a suspension of sulfur was stirred in distilled water at ambient temperature. Rapid
corrosion of mild steel is caused by the continuous replacement of hydrogen ions as
they are consumed by the cathodic reaction. Boden and Maldonando attributed this
effect to a disproportionate reaction that produces hydrogen sulfide and sulfuric acid
as shown below.

S8(s) þ 8H2O(l) / 6H2S(as) þ 2H2SO4(aq) (9.ix)

The acids thus produced introduce acid corrosion in the system, which escalates as
iron sulfides are formed. The presence of H2S can lead to elemental sulfur polysulfides
as shown in reactions (9.x) and (9.xi).

H2S þ Sx 4 H2Sxþ1 (9.x)

(x � 1)Fe þ Sy�1$S
2� þ 2Hþ / (x � 1)FeS þ H2S þ Sy�x (9.xi)

It has been established that the presence of elemental sulfur would lead to pitting
corrosion as shown in reaction (9.ix). A sulfur drop on a steel surface would induce
highly corrosive sulfuric acid in the presence of water (reaction 9.ix). This would
lead to severe pitting corrosion under the sulfur droplet.

Elemental sulfur has been shown to accelerate corrosion of carbon steel in sour
environments where significant amounts of H2S are already present. Such accelerated
attack predominates in the vicinity of sulfur particles that are in contact with the
surface of the steel leading to predominately pitting corrosion [74].

9.9 Future research on pitting corrosion

The surface roughness is important for corrosion and pit initiation. This is an important
area but least studied. Surface roughness and corrosivity may not be as directly linked
as published in the current literature. Most publications indicate that there is a direct
proportionality between these two factors. Studies at Clariant laboratories in Wood-
lands, TX, indicate that there is a correlation between surface roughness and corrosiv-
ity but this depends on many factors, among them are temperature and metallurgy.
More investigations on the mechanisms, initiation, and nucleation of pit formation
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are necessary. The role of pit cover should be investigated further. The correlation be-
tween the roughness of the surface and pit cover should be further investigated as well.
Although the mechanism of the stable pit growth seems to be clear, the breakdown of
the passive film and the production of stable pits is not very clear. The passive oxide
film and the breakdown of this film due to anions should be investigated further.

Another area of ambiguity is the pitting corrosion mechanisms in the area of sour
corrosion. There are several proposed mechanisms in the literature but none of them
are convincing as the experimentations that led to the conclusions were not conducted
universally. In other words, we do not believe all scenarios were considered before
coming to conclusions by various researchers.

In the area of the role of iron sulfide polymorphs, the data in literature is conflicting.
There is a correlation with the amount of sulfur in iron sulfide and corrosion. In that
case, the most corrosive iron sulfide polymorph should be pyrite (and still it is). Pyrite
with higher sulfur content may induce galvanic corrosion readily when it comes into
contact with steel and suitable electrolyte. However, a higher corrosion activity has
been assigned to pyrrhotite, which is deficient in sulfur compared with pyrite. There-
fore, there are conflicting evidence in literature and the role of iron sulfide polymorphs
should be investigated further.

Another question is the corrosion activity between various iron sulfide polymorphs
and the metallurgy. The stoichiometry of iron sulfide is also important. In the literature,
the stoichiometry of mackinawite is unclear. It is necessary to investigate further the
stoichiometry of makinawite, which is sometimes presented as FeS and sometimes
as sulfur-deficient FeS1�x.

There are a substantial amount of technical papers published in the literature on
corrosion inhibitors but there are not very many papers dealing with the mechanism
of corrosion inhibition. This is especially true of inhibitors for pitting corrosion. In
acidic solutions, the inhibitors mitigate corrosion by inhibiting the anode reaction,
cathode reaction, and sometimes both. The mechanism of mitigating it is the least
understood perhaps because the researchers consider inhibitor development as intellec-
tual property and rarely want to share all the findings with the public. Further research
should be focused on chemical species that inhibit exclusively pit initiation and pit
development as this would lead to pitting corrosion.

Corrosion inhibitors are generally blends of several components and mixtures of
solvents. The inhibitors generally are system specific and may not perform well in
two different systems. There is a gap in corrosion inhibitor development for corrosion
inhibitors that are good for very high temperatures (above 177�C, 350�F) and further
research is required for corrosion inhibitors that are effective at high temperatures and
pressures. This is especially true for water-soluble corrosion inhibitors where most
water-soluble chemical species decompose at high temperatures in water. Furthermore,
research into the development of new raw materials that are effective for HT/HP is
necessary.

Pitting corrosion usually decreases when the general corrosion is reduced. However,
the mechanism for mitigation of pitting corrosion by specific chemical species is not yet
clear. Pitting corrosion is a two-step process with pit initiation followed by pit growth.
Therefore, the species that can inhibit pit initiation can inhibit pitting corrosion.
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Second, if chemical inhibitor species can inhibit the development of already nucleated
pit, then this inhibitor can mitigate pitting corrosion. The third type of chemical
inhibitors should be able to passivate the bare metal surface after the film is broken
down. Therefore, further research is required to understand mitigation of pitting
corrosion exclusively by chemical species compared with mitigation of general
corrosion. The mitigation of general corrosion may happen because of the formation
of a tenacious film over the entire metal surface. Therefore, a chemical that is effective
for general corrosion may not necessarily be effective for pitting corrosion.

Inhibitor development for very sour systems is another area that needs attention.
Further research is necessary in this area. Usually, general corrosion is very low in
very high sour systems and sometimes lower than 4 mpy (0.1 mm/year), which tends
to give producers a false sense of security. These systems fail not because of general
corrosion but due to pitting corrosion. These systems produce protective iron sulfide
scale, which can act as tenacious films on the metal surface. This would prevent acidic
water coming into contact with the metal surface reducing general corrosion. However,
this film can break down and the gaps can introduce water to the bare metal. Iron sulfide
is conductive and can be cathodic and can induce galvanic corrosion, which can lead to
pitting. Further research is necessary to develop corrosion inhibitors that can exclu-
sively bind to cathodic iron sulfide. This would lead to repassivation of the gap created
by the broken-down of the iron sulfide film. Further research is necessary to identify
chemistries that can exclusively bind to active iron sulfide scale found at the gap of
the FeS film. Another important question is the polymorphs of iron sulfide formed
due to sour corrosion and the inhibitor development for each type of iron sulfide
species. For example, is a chemical species that binds tightly to makinawite and makes
a tenacious film in the gap between bare metal would it do the same thing for pyrite?

Another highly unexplored area is the development of corrosion inhibitors to
mitigate pitting corrosion in sour system with elemental sulfur. The pitting corrosion
in these systems is very high and currently there are no effective solutions to control
very heavy pitting. Further research is necessary to develop new corrosion inhibitors to
mitigate pitting corrosion in the systems with elementals sulfur.

Another gap in research activity is in the area of corrosion modeling for pitting.
Most of the current models are developed for CO2 corrosion [80e97]. Also most of
the present models are based on WaardeMilliams semiempirical model [81,82].
Only a few of these models can handle elevated temperatures and pressures. Most
of the current published literature cover models developed for sweet systems and
the most part for flowlines. There are few models for downhole applications and
even less for sour systems. There are very few prediction models that address the
pitting corrosion. There is a need for a prediction model to be developed for sweet
systems using activities and fugacities (non-Newtonian) to use in high temperature
and pressure.

However, the most important gap is the corrosion prediction for pitting corrosion
in sour systems. There are not very many good downhole models for sour pitting
corrosion. This is a gap in this area, and this is especially true for HP/HT downhole
pitting corrosion in the presence of high levels of H2S.
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Corrosion of weldments 10
Dimitris I. Pantelis and Theodora E. Tsiourva
National Technical University of Athens, Athens, Greece

10.1 Overview of current understanding in weld
corrosion

Welding is the most common method for joining different metallic components
where the majority of welding in oil and gas industry accounts for the welding of
pipelines. Oil and gas pipelines are constructed by welding together individual
pipe joints. Although other types of joints are employed such as threaded couplings
and mechanical connectors, welding is the most common method. The same welding
processes can be used for both onshore and offshore oil and gas construction. Manual
welding is most often used for welding procedures; however, automated welding
procedures are also employed for onshore and offshore. Welding techniques such
as gas metal arc welding (GMAW), submerged arc welding (SAW), shielded metal
arc welding (SMAW), and electric resistance welding (ERW) are most often
employed in oil and gas. Interested readers can find extensive literature on these
techniques [1e3].

Corrosion is an inevitable issue in the petroleum industry due to the complex
service environments and operating conditions that include the simultaneous actions
of high pressures and temperatures, water with dissolved slats and gases (particularly
CO2 and H2S), entrained sands, corrosion-influencing microbes, and complex multi-
phase flow regimes.

The study of weldments’ corrosion has attracted attention and has been thoroughly
investigated in the last several decades. Even though weldments of oil and gas struc-
tures are accomplished following well-established standard procedures, methods, and
codes and are consequently approved to be void of weld defects, corrosion failures in
weldments still occur. Weldments experience different forms of corrosion in the ser-
vice environments of oil and gas. These corrosion attacks are strongly related to the
distinct features of weldments such as microstructure, chemical composition, and re-
sidual stresses.

Fusion welding techniques, due to the thermal cycles that are imposed on the base
metal or parent material (PM), lead to the creation of metallurgical transformations
across the weld metal (WM) and heat affected zone (HAZ) areas. The distinct micro-
structures formed, depend mainly on the cooling rates and the peak temperatures in
each region, thus the corrosion behavior can be quite different for each area of the
weldment. Metallurgical metastable phases, like bainite and martensite, exhibit higher
hardness and corrosion susceptibility due to the presence of increased lattice defects
and residual stresses. In contrast, well defined heat treatment procedures can relief
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the residual stresses in the lattice, form stable metallurgical phases, like ferrite and
perlite and results dense corrosion products, thus inhibiting the corrosion susceptibility
of the weldments. Moreover, dense, nonporous, strongly adhering corrosion products
formed on weldments, can mitigate corrosion. Experiments that simulated welding
thermal cycles resulted in loose porous and defective corrosion products allowing
for the corrosion to progress.

Apart from the microstructure, weldment defects such as excess WM, undercut,
overlap, excessive penetration, and incomplete filled groove can affect the corrosion
behavior of welded mechanical components. These weld defects provide sites of stress
concentration, pitting, or crevice corrosion or can even interrupt fluid flow leading to
impingement corrosion.

The residual stresses in welded structures have proved to be of significant impor-
tance for the corrosion behavior of weldments. Therefore, welding residual stresses
must be controlled to ensure the integrity of the structures. Several failures in carbon
steel pipelines have been attributed to residual stresses. Extensive knowledge on weld-
ment microstructure and defects can be found in literature [1e3].

The most important parameters which determine the corrosion behavior of weld-
ments, include

• Welding practice and sequence and also choice of filler metal, which determine the metallur-
gical and chemical composition variations in the parent metal, HAZ, and WM. These
variations favor initiation of galvanic corrosion.

• Moisture contamination that leads to hydrogen-induced cracking (HIC) of the weldment.
Hydrogen entrapment in weldments can result from improperly baked or stored electrodes,
moisture in the flux, or the presence of moisture and other impurities on the components to be
welded.

• Oxide films and scales. The texture and the adhesion of the corrosion products formed on the
weldments can affect the corrosion development. Dense, nonporous corrosion products,
strongly adhering to the metal substrate, can reduce corrosion progress.

• Weld defects (e.g., incomplete weld penetration or fusion, porosity, cracks, surface flaws) act
as preferential sites for local corrosion attack).

• High stresses (applied or residual) that lead to stress corrosion cracking (SCC).
• Final surface finish.

Hence, the aforementioned parameters imposed on the base metal by the welding
procedure can potentially lead to galvanic corrosion and environmentally assisted
cracking (EAC) of the weldments.

Galvanic corrosion, owing to the different corrosion susceptibilities of the distinct
weldment microstructures (WM, HAZ, and PMs), appears as preferential corrosion
either on the WM or on the HAZ.

Weldments can be susceptible to SCC under particular environmental conditions.
The cracking results from the combined synergistic interaction of a corrosive environ-
ment, a susceptible microstructure, and tensile stresses. Welds often suffer from
residual stresses to a level approaching the yield strength of the parent metal.
Therefore, the heterogeneous microstructure of the weldment, the residual stresses,
and the exposure to a corrosive environment make the weldment prone to SCC.
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10.2 Forms and mechanisms of weldments’ corrosion in
oil and gas industry

Corrosion of weldments is strongly related to the microstructure and residual stresses
formed during the welding procedure and the aggressive operating conditions. The
most important corrosion forms, include galvanic corrosion, related to the microstruc-
ture of the zones formed, and EAC that appears mainly as SCC and HIC.

In the following paragraphs, these corrosion forms encountered in oil and gas
industry are discussed thoroughly.

10.2.1 Galvanic corrosion

Filler metals employed in the majority of the welding techniques, along with the phase
transformations induced by the thermal cycles during welding, lead to the formation of
distinct areas with varying susceptibilities to corrosion. The varying susceptibilities to
corrosion are due to differences in the electrochemical potential across the different
zones of the weld. The resultant corrosion is usually considered as galvanic corrosion
or preferential WM corrosion or preferential HAZ corrosion, according to which area
is more active. If the WM and HAZ are anodic to the PM, then localized metal loss can
take place in these regions. This phenomenon is accentuated by the small surface areas
of the WM and HAZs compared to the large area of the parent pipe material (i.e., small
anodic to large cathodic areas). In contrast, if the WM formed is more noble to the PM,
then it will remain cathodic and this can be expected to reduce galvanic corrosion of
the WM. Then the anodic dissolution will be spread over the large parent metal area
reducing the corrosion rate.

Despite the continuing research on galvanic corrosion and its mitigation methods,
preferential corrosion still occurs and failures are encountered either on the WM or on
the HAZ.

10.2.2 Preferential WM corrosion

The preferential weld metal corrosion (PWC) refers to the anodic, active, behavior of
the WM and depends on the chemical composition of the filler metal employed for the
weld. The corrosion rate of the WM seems to be influenced by the Ni and Cr contents
of the filler metal and is less affected by base metal steel composition, although steels
with Cu, Ni, and Cr additions lead to nobler parent steels, hence accelerating WM
attack. Matching weld consumables, with the same composition as the parent metal,
have been shown to give the best resistance to PWC, whereas both 1 wt% Ni and
1 wt% Si additions are detrimental.

10.2.2.1 Case studies

Preferential corrosion attack in the weld area, leading to premature leaking, was
observed in electric resistance welded (ERW) of carbon and low alloy steel pipes
exposed to neutral salt-containing waters [4]. The selective and localized corrosion
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prefers to occur in the weld, especially close to the fusion line. ERW seams in the pres-
ence of a corrosive environment are susceptible to preferential attack at the bond line.
Because of alloying element mismatch that exists between the parent metal and the
weld resulting from the ERW process, the weld generally becomes less resistant to
corrosion due to the small decrease of alloying elements. The susceptibility of ERW
pipe to grooving corrosion was recognized to be related to the chemical composition
(particularly sulfur content) of the pipe and to the use of a postweld heat treatment. For
ERW pipes made from plain carbon steels with high sulfur content of more than
0.012 wt%, grooving corrosion has contributed to nonmetallic manganese sulfide
(MnS) inclusions. MnS inclusions lead to S-enriched region as a result of the rapid
heating and cooling in ERW process. When electric resistance-welded carbon steel
pipe was exposed to aggressive waters, grooves caused by the redistribution of sulfide
inclusions along the weld line were formed in the weld. The material at the bond line is
anodic to the surrounding material and the result is a V-shaped groove with the apex of
the V centered on the bond line. This type of corrosion is often called as “grooving
corrosion.” The postweld heat treatment with higher temperature can reduce the small
change in chemical compositions through the diffusion process and can thus improve
the resistance to grooving corrosion [4].

A recent study by Sayed [5] of the failure of a 2400 pipeline carrying oil revealed that
the failure, in the form of longitudinal crack at the 6 O’clock position (Fig. 10.1), was
originated from weld defected sites, initiated by grooving corrosion, propagated by
inertia at the normal designed pressure condition, and stopped when stress relief is
attained.

Failure of the pipeline segment was directly related to poor quality ERW process
because incomplete penetration, unmelted zones, and lack of fusion close to the
pipe inner surface were present on extended regions along the seam weld line, as illus-
trated in Fig. 10.2 [5].

Chemical inhibition, which is employed for the mitigation of preferential weld
corrosion in pipeline systems containing CO2, has been studied by Alawadhi et al.
[6]. The authors examined the performance of typical oil field CO2 corrosion inhibitors
in 3.5 wt% NaCl saturated with CO2. A novel rotating cylinder electrode (RCE)
apparatus was used to evaluate the effect of flow on the inhibition for the WM,

Primary fracture zone

Unmelted fusion line

Final fracture zone

Figure 10.1 Microimage for grooving of the seam weld line just before rupture [5].
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HAZ, and PM. For this, the galvanic currents flowing between the weld regions were
recorded using parallel zero-resistance ammeters, and the self-corrosion rates of the
couples were obtained by linear polarization resistance (LPR) measurements. The au-
thors reported that under uninhibited conditions, the WM was cathodic to the PM and
HAZ, whereas the addition of an oilfield corrosion inhibitor caused a current reversal
at high flow rates and inhibitor film was removed preferentially from the WM so that it
became strongly anodic. Moreover, under high shear stress conditions, removal of the
inhibitor film took place on all weld regions and a second current reversal occurred,
making the WM again the most noble area. They concluded that preferential weld
corrosion is caused by unstable conditions in which the inhibitor film is selectively dis-
rupted on the WM but remains effective on the other weld regions, and the total corro-
sion rates could be considered in terms of their separate galvanic and self-corrosion
components [6].

10.2.3 Preferential HAZ corrosion

In some oil and gas production environments, preferential weldment corrosion may
lead to enhanced HAZ attack. In the late 1980s, studies of the problems associated
with preferential weldment corrosion in sweet oil and gas production systems were
performed. In some cases, the HAZ was attacked, whereas in other cases, the WM
was preferentially corroded. Where enhanced HAZ corrosion was observed, the
composition was more influential than the microstructure; however, hardened trans-
formed microstructures suffered increased corrosion. Postweld heat treatment at
590�C (1100�F) for stress relief proved beneficial in reducing HAZ attack [7].

Preferential HAZ corrosion in seawater was reported in the 1960s and attributed to
the presence of low-temperature transformation products such as martensite, lower
bainite, or retained austenite. Therefore, steel compositions favoring increased harden-
ability (e.g., increase in manganese content) may lead to increased localized corrosion
but microalloyed steels are not susceptible [7].

Figure 10.2 Stereoscopic image of the fractured face [5].
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It is highlighted that, as for the autogenous seam weld in ERW/HFI pipe, the dif-
ference in corrosion potential for the separate regions (parent steel, HAZ, and WM)
may be only a few tens of millivolts, but due to the small surface area ratio of anode
to cathode, the attack, in conductive solutions, on the anodic WM or HAZ may be very
high. Also, corrosion of the parent steel will continue, and if this rate is unacceptable,
mitigation methods are required for the base metal in addition to consideration of ways
to control the enhanced localized attack at the weldments. Generally, such WM attack
has occurred in high-conductivity media, and the measures described to ensure the
WM is cathodic (more noble) relative to the parent metal have been successful. How-
ever, this may not be successful in different environmental conditions.

In HAZ, because there is no difference in composition, it is the wide range of
microstructures formed that causes preferential HAZ corrosion. Corrosion susceptibil-
ity of HAZ is considered highly dependent on the thermal cycles experienced by the
metal [8]. Close to the fusion boundary, the HAZ transformation to austenite on
heating will be followed on cooling by transformation to either a ferriteepearlite
microstructure or bainite, or martensite or a mixture of all three, depending on material
composition, peak temperature, and cooling rate. Farther from the weld, the material
will be exposed to a lower peak temperature, so only partial austenization occurs,
and those areas heated below the ferrite-to-austenite transformation temperature
(Ac1) will not be significantly affected, other than by some carbide coarsening and
tempering [1e3]. Studying the weldments microstructure in HAZ revealed that the
coarsening of ferrite Widmast€atten in the HAZ increased the corrosion resistance of
carbon steel in acidic solutions containing NaCl [9].

Tramline corrosion is a term applied to preferential HAZ corrosion concentrated at
the fusion boundaries and has been observed in acidic aqueous environments such as
acid mine waters. There is clearly a microstructural dependence and studies on HAZs
show corrosion to be appreciably more severe when the material composition, and
welding parameters are such that hardened structures are formed. It has been known
for many years that hardened steels may corrode more rapidly in acid conditions
than fully tempered material, apparently because local microcathodes on the hardened
surface stimulate the cathodic hydrogen evolution reaction [1].

10.2.3.1 Case studies

Tsiourva et al. [10] studied the corrosion behavior of AH36 steel welds in order to
evaluate the influence of preferential corrosion of welded AH36 steel on the structural
reliability of ship structures, employing electrochemical methods on the distinct areas
of the weldment: WM, HAZ, and the parent metal. The HAZ with bainite microstruc-
ture exhibited the highest hardness values as can be seen in Fig. 10.3.

Based on electrochemical experiments, the obtained polarization curves (see for
example Tafel extrapolated curves), it was concluded that HAZ is the most susceptible
to corrosion, exhibiting the highest values of current density, as presented in Table 10.1
and Fig. 10.4. The WM is the most resistant to corrosion of the three distinct zones
[10]. However, microhardness measurements are not sufficient to predict corrosion
susceptibility; for example, the parent metal exhibits higher corrosion rates than the
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WM, despite its lower microhardness values, a fact attributed to the high residual
stresses present due to work hardening.

Pereda et al. [11] reported that the thermal cycles experienced by the HAZ of super
martensitic welds in chloride-containing solutions do not have a significant effect on
the pitting potential. Moreover, the study of API X-80 pipeline steel proved that bainite
favored higher passive current densities in alkaline solutions, whereas the presence of
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Figure 10.3 Microhardness profile of the weld [10].

Table 10.1 Corrosion parameters for the distinct zones in welded
AH36 steel [10]

PM WM HAZ

Linear polarization

Ecorr (mV) �659.4 �666.9 �640.7

Icorr (mA) 28.19 17.17 35.28

Corr rate (mpy) 25.65 15.63 32.10

Tafel extrapolation

Ecorr (mV) �724.9 �715.2 �712.2

Icorr (mA) 14.41 8.75 19.94

Corr rate (mpy) 13.11 7.96 18.14

HAZ, heat affected zone; PM, parent metal; WM, weld metal.
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MeA phases in the microstructure extended the passive region to higher potentials in
alkaline solutions [12].

Despite these variations, in the majority of applications, there is little influence on
the corrosion performance, and preferential HAZ corrosion is relatively rare. Where
preferential HAZ attack has been reported, it is more common in carbon and carbone
manganese steels than in higher-alloy grades [7].

10.2.4 Environmentally assisted cracking

Although EAC is more common in the refining and power-generation industries where
components frequently operate in aggressive environments, pipeline steels also expe-
rience it. EAC or degradation can take many forms, ranging from local thinning caused
by global corrosion attack, to SCC and hydrogen damage. The form of cracking or
degradation depends on a number of factors, including the material, chemical compo-
sition, and microstructure, WM and HAZ properties (including hardness), weld geom-
etry, level of welding residual stresses, operating conditions, and environment.

Corrosion of carbon and low-alloy steels by aqueous H2S solutions (or sour waters)
can result in one or more types EAC. These forms of EAC are related primarily to the
damage caused by hydrogen that results from the sulfide corrosion process in aqueous
media. They include loss of ductility on slow application of strain (hydrogen embrittle-
ment), formation and propagation of hydrogen-filled blisters or voids in the material
(hydrogen blistering or HIC), and spontaneous cracking of high-strength or high-
hardness steels (hydrogen embrittlement cracking, also knownmore familiarly as sulfide
stress cracking, or SSC, when involving environments that include exposure to H2S).

10.2.5 Stress-corrosion cracking

Weldments can be susceptible to SCC under particular environmental conditions. The
cracking results from the combined synergistic interaction of a corrosive environment,
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welded AH36 steel [10].
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a susceptible microstructure, and tensile stresses. Welds often suffer from residual
stresses, to a level approaching the yield strength of the parent metal. Therefore, the
heterogeneous microstructure of the weldment, the residual stresses, and the exposure
in corrosive environment make the weldment prone to SCC.

Stress-corrosion cracks usually start from corrosion pits and proceeds transgranular
or intergranular through the metal. Cracking is often characterized by crack branching
and usually has a delay time prior to crack initiation, whereas corrosion products are
often found along the fracture.

Welding parameters influence the amount and distribution of residual stresses
because the extent of the stressed region and the amount of distortion are directly pro-
portional to the size of the weld deposit; this deposit is directly related to the heat input.
Welding thermal cycles are often much localized, resulting in strains that can cause
distortions and residual stresses. These residual stresses can be important in the initi-
ation and propagation of SCC.

Postweld heat treatment redistributes the localized load and reduces the residual
tensile stresses and decreases susceptibility to SCC.

10.2.5.1 Case studies

Monoethanolamine (MEA) is an absorbent used to remove acid gases containing H2S
and CO2 in oil refining operations. Failures in several refineries have shown that cracks
can be parallel or perpendicular to welds, depending on the orientation of principal ten-
sile stresses. Equipment containing MEA at any temperature and for any acid gas con-
centration is being postweld heat treated in order for the stresses to be relieved.
Inspection programs showed that leaks were widespread and were found in vessels
aged from 2 to 25 years. However, there were no reports of cracking in vessels that
had been postweld stress relieved. In addition, it was found that all concentrations
of MEA were involved and that MEA solutions were usually at relatively low temper-
atures (below 55�C or 130�F). Equipment found to suffer from cracking included
tanks, absorbers, carbon-treated drums, skimming drums, and piping [7].

Contreras et al. [13] studied the susceptibility of weldedX52 andX70 steels to SCC in
H2S saturated environment using strain rate test. Failure due to SCCwas observedmainly
in theHAZ.The authors concluded that ductile failure occurred in the air tests. In contrast,
brittle type failure took place in the H2S saturated corrosive environment as evidenced by
the degradation of themechanical properties of thematerial. The results of slow strain rate
tests are presented in Table 10.2. Fig. 10.5 presents the relative stress versus elongation
behavior. The authors further stated that the permeability of hydrogen in X52 weld is
higher than in X70 weld. This suggests that HAZ of X52 grade pipes may be more sus-
ceptible to SCC in corrosive environments than those of X70. X70 pipeline has also been
shown not to form stable oxides on the surface in near neutral pH solution [13].

10.2.6 Hydrogen-induced or cold cracking

HIC or cold cracking is one of the most important issues in weldments, mainly in carbon
and high-strength lowalloy steels. This phenomenon is also referred as delayed cracking.
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Hydrogen coming from moisture in certain weld consumables or during nonoptimal
field welding conditions can become dissolved in the liquid WM. This dissolved
hydrogen can cause cracking during solidification, as well as embrittlement of the
weld, due to the different dissolution in the different phases. The dissolution of
hydrogen in liquid iron obeys Sievert’s law. The solubility of hydrogen in iron as a
function of temperature is illustrated in Fig. 10.6 [1].

Dissolved hydrogen in the material as a result of exposure wet H2S service environ-
ments can also affect weldability and the subsequent performance of repair welds.

Table 10.2 Summary of slow strain rate test results [13]

Steel Environment UTS (MPa) EL (mm) RA (%) RRA

X-52 Air 391 2.03 55.6 N/A

NACE þ H2S at 25�C (77�F) 249 1.42 13.8 0.248

NACE þ H2S at 50�C (122�F) 233 1.88 7.25 0.130

X-70 Air 462 2.64 50.98 N/A

NACE þ H2S at 25�C (77�F) 213 1.21 6.91 0.135

NACE þ H2S at 50�C (122�F) 355 2.03 4.38 0.085

EL, elongation; N/A, not applied; RA, reduction area; RRA, ratio reduction area; UTS, ultimate tensile strength.
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HIC is a phenomenon associated with welds in hardenable carbon and low-alloy
steels and results from the combined actions of the following parameters:

• Susceptible (“brittle”) microstructure
• Hydrogen presence in the WM
• Tensile stresses in the weld area
• Temperature range, from �100 to 200�C (�150 to 390�F)

Absorbed atomic hydrogen that has diffused into the material can also recombine to
form molecular hydrogen (H2) at internal defects, inclusions, and pores. Sites for
recombination are commonly observed to be weak internal interfaces, such as those
at MnS inclusions or microstructural laminations. Ferriteepearlite banding and related
inclusions can also produce locally weak interfaces in the material that can result in
small hydrogen-filled blisters being produced [7,14]. Because hydrogen molecules
are much larger than atomic hydrogen, once the hydrogen recombines to form
hydrogen gas (H2), it cannot readily diffuse out of these sites. This results in a buildup
of pressure inside these blisters, which drives their growth, and eventually results in
propagation and linkage of hydrogen-filled blister cracks in the material, commonly
known as HIC [7,14].

Cracking may occur several hours, days, or weeks after the weld has cooled; conse-
quently, the term delayed cracking is also used. According to the location, they are
observed on a weldment; cracks are often described as toe cracking, root cracking,
or underbead cracking as presented in Fig. 10.7. WM cracks may be longitudinal or
transverse. Longitudinal cracks start due to stress concentrations at the root of the
weld. Transverse cracking starts at hydrogen-containing defects subject to longitudinal
stresses. WM cracks do not always extend to the surface. In a submerged arc WMmade
with damp fluxes, a unique crack morphology known as chevron cracking can occur.
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HIC has been observed primarily in the parent metal and HAZ. Cracks in the HAZ
are most often longitudinal. Underbead cracks lie more or less parallel to the fusion
line. They do not normally extend to the surface and may, therefore, be difficult to
detect. Underbead cracks will form at relatively low stress levels in martensite,
when high levels of hydrogen are present. Toe cracks and root cracks start in areas
of high stress concentrations. Cracking may, therefore, occur in less susceptible micro-
structures or at relatively low hydrogen levels. This type of cracking is often delayed
while the necessary hydrogen diffuses to the area. Transverse cracking in the HAZ is
less common. It will occur in high-carbon martensite under conditions of high longi-
tudinal stresses.

HIC has been detected in both high- and low-strength steels, even under non-
stressed conditions. This phenomenon usually is of concern in lower-strength plate
steelsdless than 550 MPa (80 ksi) and low hardness (<HRC 22) used in rolled and
longitudinally seam welded or ERW pipe or plate steels used in the manufacturing
of refinery vessels and tanks [7].

In low-strength steels when exposed to a hydrogen-containing environment, due to
its rapid cooling and solidification, WM forms a structure of dendrites containing in-
clusions in the form of fine globules. In WM, up to a maximum hardness of 280 HV,
do not present HIC. Exceptions are observed when highly alloyed electrodes were be-
ing used, if the WMs were made more hardenable by dilution of carbon from the parent
metal, or in certain submerged arc welds, where the use of excessive arc voltage and
active fluxes results in high manganese and/or silicon pickup from the flux.

10.2.6.1 Case studies

Chatzidouros et al. [15] studied the effect of hydrogen-containing environment on
cracks, located in the base metal and the HAZ of X52 and X70 weldments. The authors
employed the three-point bending fracture toughness method in a continuously
hydrogen charged solution of NS4. They reported that X70 base metal exhibited a
reduction in ductility in comparison to the tests in air, whereas HAZ exhibited only
a slight reduction. The ferritic and mixed bainiticepearlitic banded base metal of
X70 proved more susceptible to hydrogen embrittlement than the banded ferritic
and mixed bainiticepearliticeferritic of the HAZ metal as presented in Fig. 10.8.

3

2

1

HAZ

Figure 10.7 Weld metal cracks in heat affected zone (HAZ) due to hydrogen-induced cracking:
(1) underbead cracking, (2) toe cracking, (3) root cracking.
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The continuous interface between the ferrite and the banded mixed bainiteepearlite of
the X70 base metal was supersaturated with hydrogen aided by the existence of inclu-
sions parallel and along the bands. Hydrogen dragging by moving dislocations is a
possible mechanism for the accumulation of hydrogen in these interfaces, which in
turn facilitate microcracking. Similar results for X52 steel proved that the base metal
exhibits a reduction in ductility while this reduction is lower for the HAZ. The contin-
uous interface between the ferrite and banded pearlite of the X52 base metal leads to
hydrogen trapping of these interfaces, as hydrogen is forced to follow the ferrite band
as it diffuses. Aided by the large deformation gradient between the ferrite and pearlite
bands, these interfaces are supersaturated and the deformation gradient is further
augmented as it is portrayed in the fracture mode that is arranged in bands.

(a)

(b)
(c)

Figure 10.8 (a) MnS and Al2O3 inclusions existing along the bands in the X70 base and heat
affected zone (HAZ) metal, (b) and (c) microcracks for X70 base metal and for the case of
applied current density of 1 mA/cm2 [15].
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Beidokhti et al. [16] experimentally tested the impact of manganese content (1.4
and 2.0 wt%) of X70 pipe on HIC and SSC of submerged arc welded test pieces.
The authors found that the weldments with 2.0 wt% manganese content were more
susceptible due to the higher hardness of the weldments.

Azevedo [17] reported stress-oriented hydrogen-induced cracking (SOHIC) failure
in welded API 5L X46 steel crude oil pipeline. Parent metal and HAZ exhibited
cracking (blistering) of the sulfide/matrix interface. Microfractographic examination
indicated ductile fracture mechanism, implying that atomic hydrogen association
rather than hydrogen embrittlement was the active mechanism during the cracking
of the pipeline, as we can see in Fig. 10.9. The main cracking nucleated in the internal

500 μm 50 μm

5 mm 5 mm

(a) (b)

(c) (d)
Figure 10.9 Microphotographic examination: (a) general view showing plane (bottom and
central area) and rough (top area) regions and presence of parallel secondary cracks; (b) detail
showing parallel secondary cracks; (c) detail inside the heat affected zone (HAZ) (plane
surface) region showing predominance of ductile type fracture; (d) detail inside the base metal
(rough surface) region showing predominance of ductile type fracture [17].
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surface of the tube, at the boundary between the HAZ and the WM, propagating in a
stable mode along the radial and longitudinal directions. The nucleation of cracking
was attributed to welding defects and corrosion pits and did not seem to depend on
the welding microstructure, growing perpendicular to both the internal surface and
main tensile stresses. Crack propagation was, however, microstructure sensitive,
with a more intense branching occurring inside the base metal rather than the HAZ
region.

10.2.6.2 Prevention

For cold cracks to occur in steels, three principal factors must be present: atomic
hydrogen, HAZ, or portion of the WM that is susceptible to hydrogen embrittlement
and a high-tensile stress resulting from restraint. Controlling one or more of these fac-
tors may reduce the occurrence of cold cracking. Control of this cracking requires the
use of low-hydrogen electrodes, high preheat, sufficient interpass temperature, and
greater penetration through the use of higher currents and larger electrodes. The sus-
ceptibility of the microstructure to cold cracking relates to the solubility of hydrogen
and the possibility of supersaturation.

The major preventative measures to avoid cold cracking include the following
actions:

• Preheat, including maintenance of proper interpass temperature
• Heat input control
• Postweld heat treatment
• Bead tempering
• Use of low-hydrogen processes and consumables
• Use of alternate filler materials (e.g., austenitic electrodes)

One of the serious problems with HIC is the difficulty in detecting the presence of a
crack. The delayed nature of some of the cracks makes the detection difficult and de-
mands that inspection should not be carried out too soon, especially in welds that will
have external stresses applied when put in service.

Moreover, some of the cracks do not extend to the surface, thus they are not detect-
able by visual inspection methods (liquid penetration or magnetic particle inspection).
Radiography may not trace these fine cracks, and ultrasonic inspection needs well-
experienced operators. Consequently, the problematic detection of this cracking
mode and the increased possibility of these cracks to lead to in-service failures makes
the adoption of precaution measures mandatory [7].

10.2.7 Hydrogen induced disbonding

Hydrogen-induced disbonding (HID) of stainless steel clad or weld overlaid steel
plates has been observed in hydro-processing equipment [7]. This form of attack usu-
ally results in the formation of blisters at or near the bond/fusion line between the steel
and the stainless alloys. HID occurs with increasing frequency at high hydrogen
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pressures and service temperatures and with increased rapid cooling as a result of
process changes and shutdown, start-up cycles [7].

10.2.8 Sulfide stress cracking

SSC was first identified in the production of sour crude oils when high-strength steels
used for well-head and downhole equipment cracked readily after contact with
produced water that contained H2S. SSC was not experienced by refineries and
petrochemical plants until the introduction of high-pressure processes that required
high-strength bolting and other high-strength components in gas compressors. With
the increased use of SAW for pressure vessel construction, it was found that weld
deposits significantly harder and stronger than the base metal could be produced.
This led to transverse cracking in weld deposits with hardness greater than 200 HB [7].

High-strength steel pipes used in drilling and completion of oil and gas wells may
exhibit delayed SSC failures in environments containing H2S. These failures result
mainly from the embrittlement due to hydrogen absorption into the steel in these
environments. H2S poisons the hydrogen recombination cathodic corrosion reaction,
thus favoring atomic hydrogen absorption into the material.

10.2.8.1 Susceptibility

The susceptibility to SSC increases with increasing hydrogen sulfide concentration or
partial pressure and decreases with increasing pH. SSC decreases in corrosive environ-
ment with pH 8 and below 101 Pa (0.001 atm) partial pressure of hydrogen sulfide.
According to literature, the cracking tendency is most pronounced at ambient temper-
ature and decreases with increasing temperature [7].

For a given strength level, tempered martensitic steels have better resistance to SSC
than normalized-and-tempered steels, which in turn are more resistant than normalized
steels. Untempered martensite demonstrates poor resistance to SSC. It is generally
agreed that a uniform microstructure of fully tempered martensite is desirable for
SSC resistance.

The effect of alloying elements on SSC resistance of carbon and low alloy steels is
controversial, except for one element. Nickel is detrimental to SSC resistance. Steels
containing more than 1 wt% Ni are not recommended for service in sour environments.
The susceptibility of weldments to SSC appears to be greater than that of the parent
metal. The high hardness and residual stresses resulting from welding are believed
to increase the susceptibility. It should be noted that SSC occurred in weldments
having hardness lower than HRC 22. A maximum hardness of 248 HV should be
maintained for carbon steel parent materials and regions of carbon steel weldments
that are in direct contact with sour service environments [18].

Susceptibility to SSC is a function of a number of variables, two of the more impor-
tant ones are strength or hardness of the steel and the level of tensile stresses. SSC is
normally associated with high-strength steels and alloysdyield strength greater than
550 MPa (80 ksi)dand with high-hardness (>HRC 22) structures in weld HAZs.
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Nonpostweld heat treated weldments are particularly problematic because they often
contain both high HAZ hardness and high residual tensile stresses that can initiate
SSC and promote crack propagation. Resistance to SSC is usually improved through
the use of PWHT and through the use of lower carbon-equivalent plate steels and
quenched and tempered wrought steels [7].

There is also a direct relationship between H2S concentration and the allowable
maximum hardness value of the HAZ, on one hand, and cracking threshold stress
on the other. Typically, the allowable maximum hardness value decreases by
30 HB, and the allowable threshold stress decreases by 50% for a tenfold increase
in H2S concentration.

The oil and gas industry has increasing needs for the use of high-strength low-alloy
(HSLA) steels such as API 5L X70 and X80. Due to their higher tensile strengths,
these grades can handle higher operating pressures with thinner wall thicknesses
that translates to cost savings, especially in long distance transmission pipelines.
Transported crude and gas, however, are becoming increasingly sour (higher H2S con-
centrations). The performance of pipeline girth welds used to connect pipe segments in
the field is of interest for many scientists. Multipass circumferential girth welds cause
tempering in underlying hard HAZ regions, leaving the hardest HAZ regions in the
final untempered cap passes. On the pipeline exterior, welds are exposed to lower
hydrogen concentrations than weld regions in contact with the sour environment in
the inner pipe surface. SSC is an HE mechanism, so higher hardness values (exceeding
HRC 22) should be tolerable in hard weld cap regions, which are exposed to relatively
low hydrogen concentrations. In fact, it has been shown that hard external weld regions
exceeding 300 HV (248 HV ¼ HRC 22) were resistant to SSC in a stressed pipe filled
with the National Association of Corrosion Engineers (NACE) test solution [18].

10.2.8.2 Cases studies

The susceptibility to SSC of welded X70 and X80 line pipe steel was studied by
Omweg et al. [18] under conditions of varying applied stresses, H2S concentrations,
and peak weld hardness. They concluded that a maximum hardness of 248 HV should
be maintained for carbon steel parent metals and regions of carbon steel weldments
that are in direct contact with sour service environments. Comparing the steel grades,
the low-carbon (w0.03 wt% C) X80 steel was found to be more resistant to SSC in the
as-welded condition and tolerated much higher absolute tensile stresses than the as-
welded X70 steel.

Natividad et al. [19] tested indirect electric arc (IEA) welding, to form narrow HAZ,
which has proved to be more susceptible to hydrogen embrittlement. Weldments pro-
duced by IAE presented the highest resistance to SSC at 25�C (77�F), comparing to
SAW and metal inert gas (MIG). This behavior was attributed to the columnar, fine-
grained, homogeneous microstructure, formed with IEA process and a narrow HAZ.
Moreover, specimens obtained by IAE process present better SSC compared to
SAW and MIG processes. They also attributed the higher atomic hydrogen permeation
flux caused by IEA to the ferrite phase of the base metal.
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10.2.8.3 Prevention

The most effective way of preventing SSC is to ensure that the steel is in the proper
metallurgical condition. This usually means that weld hardness is limited to HRC
22. Because hard zones can also form in the HAZs of welds and shell plates from
hot forming, the same hardness limitation should be applied in these areas.

Postweld heat treatment of fabricated equipment will greatly reduce the occurrence
of SSC. The effect is twofold: first, there is the tempering effect of heating to 620�C
(1150�F) on most hard microstructures (the possible exception being highly microal-
loyed steels), and second, the residual stresses from welding are reduced. The residual
tensile stresses typically represent a much larger effect on the equipment than the in-
ternal pressure or other mechanical stresses.

Equipment exposed to wet H2S service environments often need to be baked prior
to weld repairs to reduce or remove the accumulated hydrogen that can lower weldabil-
ity. In some severe cases, this can result in cracks being formed as a result of high-
temperature hydrogen attack.

10.3 Currents trends and needs in weld corrosion
research

In 2010, International Energy Outlook reported that an increase of up to 40% is ex-
pected for the world gas consumption over the 2007 to 2035 period. This increase
in demand means that a greater supply of resources is required over long distances
that typically exist between the reservoirs and consumers [20].

Pipelines are the key method of transportation through which high flow rates of
hydrocarbons can be provided. In order to transport a greater volume of resources
through pipelines, higher operating pressures are required, while in the same time
the industry aims at decreasing pipeline construction and operating costs. Approxi-
mately, 20% of the entire pipeline construction costs is due to welding, coating, and
subsequent maintenance [21]. Thus, increasing the welding efficiency without losing
the performance in the welded joints is of great importance.

The key areas of research are presented and briefly discussed in the next sections.

10.3.1 Development of new steels

Carbon steels like API 5L X52, X65, X70, which have been extensively studied and
employed in oil and gas industry, are insufficient to meet the future needs of oil and gas
industry. Steel development has focused on improving strength and mechanical prop-
erties without reducing toughness and weldability of the steels through thermo-
mechanical treatments and alloying procedures. High strength low alloy (HSLA)
steels, like X80, X100, and X120 grades, were developed to overcome such difficulties
during the last decade. However, corrosion of weldments in these grades has not been
studied thoroughly, limiting their widespread adoption. HSLA steels contain very low
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amounts of carbon (0.05e0.10 wt%), as well as total level of microalloying elements,
less than 1 wt%. HSLA steels usually contain Mn up to 2 wt%. Alloying elements such
as Nb, B, V, Ti, and Mo are typically used for microalloying and the strengthening
mechanisms are usually precipitation hardening and grain refinement. Corrosion
behavior of weldments of API X80 pipeline steels has been studied [20]. The authors
concluded that the corrosion rate of API X-80 pipeline steel is largely dependent on pH
and oxidizing power of the electrolyte.

With increasing use of CO2-enhanced oil recovery technique and the exploration of
deep oil and gas reserves containing higher CO2, CO2 corrosion of downhole tubular
steels has become more severe and is a big concern to scientists and engineers [4]. Low
Cr steel, containing up to 5 wt% Cr, is a new type of steel developed for use in CO2

environments [22]. Several papers have confirmed the good corrosion resistance of this
type of steel in CO2-containing or CO2-saturated environments, along with its good
strength and plasticity [23]. Kermani et al. [22] showed that low Cr steels, containing
up to 3 wt% Cr, steel is less than 1.5 times more expensive than conventional grades
(5CT C90 and X70) of carbon steel and exhibited 3e10 times better corrosion resis-
tance in CO2 environment.

Welding of these steels is necessary for the application of 3Cr low alloy, although it
has proved to be difficult due to poor matching of the commercial wires for these low
Cr steels. Several efforts for the welding of these steels have been reported, been inef-
ficient, and unable to meet the requirements of a high-efficiency field operation or not
meeting the requirements of the relevant standards [22].

Hence, it is evidenced that the corrosion behavior of the newly developed HSLA
grades like X100, X120 have raised attention by the scientists. Significant efforts to
investigate the role of these steels’ microstructure on the corrosion behavior have
been attempted. However, only few researchers have investigated the corrosion
behavior of the weldments, in particular, in the operating corrosive environments of
oil and gas industry.

10.3.2 Welding techniques

The most commonly applied welding techniques in oil and gas industry include SAW,
GMAW, and SMAW. The progress in understanding the effect of weldments’ micro-
structure on the corrosion failures and corrosion susceptibility led scientists to pursue
new welding techniques or new welding consumables. Some scientists are trying new
welding wires, whereas others apply new welding techniques like indirect electric arc
welding to narrow the HAZ, which is prone to corrosion.

Yet the aforementioned efforts are limited and more welding techniques and param-
eters could be considered and investigated. For instance, solid-state welding tech-
niques like radial friction welding that involves rotation and radial compression of a
solid beveled ring into a V-preparation provided by the pipe ends. The pipe ends
are butted together and clamped securely to stop them rotating or moving apart. A
mandrel is located in the bore, at the weld location, to prevent collapse of the pipe
ends and penetration of upset metal formed during the weld sequence.

Corrosion of weldments 267



10.3.3 Experimental techniques

Electrochemical techniques, namely alternating current (AC) and direct current (DC)
applied potentials, are widely applied for the study of the corrosion behavior of weld-
ments. Electrochemical impedance spectroscopy is considered as an indispensable
technique for the investigation of the corrosion phenomenon.

Several scientists have adopted novel techniques like RCE produced from the
different regions of the weld to study the effects of hydrodynamic conditions or jet
impingement apparatus to study flow-induced corrosion [6,24]. Others have applied
microelectrochemical capillary to concentrate the study in the distinct zones of the
weld. Besides, some scientists have adapted electrochemical cell on hydraulic servo
fatigue testing to investigate the coupling effect of stress and corrosion [4].

The aforementioned studies are promising because they include the particular char-
acteristics of the weldments, nevertheless there are still many newly developed exper-
imental techniques that can be exploited for the study of the corrosion of the
weldments. Microelectrochemical cells can be applied in the distinct weld zones and
if coupled with optical methods could provide valuable information on the corrosion
of microstructure. In addition, mechanical tests coupled with electrochemical tech-
niques could provide credible information on the behavior of weldments under the
coupling effect of stress and corrosion.

10.3.4 Modeling tools progress

Corrosion phenomenon in oil and gas industry has presented significant progress over
the past few decades. The influence of the many important electrochemical, chemical,
hydrodynamic, and metallurgical parameters has been uncovered. Various mathemat-
ical modeling approaches have been applied to enhance the knowledge on corrosion:
mechanistic modeling, semiempirical models, and empirical models [25e28].

However, research on modeling of corrosion of weldments, is yet to be developed,
taking into account the complexity of the parameters influencing corrosion of weld-
ments in particular. Significant efforts in recent studies have employed computational
fluid dynamics to investigate the corrosion kinetics in CO2-saturated fluid flow and to
develop a semiempirical model to predict the corrosion rate of steels in CO2-saturated
fluid flow [29].

Exploiting the existing knowledge in weldments microstructure, corrosion kinetics
in severe operating conditions, and employing modern software tools, corrosion could
be predicted, contributing to the reduction of maintenance and repair costs.

The interdisciplinary approach of complicated issues like corrosion of weldments,
the employment of new material, the application of new welding techniques and pa-
rameters, the adoption of new experimental techniques and modeling tools could result
in the enhanced understanding of corrosion of weldments and achieve the reduction of
maintenance and repair costs.
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Sulfide stress cracking 11
Roger A. King
International Corrosion Services Ltd., Manchester, Great Britain

11.1 Background

Sulfide stress cracking (SSC) was first identified and the mechanism outlined in the
1940s after several failures of oil and gas systems in Texas and Canada; the initial
priority was related to wellhead and pipeline valves. Industrial committees to pool
data and information were established in Canada and in the United States by the
National Association of Corrosion Engineers (NACE). The first conference on the
topic was held in 1952 and the first document released in 1966. This document was
revised and issued in 1975 as the industry standard for wellhead valves as NACE
MR-0175 [1].

The scope of the document was widened in 1978 when cracking occurred in other
oilfield and refinery equipment, and, in 1990 and onward, the document began to
include recommendations to avoid cracking of corrosion resistant alloys (CRAs).
NACE MR-0175 did not address all the factors known to be relevant, and
hydrogen-induced cracking (HIC) was not considered. European studies on the effect
of water composition and pH resulted in these parameters being addressed in European
Federation of Corrosion (EFC) document-16 [2], published in 1995.

A major change occurred in 2003 when the different requirements for refineries and
upstream production were recognized and a document specific to refineries was
released, NACE MR-0103 [3]. Many materials, acceptable for refinery service, were
restricted for use in upstream production where high concentrations of chlorides occur.
A useful comparison of NACE MR-0175 and MR-0103 is given by Bush [4]. In the
same year, NACE MR-0175 and EFC-16 were combined to create ISO 15156 [5].
The ISO document also includes requirements for resistance to HIC and stress-
orientated hydrogen-induced cracking (SOHIC).

The ISO and NACE documents are now integrated and interchangeable. In some
countries, the combined title, ISO 15156/NACE MR-0175, is used because the
NACE document is mandated by the National Law, whereas the ISO document may
not be so recognized.

11.2 NACE MR-0175

Many pipelines, and associated equipment, were built before the evolution of NACE
MR-0175 into ISO 15156/NACE MR0175. It is important to note that such assets
should be resistant to SSC but may not be resistant to HIC. In some respects, the
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NACE document was easier to use than the ISO document. In part, this resulted from
the use of common names for alloys and steels, whereas the ISO document references
generic alloys, e.g., clustering stainless steels into types 3a or 3b and solid solution
nickel alloys into types 4a to 4e depending on their composition.

A distinction is made between gas systems and multiphase (oil) systems. However,
there is no clear definition given to aid distinction between these two basic systems. A
typical definition of a gas system is one with a gaseoil ratio (GOR) above 5000,
whereas the US Energy Information Administration uses a GOR of 6000 [6]. Other
approaches ignore the NACE definitions and use actual values of hydrogen sulfide;
for example, one Middle East operator defines a system as sour service if the concen-
tration of hydrogen sulfide in the associated water equals or exceeds 2 ppm. The do-
mains of sour service are represented in the NACE document as two plots; for
convenience and comparison here, both gas and multiphase systems are shown in
one plot, as illustrated in Fig. 11.1.

The NACE document, as noted previously, covered sour service definitions in both
upstream and refinery operations. For pipelines that operate at pressures considerably
above 448 kPa (65 psia), sour service and cracking is defined as when the partial pres-
sure of hydrogen sulfide equals or exceeds 0.345 kPa (0.05 psia).

One question often raises concerns about dry gas pipelines. Without water, there will
be no corrosion and consequently no risk of SSC. Although this is correct, the industry
consensus is that the pipeline should be fabricated with material resistant to SSC. A
failure to completely dry the pipeline after hydrotest or any upset in service that allowed
water into the pipeline could result in cracking. The operator would be obliged to inspect
the pipeline to ensure that cracking had not occurred. Cracks can only be reliably
identified using ultrasonic inspection tools that require the pipeline to be filled with
liquid, or the in-line inspection (ILI) tool would be sent through the pipeline in a
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Figure 11.1 Domain of sour service according to National Association of Corrosion Engineers
(NACE) MR-0175 [1].
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slug of liquid. Both these options would be costly and have a significant impact on
production. Electromagnetic acoustic transducer (EMAT) tools may be suitable but
are less likely to identify initial cracking, which would be shallow. EMAT effectiveness
in detecting a crack is directly proportional to the depth of the crack [7e9].

Other issues raised relate to the definition of the pressure of the system. Pressure used
for the calculation of the partial pressure of hydrogen sulfide may be design
pressure, maximum allowable operating pressure (MAOP), or maximum operating pres-
sure. Most material selection engineers will use MAOP, though some operators prefer
the use of the more conservative design pressure.

11.3 ISO 15156

The ISO document is divided into three parts: Part 1 covers the general principles
for the evaluation of the resistance of materials to cracking; Part 2 the limitations
and use of carbon and low alloy steels and cast irons; Part 3 the limitations of
CRAs and other alloys. The ISO document also covers HIC and SOHIC. HIC is
discussed in Chapter 13. SOHIC is, in brief, a combination of HIC and SSC and is
discussed in more detail later.

For carbon steel pipeline material, the most significant change is the use of a com-
bination of pH and partial pressure of hydrogen sulfide to identify the region or zone in
which the material will be used. Altogether four regions are specified. A schematic of
the standard plot is given as Fig. 11.2. The material requirements for resistance to
cracking for each of the four domains increase as the severity increases from 0 to 3.
Domain 0 would be considered to present a minimal threat of SSC but caution is
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Figure 11.2 Sulfide stress cracking domains for carbon steel pipelines [5].
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necessary as high strength steels (defined as 985 MPa or 143 ksi) can fail by embrit-
tlement even with trace H2S. Flexible pipelines fabricated with high strength steel
wires that have been cold worked during pipe fabrication [>600 MPa or 87 ksi spec-
ified minimum yield strength (SMYS)] would also be at risk from hydrogen sulfide
migration into the flexible wiring matrix.

The ISO methodology requires an estimate of the pH of the water that will be pre-
sent. For gas pipelines, where the water will be condensed water, it is reasonable to
calculate the pH based on the operating temperature and pressure and the concentration
of carbon dioxide. Some corrosion prediction models modify the pH to account for the
presence of hydrogen sulfide but the basis for this is not fully established. As can be
seen in Fig. 11.3, there is limited dissociation of H2S at the typical pH of water in gas
and oil pipelines. For multiphase systems where the formation water may be present
containing a range of dissolved salts, including bicarbonate, it is necessary to obtain
an analysis of the water; representative samples of formation water may not be readily
available from the early drill stem tests.

Gas pipelines are at most risk because the water that condenses will, most likely, be
free of salts and the pH will be unbuffered, resulting in strongly acidic conditions. The
partial pressure of carbon dioxide dominates in setting the pH of the water and the form
of sulfide will reflect this pH, see Fig. 11.3. The ratios of CO2/H2S that are used to
define carbonic acid corrosion and sour corrosion (500 and 20, respectively, discussed
below) show that there is little advantage in using ISO 15156 compared to the original
NACE MR-0175, as can be seen in Fig. 11.4.
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11.4 Sour corrosion

The terms sour corrosion and sour service are often considered equivalent but this is
not always the case. Before discussing the mechanism of SSC, the distinctions between
sour corrosion and sour service are presented. Sour corrosion is discussed in Chapter 6
of this book.

Sour fluids are most likely to occur in reservoirs from the Triassic, Brent, and
Devonian periods, whereas reservoirs formed during the Tertiary, Upper or Lower
Cretaceous, and Jurassic are less likely to be sour [10]. However, sweet reservoirs
may become sour as a result of the growth and activity of sulfate-reducing bacteria
in the reservoir; the SRBs are introduced in the injection water and reservoirs injected
with seawater are at higher risk because of the high sulfate concentrations in the
seawater. Experience in the North Sea indicated gas from sweet wells souring to
several thousand milligrams per liter hydrogen sulfide [11].

Sweet service corrosion rates are modified by the presence of hydrogen sulfide. At
zero and low concentrations of hydrogen sulfide, the corrosion rate is the carbonic acid
corrosion rate moderated by the formation of iron carbonate, the dominant corrosion
product, on the steel surface. Carbonic acid corrosion prediction models are considered
valid when the ratio of the partial pressure of carbon dioxide to hydrogen sulfide is
above 500, though there is limited evidence to support this ratio. The origin of the
500 ratio is discussed by Smith [12] where he noted that the ratio was extremely sen-
sitive to the free energies used for the calculations: the ratio could vary from 420 to
above 7000 and was sensitive to temperature. For example, an increase from 25�C
(77�F) to 100�C (212�F) results in a decrease in the ratio by w50%. Unpublished
work by Thornhill [13] showed E-pH diagrams for the CO2eH2S system indicated
that the corrosion product films on steel changed from carbonate to sulfide at a
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concentration of hydrogen sulfide of w100 ppm in the water phase. Other factors,
including the concentration of chloride, temperature, and water pH, are also relevant
to the balance and protectiveness of the iron carbonate and sulfide films.

With hydrogen sulfide present, there is often a higher incidence of pitting corrosion.
At low concentrations of hydrogen sulfide, this occurs because of the formation of iron
sulfide islands (mainly as mackinawite and possibly some smythite) within the porous
iron carbonate film. Both mackinawite and smythite have a positive potential (i.e.,
more cathodic) with respect to steel and establish galvanic cells resulting in pitting
corrosion. Ferrous iron released by corrosion may react with hydrogen sulfide to
form nonadherent mackinawite resulting in additional corrosion at the location of
the initial pit. These may be nanoparticles (or framboids) of mackinawite [14,15],
which present a very large cathodic surface area.

As the concentration of hydrogen sulfide increases, the corrosion product film trans-
fers from an iron carbonate film to a mackinawite film. Sour corrosion is considered to
be dominant when the ratio of carbon dioxide to hydrogen sulfide falls below w20
[12]. Mackinawite films grow very rapidly when there is a sufficient concentration
of hydrogen sulfide. A thin intact film is formed on the steel surface by the direct re-
action of the hydrogen sulfide with the steel surface, rather than by a precipitation
mechanism; the reaction postulated by Sun [16] is the following:

FeðsÞ þ H2SðaqÞ ¼ FeSðsÞ þ H2

where (s) denotes a solid and (aq) a dissolved aqueous species. By contrast, iron
carbonate and iron sulfide films may be formed by precipitation:

The initial mackinawite film is protective and reduces the carbonic acid corrosion
rate by an order of magnitude. The protectiveness of the iron sulfide film formed is
partly related to the method of formation and also changes over time, becoming denser
and more crystalline. The Sun model was extended, with some questions as to the
exact mechanism of formation of the initial sulfide film, to explain the formation, over-
time, of a thicker, porous iron sulfide film overlying this initial film [17]. This outer
film is formed by hydrogen sulfide diffusing through the mackinawite film from the
bulk solution to the steel surface where it reacts beneath the initial film resulting in
undermining and detachment of the initial film and its exfoliation to form the outer,
fractured, and porous mackinawite layer as shown in Fig. 11.5 [16,17]. There will
also be some migration of ferrous ions from the surface where the mackinawite film
is absent resulting in the precipitation of mackinawite within the porous film and at
the outer surface of this film. The total iron in the sulfide film is lower by

Iron carbonate film formation Iron sulfide film formation

FeðsÞ ¼ FeðaqÞ
2þ þ electrons FeðsÞ ¼ FeðaqÞ

2þ þ electrons

FeðaqÞ
2þ þ CO3ðaqÞ

2� ¼ FeCO3ðsÞ FeðaqÞ
2þ þ SðaqÞ

2� ¼ FeSs
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30e60 wt% than the iron lost by corrosion, indicating that iron sulfide, or iron in some
other form, migrates away from the corroding area [16].

Localized corrosion of steel occurs at areas where the continuous sulfide film breaks
down, either because of mechanical damage or the instability of the film in the
presence of a high concentration of chlorides. Additionally, the mackinawite film
may, over time, convert from mackinawite and smythite to alternative sulfides and
the volume change, caused by a change in crystal structure, will result in the
fracture of the sulfide film and exposure of steel, usually at grain boundaries. Exposure
of steel then results in localized corrosion. The iron sulfides and the interactions
between them are illustrated in Fig. 11.6 [18].
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H+H H
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FeS
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Figure 11.5 Formation of iron sulfide films.
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Where a nonadherent mackinawite film is present in electrical contact with the steel
surface, the cathodic reaction is hydrogen evolution on the cathodic mackinawite and
the bulk of the acidity of the water phase results from dissociation of carbonic acid.
The cathodic reaction occurs in steps: discharge of hydrogen ions to form atomic
hydrogen, followed by a combination of atomic hydrogen to form molecular
hydrogen. Each iron sulfide causes a characteristic amount of corrosion when in inti-
mate contact with a steel surface; the rates are given in Table 11.1 [18]. Once this quota
of corrosion has occurred, the iron sulfides appear to become dormant. It is conjectured
that this dormancy results from hydrogen bonding with the sulfide. Activity of the
sulfide could be blocked by it being cocooned by ferrous hydroxide or another
corrosion product, but this appears unlikely. Exposure of a dormant sulfide to vacuum
and gentle heat results in the sulfide regaining activity but only mackinawite and
smythite recover significant corrosiveness; the percentage recovery of each species
of sulfide is shown in Table 11.2 [18].

The protectiveness of the mackinawite film depends to an extent on the balance
between mackinawite formation and the rate of corrosion. At small areas of bare steel
surrounded by a large cathodic area of iron sulfide, the corrosion rate may be too high
for the reformation of a mackinawite film and continued corrosion will occur resulting

Table 11.1 Corrosion by iron sulfides [18]

Sulfide
species Formula Sulfur %

Corrosion g iron per
mol of sulfide

Corrosion g iron per
mol of sulfur

Pyrite FeS2 52.5 61.53 123.06

Greigite Fe3S4 42.4 12.53 50.12

Smythite Fe3S4 42.4 19.51 78.04

Mackinawitea FeS(1�x) 35 10.08 10.08

Pyrrhotite Fe(1�x)S 36 6.39 6.39

aRecent research suggests that mackinawite may be stoichiometric.

Table 11.2 Regeneration of iron sulfides [18]

Sulfide species
1st corrosion
mg per mE sulfide

2nd corrosion mg
per mE of sulfide

Corrosion ratio
2nd:1st (%)

Pyrite 491.9 116.9 24

Smythite 143.9 93.3 65

Mackinawite 58.8 55.5 94

Copper sulfide 404.3 72.8 18

Nickel sulfide 296.0 58.1 20
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in the formation of a pit filled with amorphous iron sulfides, as illustrated in Fig. 11.5.
In stable operating conditions, it would be expected that the risk of corrosion would
decline over time as mackinawite and smythite convert to pyrrhotite and troilite
because the hydrogen bonding on these sulfides is less reversible. However, a change
in process conditions may trigger the formation of new mackinawite resulting in
renewed corrosion.

11.5 Sour service

The term “sour service” relates to the cracking of steel and does not imply sour corro-
sion per se. In many cases, the concentration of hydrogen sulfide is too low for the
corrosion to be considered sour corrosion. Sour service occurs when there is sufficient
mackinawite present on the steel surface to raise the level of atomic hydrogen perme-
ation into the steel to a critical value. The direct reaction of hydrogen sulfide with the
surface beneath the initial mackinawite film ensures a continued creation of fresh,
active mackinawite and a continued production of atomic hydrogen.

The critical value of atomic hydrogen permeation to cause cracking is related, in
part, to the metallurgical properties of the steel and the level of stress (both residual
and applied). The threat of cracking is also increased by the presence of deep pits
and the consequent increase in localized stress at the pit tip. Values are not available
to quantify these effects but a schematic of the overall consequences of an increase in
hydrogen sulfide is shown in Fig. 11.7.

The effect of an increase in the concentration of hydrogen sulfide is complicated as it
is related to the relative coverage of the surface with sulfide film, which will result in an
increase in atomic hydrogen permeation, but the overall rate of formation of atomic
hydrogen will be reduced as the general corrosion rate is decreased because of the thick-
ening of the sulfide films, which will reduce the rate of diffusion of hydrogen sulfide.
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Figure 11.7 Variations in corrosion and hydrogen permeation.
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The continuous generation of new mackinawite at the steel surface allows
continued bonding of atomic hydrogen subsequent to the corrosion reaction, ensures
a high surface concentration of atomic hydrogen, and continued migration of hydrogen
into the steel.

11.6 Mechanism of SSC

Originally, the mechanism was thought to be a form of stress corrosion cracking in
which the causative agent was corrosion. Though corrosion is relevant it is not volu-
metric metal loss that determines ultimate failure. Both the initiation and propagation
of cracks are induced by the environment. Cracks initiate at weak points on the surface,
often at crevices or pits, and follow an intergranular path in high-strength steels and a
transgranular path and, in some cases, a mixed path in lower strength steels [19].
In both cases, the cracks propagate at 90� to the applied stress as illustrated in
Fig. 11.8. In lower strength steels, the transgranular cracks may grow because of
anodic dissolution at the crack tip, often termed active path corrosion. Intergranular
cracks result because of embrittlement of the high strength steel by absorption of
atomic hydrogen into the steel and a reduction in cohesion between grains. Major
factors related to cracking include the severity of the environment (pH, partial pressure
of hydrogen sulfide, chloride concentration), service temperature, composition of the
material, degree of cold work, and the level of applied and residual stress. Surface
condition also appears to be relevant. SSC in pipeline steels is normally intergranular.

The cracking proceeds in a series of stages. A hard area or the area around the tip of
a pit has grown sufficiently deep for the stress at the tip to work harden the material,
absorbing hydrogen and resulting in embrittlement. The material cracks when it is
subjected to a stress high enough to cause the fracture of the embrittled material.
The crack is arrested once it enters the ductile material but, over time, hydrogen
charging occurs at the extended crack tip and the cycle is repeated. Eventually, the
extended crack will fail by mechanical tearing. A schematic illustrates this, Fig. 11.9.

In the anaerobic environment of a pipeline, the controlling cathodic reaction is
hydrogen ion discharge. Acidity in the water phase arises from dissociation of carbonic
acid and the presence of short chain carboxylic acids, e.g., formic and acetic acid.
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Figure 11.8 Cracking morphology.
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Depending on temperature and water composition, the pH of the water can be reduced
to w3.

Atomic hydrogen being a small uncharged entity can permeate through steel. The
rate of permeation is partly determined by an analog of Sievert’s Law [20], which
relates the hydrogen in the steel lattice at the surface to the hydrogen concentration
on the surface. Initial hydrogen permeation shows an increasing uptake as traps and
other sinks for hydrogen are filled followed by a decline to a steady-state flux. In sweet
systems, it is estimated that about 1%e3% of the atomic hydrogen generated by
cathodic corrosion reactions passes through the pipe wall to the outer surface where
it will combine to form molecular hydrogen; permeation rates range from 10�2 to
10�5 mm2/s depending on temperature [21]. When a mackinawite film is present,
atomic hydrogen, reversibly bonded to the mackinawite, enables a higher concentra-
tion of atomic hydrogen to permeate into the steel resulting in a similar effect as
acid pickling [22]. Estimates vary but around 10%e20% of the atomic hydrogen
generated on the inner surface by corrosion reactions will diffuse through the steel.
SSC can result because of the higher flux of atomic hydrogen.
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Figure 11.9 Stages in failure by sulfide stress cracking.
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An alternative view is that hydrosulfide ion (HS�) hinders the combination of
atomic hydrogen to form molecular hydrogen; the term poisoning is often used to
describe this effect [19]. Other compounds, e.g., arsenic, also reduce hydrogen com-
bination. Whatever causative mechanism prevents hydrogen combination, the higher
availability of atomic hydrogen results in a higher rate of permeation of hydrogen
into the steel, which may result in SSC.

The hydrogen accumulating within the steel is the difference between the volume of
hydrogen entering the steel and the volume of hydrogen that has passed through. When
steel is stressed, there is a distortion of the atomic lattice as the steel accommodates the
strain and this results in a reduction in the rate of diffusion of the atomic hydrogen;
hydrogen accumulates temporarily at the stressed areas. The hydrogen atoms may
be envisaged as pedestrians crossing a road: they may do this quickly when there is
no traffic but progress is impeded when the road is filled with stationary traffic and
the pedestrians must weave around the cars. An increase in stress can be considered
as a higher number of cars to circumvent.

Steel cannot absorb much hydrogen (a few ppm), not because the interstitial spaces
in the iron body centered cubic lattice are small but because the interstitials are close
together; the mobility of atomic hydrogen is high. Interstitial hydrogen is located
where the iron atoms form tetrahedral site (w70% of sites) or octahedral sites
(w30% of possible sites), see Fig. 11.10 [23]. Carbon and nitrogen tend to occupy
the octahedral interstitial sites even though these are smaller than the tetragonal sites
[23], and as the carbon content in steel increases, there would be a reduction in the
mobility of hydrogen because of the reduction in available interstitial sites.

Other areas where hydrogen can reside are traps; traps may be reversible or irrevers-
ible. Many traps result from dislocations in the atomic lattice resulting from cold work.
Cold work increases the dislocation density and vacancy concentrations in the steel and
the increased number of these increases the amount of hydrogen that is absorbed. Dis-
locations may form line defects in the lattice that can accumulate a chain of hydrogen
atoms. If corrosion ceases, then the source of atomic hydrogen also ceases and most of
the hydrogen within the steel in the reversible traps will dissipate in a few days.

Iron atoms
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atoms
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Hydrogen
atom

Octahedral
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Figure 11.10 Iron atom configurations for interstitial hydrogen absorption.
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However, some traps only release hydrogen when the steel is heated to high tem-
perature (w650�C or 1202�F) and hydrogen may persist in the steel for other reasons:
an absorbed hydrogen atom may become a substitutional component rather than an
interstitial; two adjacent hydrogen atoms may combine to form molecular hydrogen
and, in this case, a much higher stress would be required to move the dislocation. Other
permanent traps are microvoids and inclusions of sulfides and phosphides where the
atomic hydrogen will convert to molecular hydrogen. To reduce voids, pipeline steels
are always “killed” steels, a procedure that reduces the number, and size, of voids that
act as irreversible traps within the steel. Whatever the mechanism holding the atomic
hydrogen in the atomic lattice, the effect is a loss of ductility in proportion to the
absorbed volume.

If corrosion ceases, the production of atomic hydrogen will cease and most of the
hydrogen will diffuse out of the steel, perhaps 90% over a few days. Once the bulk of
hydrogen has diffused out of the steel, the steel will regain ductility and will yield nor-
mally when subject to stress. There are several working pipelines that are known to
have suffered HIC but the liberal use of corrosion inhibitor has prevented the transition
of blistering to stepwise cracking.

The volume of hydrogen needed to cause embrittlement is very small. Corrosion in
sour service is not the only source of hydrogen; some hydrogen may be present in the
steel from casting, welding, or corrosion during storage and transport and, during oper-
ation, by overprotection by the cathodic protection system. Good practice during cast-
ing and plate forming, welding (avoidance of moisture in welding rods), preheat, and
postheat treatment of welds reduces the volume of residual hydrogen.

Once cracks are initiated in embrittled steel, the pipeline may fail at stresses well
below the yield strength. Cracks initiate at the area of lowest strength and in most cases
this is at grain boundaries where the crystalline planes are mismatched and where
hydrogen will be concentrated. Deep pits introduce stress irregularities that accumulate
the hydrogen resulting in embrittlement. Intergranular cracking is characteristic of fail-
ures by embrittlement. The exact mechanism of embrittlement is not clear. It is
possible that hydrogen accumulation prevents movement of iron atoms along slip
planes preventing plastic flow, brittle hydrides may be formed, accumulation of molec-
ular hydrogen in voids increases local stress, and accumulation of hydrogen reduces
cohesion between steel grains. A comprehensive discussion of these mechanisms is
given by Cwiek [24].

As the strength of a steel increases the difference between yield and tensile strength
decreases. It is common practice for submarine pipelines to ensure a sufficient differ-
ence between yield strength and tensile strength to accommodate the residual stresses
imposed by S-lay installation, thereby reducing the risk that a pipeline would fail. This
safety factor has been reduced, e.g., DNV OS-F101 [25], because modern computation
allows sufficiently accurate estimation of the imposed installation stresses. The differ-
ence between yield and tensile strength remains, however, important for sour service.
As the strength of a steel increases, less hydrogen is required for embrittlement.

Once initiated cracks propagate by cleavage along grain boundaries. In some cases,
one major crack will arise from a colony of cracks when the propagation of the major
crack results in a local reduction in the stress imposed on the minor cracks. When the
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crack tip moves outside the embrittled zone, the steel can yield and the crack is
arrested. Over time, the steel around the crack tip becomes embrittled and the crack
extends further until it enters ductile material and is again arrested. As the crack length
increases, the rate of crack propagation increases because the stresses at the crack tip
increase and less hydrogen is required to embrittle the steel. Eventually, the material
fails by ductile tearing when the crack length approaches the wall thickness.

11.7 Environmental factors

SSC only occurs when water is present. The threat of SSC increases with increasing
partial pressure of hydrogen sulfide and acidity. It would be expected, however, that
the threat of cracking will become constant once a certain concentration of hydrogen
sulfide is exceeded, as indicated in Fig. 11.4. The acidity of the water is determined by
the partial pressure of carbon dioxide through the short chain carboxylic acids, e.g.,
formic, acetic, propionic, will have an effect. A high salinity may result in a higher
occurrence of and rate of pitting corrosion, resulting in the initiation of more cracks.

The original NACE MR-0175 did not take account of pH. The criterion for threat
of SSC was related to the partial pressure of hydrogen sulfide. ISO 15156/NACE
MR-0175 does take account of system pH but one issue that often arises when select-
ing materials of construction for a new reservoir is the lack of information on the water
composition and consequent uncertainty about the pH at operational pressures and
temperatures in multiphase systems.

Temperature is an important parameter. Standard tests on downhole tubing showed
that the risk of SSC is highest at room temperature and then declines as temperature
increases from w25 to 200�C (77e390�F) as can be seen in Fig. 11.11 [26]. This ef-
fect is the balance between the generation of hydrogen, by corrosion, and diffusion of
hydrogen through the steel. The temperature also alters the nature of the sulfide
formed, which may have some effect on hydrogen migration into the steel, and conse-
quently on the likelihood of cracking as illustrated in Fig. 11.12.

NACE MR-0175 (2003) Table D2 took account of the effect of temperature for
selection of tubular goods, classifying acceptable materials at >66�C (150�F), >79�C
(174�F), and >107�C (225�F). At low temperature, the rate of corrosion is reduced
and less hydrogen is generated. At high temperatures, the rate of diffusion of hydrogen
is higher resulting in a higher rate of permeation of atomic hydrogen through the pipewall.

Hardness, as a proxy for strength, is the most convenient metallurgical property to
measure. NACE arrived at the criterion for hardness based on the scrutiny of extensive
data. For carbon steels, the limitation on hardness to avoid SSC is Rockwell hardness
C (HRC) 22, equivalent to Vickers hardness number, 248 VHN. This hardness crite-
rion is empirical. Pargeter, discussing the work by Gouche [27], highlighted that the
tolerable hardness of the heat-affected zones appeared linked to the concentration of
hydrogen sulfide in solution. At saturation, about 3000 ppm, the tolerable hardness
was 240 VHN and at 10 ppm the tolerable hardness was 350 VHN. This raises the op-
tion that testing materials under simulated conditions may allow relaxation of the HRC
22 criterion; a useful approach for continued use of a sweet service pipeline exposed to
mild sour service because of reservoir souring.
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Although hardness is a useful guide to avoidance of SSC, steels with hardness
below 22 HRC may still crack depending on the operating conditions, corrosiveness
of the environment, and the applied stress [28]. In part, this susceptibility to SSC is
related to microstructure and SSC may be prevented by imposing a limit on strength
to eliminate crack-sensitive microstructures, e.g., inadequately tempered martensite
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and bainite. Avoidance of sensitive microstructure is, in part, connected to the carbon
equivalent. Carbon equivalent combined with wall thickness, which determines the
rate of cooling after welding, is the key factor in the formation of martensite and bain-
ite. Additionally, some elements in steel that are not included in the carbon equivalent
may also have some influence; for example, boron is included in the percentage crack
measurement (PCM) formula and titanium, as a microalloying agent, may form brittle
hydrides.

Girth welds present a particular risk because of the complex microstructures in the
heat-affected zone resulting from the multiple welding passes. In the girth welds, some
microstructures occur as local brittle zones usually composed of martensiteeaustenite
components with hardness values of 400e600 VHN. Residual stresses are also higher
adjacent to welds. Though longitudinal welds present some risk they are simpler
in structure and are formed under highly controlled conditions and are subject to
extensive testing.

11.8 Avoiding SSC in carbon steels

SSC is avoided by ensuring that the strength of the parent pipe and the welds is limited.
For practical reasons, strength is measured indirectly using hardness that provides a
suitable nondestructive method for evaluating the production welds. The hardness is
restricted to HRC 22 based on the Rockwell C test procedure using 150 kg loading
[1]. ISO 15156 [5] refers to the Vickers (10 kg load) hardness scale and rounds the
hardness to VHN 250. Vickers has some advantages over Rockwell because the
smaller impact area of the probe allows more detailed hardness profiles to be obtained
across welds or through thickness. Brinell hardness is also used (3000 kg load) though
less often in the present day. The equivalent Brinell hardness would be 237 BHN.

The American Gas Association (AGA) sponsored The Welding Institute (TWI) to
study hardness limits relaxation in pipelines in terms of the effect of weld geometry in
API 5L X52 pipe and concluded that, under certain circumstances, the hardness in the
cap pass of girth welds could be relaxed to 300 VHN for pipes thicker than 10 mm
(0.4 in.) [28]. TWI concluded that easing hardness limits for external pipeline girth
welds would lower costs associated with qualifying weld procedures and that the in-
crease in permissible hardness would allow the application of high-productivity mech-
anized metal inert gas pipe-welding systems.

Welding presents the highest likelihood of creating hard zones or spots in the pipe-
line material. The weld procedures for longitudinal welds and girth need to be qualified
to ensure that the steel in the welds and heat-affected zones are not affected. The weld
qualification is done in accordance with the requirements of ISO 15614 [29] using
actual production material or a steel of the same grade and with the maximum carbon
equivalent of material to be used. Welding variables are recorded during the test weld
and hardness testing is mandatory. ISO 15156 details the hardness traverses that
should be made for the various weld profiles. Repair weld procedures should also
be qualified. Useful information on compliance to ISO 15156 during welding is given
elsewhere [28].
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To reduce the possibility of producing hard heat-affected zones, the carbon equiv-
alent should be below 0.43 (International Formula, CE). For steels with a carbon con-
tent below 0.18 wt%, it is normal to use the PCM formula or specify the CE. For higher
grade steels that are microalloyed, the combined vanadium and niobium content is also
restricted to a maximum of 0.015 wt%. Some newer steels fabricated at higher temper-
atures than conventional controlled rolled plate may specify higher niobium though
this requires a reduction in the manganese and carbon content.

The weld procedure qualification should be done on actual pipe material. For
onshore pipelines that may be fabricated with design factors ranging from 0.5 to
0.72 several qualification tests will be needed because wall thickness is considered
an essential variable and affects the cooling rate and the consequent risk of formation
of martensite.

The welding procedure specifications to be used in production of longitudinal pipe
or field girth welds should have parameters that match those of the qualification test
piece, i.e., the welds should not differ more than �10% and þ25% of the test piece
and heat input, preheat and interpass temperatures should be the same, or higher,
than the test piece, and welding should be restricted to the same specification and grade
of steel with the same or lower carbon equivalents. This may require separate weld
qualifications for bends, wyes, and tees in the pipeline as these items are often fabri-
cated with higher carbon contents than line pipe.

If postweld heat treatment (PWHT) is used, the PWHT temperature should be as high
as possible as this will provide the maximum tempering of any hard spots. Some codes
allow PWHT temperatures of 550�C (1022�F) but such low temperatures may not give
the required reduction in hardness and there will be a slight reduction in strength.

Though hardness is the primary criterion, pipeline steel may become sensitive to
cracking if it undergoes cold work either deliberate, e.g., field bending, or because of
an impact or dent (10% of failures in oil and gas pipelines were delayed failures [30]).
Cold work results in an increase in internal vacancies and dislocation density and the
hydrogen content of a steel would be expected to increase with increasing cold work.
Zhang and Adey [30] also noted that the absorption of hydrogen into steel resulted in
an increase in failure frequency (failures/1000 km year) from 10�7 to 10�1. Pipe will
bemade susceptible to SSC if coldwork increases the hardness above theNACE criterion
but there are indications that plastic strain, insufficient to case significant hardening, may
also increase the possibility of SSC. Tests on API 5L X65 pipe for installation subsea by
reel ship showed increased susceptibility to SSC after straining to simulate reeling and
unreeling [31]. Any pipeline deformed greater than 5% in a single event should undergo
a thermal stress relief heat treatment to restore its SSC resistance [32].

The information to date indicates that plastic deformation of less than 5% outside
diameter (OD) strain should not alter the materials resistance to SSC. According to
American Society of Mechanical Engineers (ASME) B31.8 [33] and ASME B31.4
[34], the allowable strain at dents is 6%. However, this guideline should be treated
with caution; line pipe that has a hardness close to VHN 250 may be less tolerant to
strain than line pipe with a lower hardness. It is recognized that welds are more sus-
ceptible to the effect of strain and consequently dents at welds require close attention
[35]. ASME B31.8 allows 2% OD strain and ASME B31.4 does not permit any.
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Field bending of pipe increases local hardness and will also have the effect of
increasing the volume of hydrogen absorbed into the steel, see Fig. 11.12, as a result
of the increased strain and cold work [36]. The degree of cold bending allowed is
restricted but there are grey areas. ASME B31.8 clause B841.23 [33] gives guidance
on cold bending of pipe but essentially this requires that cold formed material for sour
service should meet the NACE criterion. NACE permits 5% fiber deformation but Eu-
ropean industry practice for pipe cold bending is 3% strain for higher strength pipe and
this value is recommended as the maximum field bend forming in the absence of
adequate material or test information. In all cases, it will be necessary to check that
the hardness of cold worked material does not exceed the sour service criterion. Delib-
erate or accidental wrinkles in bends must be excluded. It is clear that vintage pipelines
that have wrinkly bends (not uncommon before 1955 [37]) would not tolerate opera-
tion in sour service, although vintage pipelines present many other service issues. Hot
bends may be required for acute bends to meet sour service requirements.

11.9 Corrosion resistant alloys

CRAs may also be susceptible to SSC, but in most cases both chloride ions and an
elevated temperature are necessary conditions. Most CRA materials used for the fabri-
cation of pipelines rely on chromium (and molybdenum) to provide corrosion resis-
tance. The nickel content confers little corrosion resistance in comparison but it is
essential to regain the mechanical properties lost by the addition of chromium and
to enable the alloy to be welded.

Chromium is the key element forming a continuous chromium oxide layer on the
surface. The role of molybdenum is to improve resistance of the chromium oxide layer
to damage by chloride. The chromium oxide protective, passive layer is damaged by
chloride and, as temperature increases, the chromium oxide becomes more sensitive to
chloride. As corrosiveness of the fluids increases (largely related to the concentration
of carbon dioxide, temperature and hydrogen sulfide), the chromium content must be
increased, with a consequent increase in nickel content.

The cracking mechanism is stress corrosion cracking rather than a result of embrit-
tlement. The generally accepted mechanism is that, at the crack tip, the imposed stress
fractures any passive film formed and if the rate of corrosion exceeds the rate at which
the passive film can reform, the crack will propagate. The behavior of several alloys
listed in Table 11.3 illustrates the combined effect of chloride, temperature, and partial
pressure of hydrogen sulfide on cracking susceptibility.

11.10 Stress-orientated hydrogen-induced cracking

SOHIC is discussed in Chapter 13 but is mentioned briefly here because the phenom-
enon involves SSC. HIC also involves SSC when the initial blistering converts to step-
wise cracking.
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Table 11.3 Resistance of the pipeline corrosion resistant alloys to sulfide stress cracking

Material Temperature
Chloride

concentration
Hydrogen sulfide partial

pressure

Stainless steel
316/316L

<60�C (140�F) if exposed to a chloride-containing environment Any <15 psia

50 mg/L <50 psia

Martensitic
stainless
steel 12Cr

Any, pH > 3.5 Any <1.5 psia

Duplex
stainless
steel 22Cr

<100�C (212�F) if exposed to a chloride-containing environment

Any <1.5 psia<120�C (248�F) if exposed to a chloride-containing environment with
integral external coating

<232�C (450�F)

Super duplex
stainless
steel 25Cr

<110�C (230�F) if exposed to a chloride-containing environment

Any <3 psia<130�C (266�F) if exposed to a chloride-containing environment and
with integral external coating

<232�C (450�F)

Alloy 825 Any Any Any

Alloy 625 Any Any Any

S
ulfide

stress
cracking
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At least nine pipelines, over the past 20 years, are believed to have failed by the
SOHIC mechanism. The cracking has generally been found adjacent to welds though
not always. A failure was discovered in seamless pipe and residual stress is thought to
have initiated the cracking. SOHIC appears as a combination of SSC and HIC with a
vertical array of alternate planar HIC blisters linked by sulfide stress cracks and with
the array normal to the maximum stress; early descriptions of SOHIC refer to ladder
cracking. This form of cracking was initially described as type I, whereas cracking
related to hardness (classic SSC) was classified as type II. There was a proposition
that this form of cracking was limited to HIC-resistant steels. More recently, work
funded by the Materials Properties Council in the USA indicated that HIC-resistant
steel may indeed be more susceptible to SOHIC than conventional steels [38]. How-
ever, operational surveys suggest that HIC-resistant steels with a crack length ratio
(CLR) value less than 15%, in accord with NACE TM-0284 [39], were resistant to
SOHIC, and to date no steel with a low CLR value has experienced SOHIC.

The cracking mechanism is unclear. One hypothesis is that SOHIC occurs in pipe
material strengthened by microalloying and, if this is the case, SOHIC would be more
likely to occur in higher strength steels, API 5L X65 and above. Other cases, however,
suggest that all steels may be susceptible. If the mechanism is related to microalloying,
the postulate is that during welding the thermal gradients cause the microalloying
elements to diffuse so that the distribution of these elements (niobium, vanadium,
and titanium) is unevenly distributed through the wall thickness. A “banded” structure
is formed where the bands with low microalloy content are lower strength. Imposition
of tensile stresses results in ductile tearing of material in the softer bands; these retain
hydrogen resulting in the formation of blisters. The expanding blister work hardens the
adjacent higher strength bands, which may then crack by conventional SSC, linking
the blisters to form the ladder array.

11.11 Testing for resistance to SSC and SOHIC

Testing for SSC has been standardized in NACE TM-0177 [40]. The most common
test methods are tensile testing with either constant or increasing load, bend tests,
and fracture mechanics testing. Constant strain tests are common because they are rela-
tively simple and cheap. The bend test is a constant strain test, where the applied stress
decreases as the crack grows. The four-point loading provides a relatively large area of
uniform longitudinal stress on the deflected surface, the process wetted surface of the
specimen, between the inner supports. The stress decreases to zero from the inner
supports to the outer supports. Tests are carried out for 30 days.

Until recently there was no reliable small scale method of testing for SOHIC; full
ring tests were considered the most reliable test method. Work by Lino [41] showed
that a lower internal pressure was required in the presence of an externally applied
load and that if the applied load was high enough, cracks were linked along a 45� shear
plane. To achieve the required triaxial stress, the test procedure applies torsion to a
sample of the pipeline material as a 2% and 5% twist combined with 4-point bend
loading to 50% SMYS.
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11.12 Inspection for SSC

Because of the multiple factors that combine to cause SSC, it is difficult to select areas
for examination with any certainty of success of identifying cracks. A simplistic
approach is to determine where water may collect within a pipeline and target these
areas for inspection. The most reliable method is to do an inline inspection using an
inline crack detection tool. Magnetic flux leakage (MFL) tools have been adapted to
detect cracks by applying a circumferential signal, orientating the magnetic field around
the pipe circumference, rather than axially along the pipeline. The MFL ILI tools are
suitable for all pipelines provided the wall thickness can be fully magnetized [42].

Ultrasonic tools have also been developed to identify cracks. These are not
restricted by wall thickness but require a couplant and will only work in liquid-
filled pipelines though there has been successful use of ultrasonic pigs passed through
a pipeline in a liquid slug. EMAT tools have been developed to identify cracking and
can be used in all pipelines [8]. There has been some development of remote-field eddy
current and velocity-induced eddy current techniques to detect and size cracks but
these techniques are slow compared to EMAT and they have not been developed
yet for operating pipelines.

Validation of cracking is achieved using ultrasonic inspection. Angled probes,
phased array and time of flight diffraction, are suitable methods. Automatic systems
clearly have advantage in speed and coverage compared to manual inspection.

11.13 Knowledge gaps and research trends

Research gaps fall into two groups: theoretical understanding and engineering infor-
mation. The theoretic gaps include the understanding of the mechanism of intergran-
ular cracking; how hydrogen migrates through steel and the effect of strain,
metallurgy, and heat treatments; the role of chloride in cracking; what is an acceptable
level of cold work and is heat treatment (normalized or quench and tempered) relevant;
duplex stainless steels work harden and the effect of this on duplex resistance to SSC
needs definition.

Initiation of cracking is presently premised on the presence of hard spots (>22
HRC) but the effect of fatigue and/or the presence of deep pits is not considered. Given
an aging global pipeline network, there is a need to identify other causative operating
and corrosion effects that might initiate SSC.

Flexible pipelines and steel reinforced thermoplastic pipeline are very useful and
increasingly utilized items in pipeline networks. The permeation of hydrogen sulfide
through the plastic containment sheath is far higher than that of other gases in hydro-
carbon fluids. Intermediate layers have been developed to limit hydrogen sulfide
permeation but more information is needed to ensure safe operation of flexibles fabri-
cated with high strength steel reinforcements.

Engineering needs are more basic though probably not simpler: better definition of
limitations in using approved materials and the need to increase the range of approved,
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novel materials. Two important clarifications required are the definition of the pressure
to be used in assessment of the critical partial pressure of hydrogen sulfide and the
requirement for SSC-resistant materials in dry service gas pipelines.

Other information of use would be the level of stress below which SSC does not
occur in a susceptible pipeline steel. There are many aging sweet-service multiphase
pipelines that operate at low pressure; can these be operated if souring of the reservoir
occurs? Inhibitors have been developed that reduce corrosion and migration of
hydrogen into the steel. What level of corrosion, and consequent hydrogen generation,
is acceptable to sufficiently delay cracking to give time to arrange an inline inspection?

Practical methods are available to prevent SSC and HIC but this is not yet the case
for SOHIC. PWHT has been proposed as a palliative but there is no clear evidence that
this is reliably effective.

Complications arise when materials are deleted from ISO 15156/NACE MR-0175.
The components fabricated from these materials that are already in use are considered
compliant but cannot be removed and reused elsewhere. One for one replacement of
pipeline items can also be prejudiced.

As in most engineering systems, it is the “little things” that can cause expensive
problems in pipeline operation. An industry-wide philosophy for bolting, gaskets,
flange facing, valve, and pump components needs attention.

Several materials that would be useful for valve components need to have their lim-
itations determined, one example, is the acceptance, rejection, then reacceptance of
17e4 pH. Low alloy steels containing more than 1 wt% nickel have useful low tem-
perature ductility (e.g., high-pressure flare lines) but are prohibited for use based on
research over 40 years old; it is time to reevaluate these materials. NACE MR-0103
allows the use of some materials that are not included in NACE MR-0175.
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Stress corrosion cracking 12
John Beavers and Thomas A. Bubenik
DNV GL USA, Dublin, OH, United States

12.1 Introduction

Stress corrosion cracking (SCC) of buried pipelines has been a known threat for over
50 years. The first recognized underground pipeline failure due to SCC occurred in
1965 in Natchitoches, Louisiana. A 24-inch (609.6-mm) diameter natural gas pipeline
ruptured, resulting in 17 fatalities. The subsequent failure investigation determined the
rupture initiated at a colony of cracks on the outside surface of the pipeline.

The failure triggered an intensive investigation to understand SCC, with an objec-
tive of preventing future failures. It also influenced the decision of the United States
Federal government to regulate pipeline safety, beginning in 1970. The natural gas
pipeline industry funded research on SCC through the Pipeline Research Committee
of the American Gas Association (now referred to as the Pipeline Research Council
International [PRCI]). Most of this early research was conducted under Project
NG-18 [1,2] at Battelle Memorial Institute in Columbus, Ohio.

The SCC associated with the Natchitoches failure was intergranular in nature and is
referred to as high pH or classical SCC. A later identified form of SCC, near-neutral pH
SCC, is primarily transgranular, as discussed elsewhere in this chapter. Both forms of
cracking are associated with colonies that may contain several to thousands of cracks,
as shown in Fig. 12.1. The cracks are normally axial in orientation and link up to form
long shallow flaws having aspect ratios greater than 10.

In some cases, external SCC may be at orientations other than axial, depending on
the nature of the stresses in the pipeline. In general, the cracks are perpendicular to the
maximum combined tensile stress, which can include the hoop stress from internal
pressure, axial stresses, residual stresses from pipe manufacturing and construction
(e.g., field bends), and stresses from in-service damage. Near-neutral pH SCC is
more likely to be associated with local stress concentrators than is high pH SCC. In
some cases, growth and interlinking of the SCC produce leaks or ruptures of the pipe-
lines at normal operating pressures.

12.2 High pH SCC

12.2.1 Characteristics

The growth of high pH SCC in buried pipelines is due to a film rupture and anodic
dissolution mechanism. A passivating film forms on the external surface of the pipe
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as a result of the environment created by cathodic protection. When the film ruptures,
bare metal surface is exposed, allowing anodic dissolution to occur at the grain bound-
aries while repassivation attempts to recreate (repair) the passivating film. If anodic
dissolution occurs more quickly than repassivation, the crack grows between the grains
of the steel.

Repassivation is a function of the local environment, cathodic protection level, and
metallurgy of the steel. In addition, high pH SCC growth depends on the mechanical
response of the pipe steel, which is a function of external loading (stress), the strength
of the pipe steel, and the local (crack) geometry. Whether a crack becomes dormant
(passivation occurs more quickly than dissolution) or remains active (dissolution oc-
curs more quickly than passivation) depends on a delicate balance between the local
external environment and the crack tip loading.

High pH SCC has occurred in pipe with a variety of diameters (6e34 inch), wall
thicknesses (0.181e0.5 inch), seam weld types (double submerged arc weld, flash
weld, electric resistance weld, and seamless), grades, and manufacturers. No conclu-
sions have been drawn from the chemical composition of the pipe steels that have
experienced high pH SCC. Cracking has been found in line pipe steels with a range
of typical compositions [3].

The development of the high pH environment necessary for SCC requires cathodic
protection more negative than�850 mV (copper/copper sulfate electrode), at least part
of the time. As a result, high pH SCC is not usually associated with external corrosion
of the pipe surface. Also, the cracks are primarily intergranular, and there is little ev-
idence of corrosion of the crack faces.

Figure 12.1 Typical stress corrosion cracking colony.
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A transverse cross-section of a coupon containing high pH SCC is shown in
Fig. 12.2. This particular crack is relatively straight and shows little branching. In other
cases, the cracking may be more branched and angled with respect to the pipe surface.
Orientation differences are thought to be related to the through thickness stress distri-
bution in the pipe.

Research on high pH SCC has examined how metallurgical, environmental, and
stress-related factors affect the cracking behavior, with a goal of identifying methods
to mitigate cracking on transmission pipelines. Research has not identified any obvious
metallurgical factors that can be used to mitigate high pH SCC or enhance integrity
management programs. Consequently, the remainder of this chapter primarily focuses
on environmental and stress-related factors.

12.2.2 High pH SCC cracking environment

In the early field investigations of high pH SCC, small quantities of liquids were found
beneath disbonded coatings near the SCC colonies. The primary components of these
liquids were carbonate and bicarbonate ions, along with traces of nitrates. The pH of
these solutions ranged from 9.6 to 12.3. In some cases, sodium bicarbonate crystals
were also found.

50 μm

Figure 12.2 Typical high pH stress corrosion cracking morphology.
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It was speculated that the carbonateebicarbonate solution developed at the pipe
surface as a result of the cathodic protection system and the presence of carbon dioxide
in the soil (from the decay of organic matter). The reduction reactions produce hydrox-
ide, which then reacts with the carbon dioxide to produce carbonate and bicarbonate
ions. Essentially, the cracking electrolyte is a buffered solution of carbonate and bicar-
bonate ions. The pH and concentration depend on a number of factors, including the
cathodic protection current and the available concentration of carbon dioxide.
Chlorides are also commonly found in high pH SCC electrolytes.

At the time of the early discoveries, nitrates and hydroxide ions were known to
cause SCC of carbon steels, but there was no evidence that carbonate or bicarbonate
ions could form a potent cracking environment. Subsequent research, performed as
part of Battelle’s Project NG-18, demonstrated that a concentrated equinormal solution
containing sodium carbonate and sodium bicarbonate was a potent intergranular
cracking agent for ferritic steel. The cracking occurred over a narrow potential range,
and the severity of cracking increased markedly with increasing temperature. The
association of the SCC with the polarization behavior was related to the passivation
behavior of the steel.

Several hundred targeted field investigations were performed in Canada in the
1980s and 1990s. These involved both high pH and near-neutral pH-SCC-susceptible
sites. Analyses of soil extracts from these sites revealed that the occurrence of high pH
SCC statistically correlated with the concentration of the soluble cations (sodium and
potassium ions) and the concentration ratio of soluble to insoluble cations (calcium and
magnesium ions) in the soils [4]. This explains how a soluble cation must be present to
maintain carbonate and bicarbonate ions in solution.

12.2.2.1 Electrochemical potential and temperature

The potential range for high pH SCC lies between the native potential of steel with no
cathodic protection, which is typically more positive than �650 mV (copper/copper
sulfate electrode), and adequate cathodic protection, which is typically more negative
than �850 mV (copper/copper sulfate electrode). Early field investigations identified
temperature as an important factor in high pH SCC. Temperature can affect the SCC
growth kinetics, the potential range for active cracking, deterioration of the coating, the
concentration of the environment in contact with the pipe, and the moisture content of
the soil near the pipeline.

The potential range for high pH SCC decreases with decreasing temperature, as
does the crack velocity. At temperatures below 38e43�C (100e110�F), the potential
range is narrow and the crack velocity is slow but not zero. A common susceptibility
criterion of 38�C (100�F) is based on these findings.

High pH SCC typically occurs beneath disbonded coatings, and the potential
beneath the coating can be significantly different than that measured at a holiday in
the coating or at ground level. Accordingly, although pipe-to-soil potential data are
commonly used to identify pipeline segments at risk of SCC or to select dig sites
for investigation, the correlation between SCC and pipe-to-soil potentials measured
in the field typically has not been very good.
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For the high pH environment to develop, significant current flow to the pipe surface
is required to generate the elevated pH environment needed to absorb the carbon diox-
ide. A high pH environment (above a pH of 9) and adequate cathodic protection typi-
cally require cathodic protection potentials more negative than �850 mV off potential
(copper/copper sulfate electrode). On the other hand, the cracking range lies between
the native potential of most pipelines and adequate protection (�850 mV copper/
copper sulfate electrode off potential). An explanation for this apparent paradox is
that the environment and potential varies on a seasonal basis and high pH SCC only
occurs during periods of the year where both a potent environment and inadequate
cathodic protection are simultaneously present.

The limited temperature, pH, and potential range over which high pH SCC occurs
provides a possible explanation for the infrequent occurrence of high pH SCC on most
pipelines. The pH and potential dependencies suggest that seasonal fluctuations are
important in the cracking process [5].

12.2.2.2 Coating and surface condition

High pH SCC is most commonly associated with coal tar pipelines, but it has also been
found on uncoated pipe as well as asphalt, tape, wax, and, in an isolated instance, a
fusion bond epoxy coated pipelines (unpublished research by Beavers). There are
roughly four to five times as many high pH SCC failures on coal tar pipelines than
on tape coated lines. The one verified case of high pH SCC on a thin-film fusion
bond epoxy pipeline occurred at a rock dent where the coating was damaged; the
rock provided the shielding necessary for cracking. A common industry guideline is
that all coatings other than fusion bond epoxy should be considered susceptible to
high pH SCC.

Coating-related factors that play a role in SCC behavior include resistance to dis-
bondment, cathodic protection current shielding behavior, and surface preparation
[6,7]. Disbondment resistance affects all forms of external corrosion: an intact coating
that prevents contact of the groundwater/electrolyte with the steel surface will mitigate
external corrosion and SCC.

All coatings are capable of shielding cathodic protection current but how they dis-
bond and the inherent properties of the coating can affect how they shield and the
resulting potentials in the disbonded regions. The surface preparation varies depending
on the coating type and can impact subsequent SCC behavior. Coal tar, asphalt, and
tape coatings are commonly applied in the ditch over wire brushed, mill scaled sur-
faces, whereas fusion bond epoxy (FBE) coatings require a near white grit blasted sur-
face finish for proper adhesion.

Several researchers have examined the effects of grit blasting of pipe steel surfaces
on SCC behavior [6e9]. Grit blasting was found to have a number of beneficial
effects:

• Generally improves resistance of the coatings to disbonding as a result of the anchor pattern
created

• Removes mill scale, which results in an ability for cathodic protection to more readily move
the pipe-to-soil potential out of the critical potential range for cracking
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• Introduces a deformed layer, which distorts the intergranular path for cracking
• Introduces compressive stresses or strains in the surface layer

One surprising result of the laboratory and field studies was that a light brush
blasted surface was actually more susceptible to SCC than a mill scaled, wire brushed
surface and that a near white surface finish was required for adequate SCC resistance
[6,7].

The excellent SCC resistance of pipelines with fusion bond epoxy coatings can be
attributed to several factors. These coatings have good disbonding resistance, and
when disbondment does occur, cathodic protection can flow to the pipe surface to pro-
vide protection. Within blisters, the coating holds the electrolyte at the pipe surface,
allowing for the development of benign high pH solutions. Finally, the near-white
grit-blasted surface has high compressive stresses or strains and a beneficial absence
of mill scale.

12.2.2.3 Stress

As previously indicated, the majority of high pH stress corrosion cracks are oriented in
the axial direction because the hoop stress from the internal pressure is typically the
dominant loading. Historically, most of the high pH SCC occurred on the bottom
half of the pipelines at locations where there was no evidence that secondary stresses,
such as from dents, played a role [3]. The higher frequency of high pH SCC immedi-
ately downstream of the compressor or pump stations has been associated, in part, with
the higher stresses at this location.

Laboratory studies demonstrated that high pH stress corrosion cracks initiated
above an applied stress referred to as the threshold stress and that the surface condition
affected the threshold stress. Pitting corrosion, by creating stress concentrators, low-
ered the threshold stress while grit blasting generally increased it. The cyclic pressures
associated with the operation of a typical gas pipeline were found to lower the
threshold stresses for high pH SCC initiation [10,11].

Recently, the number of reported failures of gas transmission pipelines as a function
of operating stress has been evaluated; see Table 12.1 [12]. For larger diameter pipe-
lines, nearly all failures occurred at a stress level greater than or equal to 60% of the
specified minimum yield stress (SMYS). For smaller diameter pipelines, it was more
common to see failures at lower stress levels. An earlier study showed incidents at
hoop stresses from 25% to 72% SMYS, with 70% occurring at greater than 60%
SMYS [13].

A common industry guideline is that pipelines operating over 60% SMYS should
be considered more susceptible to high pH SCC. Although this guideline is frequently
used, Table 12.1 shows that cracking and failures can occur at lower stress levels, espe-
cially for smaller diameter pipelines.

12.2.3 Impact of distance to compressor or pump station

The majority of high pH SCC failures have occurred within 10e20 miles (16e32 km)
of a compressor or pump station, where temperatures and stress are higher. This is the
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basis for industry criteria that say the first 20 miles (32 km) downstream of a station
should be considered more susceptible to high pH SCC. Nonetheless, there have
been failures beyond 20 miles (16 km).

The proximity to compressor discharge stations for high pH SCC in gas pipelines
was quantified, as shown in Table 12.2 [12]. A total of 89% of the service failures and
95% of the hydrostatic test failures occurred within 20 miles (32 km) of a station, but
some failures occurred beyond 20 miles (32 km) on both coal tar enamel and tape
coated pipelines.

Table 12.2 High pH SCC failures as a function of proximity to
compressor discharge stations [12]

Distance (miles)

Service failures Hydrotest failures

Coal tar enamel Tape Coal tar enamel Tape

0e5 19 8 107 3

5e10 10 2 88 7

10e20 10 1 17 29

20e30 2 1 3 6

30e40 0 1 0 3

40e50 1 0 0 0

>50 1 0 2 1

Table 12.1 Number of reported high pH SCC failures of gas
transmission pipelines as a function of operating stress [12]

% SMYS

Service failures Hydrotest failures

<1200 diameter ‡1200 diameter <1200 diameter ‡1200 diameter

<30 0 0 0 0

30e40 2 0 0 1

40e50 3 0 10 0

50e60 3 0 0 1

60e70 0 9 0 37

>70 4 33 0 250
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12.2.4 Impact of pipeline age

A number of researchers have investigated the relationship between pipeline age and
high pH SCC. The earliest age for a reported failure is 6 years on a tape-coated line
(18 years for a line coated with coal tar), but most occur between 20 and 30 years
of installation [12]. A common industry guideline is that lines more than 10 years
old should be considered more susceptible to high pH SCC. High pH SCC has led
to hydrotest failures at ages greater than 50 years.

The rate of in-service failures due to high pH SCC is around 1.5 occurrences per
year for the US transmission pipeline system over the past 40 years [12]. This rate
has remained relatively constant as the pipe system has aged. So, there is no strong
evidence that SCC failure rates increase with increasing age, which could indicate
that pipeline companies are effectively mitigating existing high pH SCC.

Very few instances of hydrotest or in-service failures have been reported in pipe
that was installed after 1960. This behavior may relate to the fact that the surface prep-
aration of the pipe and the types of coatings used have changed significantly since the
original SCC failures occurred.

12.2.5 High pH SCC summary

The mechanism by which high pH SCC occurs is film rupture and anodic dissolution.
The carbonateebicarbonate electrolyte necessary for high pH SCC forms under dis-
bonded coatings when cathodic protection is at or near “adequate” levels, which are
commonly taken as more negative than �850 mV (copper/copper sulfate electrode).
Cracking then occurs when the pipe-to-soil potential increases (becomes more posi-
tive) into the range needed for cracking, which is more positive than �850 mV (cop-
per/copper sulfate electrode). Seasonal variations play an important role in affecting
the pipe-to-soil potentials, allowing cracks to actively grow and become dormant as
cathodic protection effectiveness changes during the year.

Common industry guidelines [14] are that high pH SCC failures are most likely on
pipe that is

• Within 20 miles (38 km) of a compressor or pump station,
• Over 10 years old,
• At temperatures above 38e43�C (100e110�F),
• Coated with coal tar or tape, and
• Operating at stresses above 60% SMYS.

There are exceptions to each of these guidelines, especially for smaller diameter
pipe. Most notably, failures have occurred well beyond 20 miles (38 km) of a station
and at stresses as low as 25% SMYS.

12.3 Near neutral pH SCC

12.3.1 Characteristics

Near-neutral pH SCC occurs by a different mechanism than high pH SCC. In high
pH SCC, cracking occurs by film rupture/anodic dissolution. In near-neutral pH
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SCC, corrosion and hydrogen embrittlement are thought to play important dominant
roles.

Near-neutral pH SCC was first recognized in 1986 when TransCanada Pipelines
initiated field and laboratory programs in response to three in-service failures on
one of their gas transmission pipelines [15e17]. The SCC had some similarities to
that associated with previous failures, such as the presence of axial colonies of cracks
and the association of the colonies with disbonded coatings, but it quickly became
apparent that the failures were the result of a new form of SCC.

The TransCanada cracks were wider and primarily transgranular (although some
intergranular cracking was reported) with little branching, as shown in Fig. 12.3.
They were associated with electrolytes with pH values of 7.5 or less. Two of the fail-
ures, on tape coated sections of the line, initiated at the toe of the longitudinal seam
weld, which indicates that stress raisers may play a more prominent role in this
form of SCC than in the case of high pH SCC.

12.3.2 Near-neutral pH SCC cracking environment

The electrolytes found beneath disbonded coatings were analyzed and found to be very
dilute solutions of bicarbonate ions and carbonic acid with lower values of pH than the
electrolytes associated with high pH SCC. In these studies, concentrated high pH elec-
trolytes were discovered at some locations on the TransCanada System, but there was
no near-neutral pH SCC associated with these electrolytes.

TransCanada expanded its field work to include over 600 pH analyses of undercoat-
ing electrolytes on both polyethylene tape and asphalt coated segments of the pipeline.
Results conclusively demonstrated that, regardless of coating type, the SCC was asso-
ciated with near-neutral pH environments. The near-neutral pH values, along with

Figure 12.3 Typical near neutral pH stress corrosion cracking morphology.
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some corrosion of the external surface of the pipe, are consistent with the pipe surface
not receiving adequate cathodic protection.

The carbon dioxide concentration in the soil and the groundwater pH varied season-
ally by a wide range with the highest carbon dioxide concentrations and lowest pH
values in the winter months. A statistical analysis of soil and electrolyte data from sites
along the TransCanada pipeline revealed that the soluble cation concentration and pH
of the electrolytes were higher for non-SCC sites than for SCC sites.

On the other hand, there were no obvious trends with respect to the soluble cation
concentrations of the soils at these locations. This behavior indicates that cathodic pro-
tection was affecting both the pH and the soluble cation concentration within the dis-
bonded regions, and in so doing, affecting the cracking behavior. In subsequent
laboratory tests, it was also found that the presence of carbon dioxide also promoted
lower ductility in slow strain rate tests of pipe steels.

12.3.2.1 Electrochemical potential and temperature

Early field investigations focused on the first valve sections downstream of compressor
stations based on the temperature dependence of high pH SCC, but it soon became
apparent that the cracking did not follow the same temperature trends. Instead, the
cracking behavior was relatively independent of temperature. The lack of a tempera-
ture effect is reflected in the absence of a temperature criterion for defining near-
neutral pH SCC susceptible segments [14]. (Elevated temperature can accelerate
coating degradation, thereby indirectly affecting where near-neutral pH SCC occurs.)

Near-neutral pH SCC occurs where cathodic protection does not penetrate the
coating to reach the steel surface. The potential range for near-neutral pH SCC is
more negative (slightly cathodic) than the native potential of steel with no cathodic
protection: between about �670 and �790 mV (copper/copper-sulfate electrode).
The potential range is not temperature dependent.

12.3.2.2 Coating

Two of the three initial SCC service failures on the TransCanada system occurred on
polyethylene tape coated sections and one occurred on an asphalt coated section [14].
In the subsequent field studies, the vast majority of SCC colonies on the affected
TransCanada pipeline occurred in the tape coated sections [15]. In a total of 440 ex-
cavations on the pipeline, SCC was detected at 69% of the sites with tape coating
(173 of 250 sites and 1720 SCC colonies) versus only 14% of the sites with asphalt
coating (27 of 189 sites and 171 colonies). Often, the tape coated sites with near-
neutral pH SCC were poorly or very poorly drained, whereas asphalt coated sites
were in extremely dry terrains with inadequate cathodic protection.

The results of PRCI research on coatings and SCC have demonstrated why polyeth-
ylene tape coatings are so closely tied to near-neutral pH SCC [6,7]. The research
addressed the three major coating-related factors affecting SCC: resistance of a coating
to disbondment, the ability to pass cathodic protection current and thereby protect the
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disbonded region, and the surface preparation of the line pipe steel prior to coating
application.

Polyethylene tape coatings fall short in all three areas: they have poor disbonding
resistance, they shield cathodic protection current and the typical surface preparation
for polyethylene tape coatings (wire brushing) renders the pipeline very susceptible to
SCC. On pipelines with double submerged arc welded long seams, tape coatings can
form a tent at the toe of the weld such that the region readily fills with groundwater.
Furthermore, polyolefin coatings such as polyethylene tape are also very permeable
to carbon dioxide, such that any carbon dioxide in the soil will readily diffuse through
the coating to the disbonded region at the pipe surface.

Common industry guidelines consider coatings other than fusion bond epoxy to be
susceptible to near-neutral pH SCC [14].

12.3.2.3 Stress

The three SCC service failures reported by TransCanada occurred in Class 1 locations
(in Canada, the class locations as a percent of SMYS are as follows: Class 1e80%,
Class 2e72%, Class 3e56%, and Class 4e44%, where the maximum allowable oper-
ating pressure corresponded to a hoop stress of 78% SMYS. In a subsequent hydro-
static test program, there were 16 failures, all of which were in Class 1 locations.
Nine of the failures were attributed to SCC and occurred in tape coated sections, six
were attributed to pitting corrosion and one was attributed to mechanical damage.
Interestingly, SCC was associated with five of the six pitting failures, but did not
contribute to the failures. In the hydrostatic retest program, three additional SCC fail-
ures were also in Class 1 locations.

The National Energy Board of Canada conducted an inquiry of SCC on Canadian
Oil and Gas Pipelines in the mid-1990s [18]. The cracking experienced in Canada that
was the subject of the investigation was almost exclusively transgranular and was
therefore the near-neutral pH form of SCC. At that time, 22 service failures had
been reported, industry wide, of which 16 (73%) were associated with axially oriented
cracks, indicating that the hoop stresses controlled the failures. At the time of the fail-
ures, the hoop stresses varied between 46% and 77% of SMYS, which is similar to the
range seen with high pH SCC.

TransCanada’s field investigations were consistent with the service failure experi-
ence cited above; no significant cracking was detected in Class 2 or 3 locations (sig-
nificant cracking is defined as cracks having a depth greater than 10% of the wall
thickness and a length greater than 75% of the length of a 50% through wall crack
that would fail at 110% of SMYS [19]). Similarly, none of the other Canadian Energy
Pipeline Association (CEPA) member companies reported significant SCC in Class 2
or 3 locations [19]. On the TransCanada line, the extent and severity of cracking (both
the number of colonies and the maximum crack depth in the colonies) increased with
increasing stress level in Class 1 locations, as shown in Figs. 12.4 and 12.5. Based in
part on these findings, a common industry guideline [14] states that pipelines operating
at stress levels above 60% SMYS should be considered more susceptible to near-
neutral pH SCC.
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However, in nearly all of the near-neutral pH SCC failures, other factors increased
the local stress levels at the failure origins. These factors included corrosion, gouges, or
the geometry of the toe of the long seam welds. The association of cracking with stress
concentrations is quite different from that reported for high pH SCC, where the
cracking typically occurs on the bottom of the pipe away from obvious stress
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Figure 12.4 Maximum crack depth of significant stress corrosion cracking as a function of
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concentrators. A stress concentration encourages hydrogen to accumulate, leading to
embrittlement and contributing to near-neutral pH SCC.

Available field data indicate that cyclic pressure fluctuations are also important and,
perhaps, more so than in the case of high pH SCC. Crack growth tests of precracked
samples tested at high R ratios (ratio of minimum to maximum pressure or stress) and
low frequencies, which are conditions that simulate natural gas pipeline operation,
exhibit decreasing crack growth rates with time (evidence of dormancy) [20]. Speci-
mens tested at higher frequencies and lower R ratios, which are conditions more
similar to liquid petroleum pipeline operation, exhibit increasing crack growth rates
with time.

Strain rate effects on near-neutral pH SCC have been established, and crack growth
rates have been related to crack tip strain and displacement rates [21]. As seen in
Fig. 12.6 (crack growth rate vs. DK), the slope of the growth rate curve is slightly
more than 1, versus around 3 for corrosion fatigue. This creates a situation where
SCC will dominate for small cracks and/or low cyclic loads and fatigue or corrosion
fatigue will dominate for large cracks or high cyclic loads.

Chen [22] has made significant advances in understanding the role of variable
amplitude loading (from variable pressure fluctuations) on near-neutral pH SCC crack
growth behavior. In comparison with constant amplitude loading, underload cycles,
which are typically found immediately downstream of pump or compressor stations,
will accelerate crack growth, whereas overload cycles, which are found further down-
stream, will retard crack growth.

CEPA funded a research program to determine whether there was a correlation be-
tween initiation of near-neutral pH SCC and metallurgical factors [23]. Fourteen pipe
sections that contained colonies of near-neutral pH stress corrosion cracks were
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investigated. A range of installation dates, from the 1950s to the 1970s, diameters, and
grades were examined. Factors that were evaluated included the chemical composi-
tion, inclusion properties, cyclic stress strain behavior, residual stress, surface rough-
ness, microhardness, and local galvanic behavior. A strong correlation was found
between the residual tensile stress and the presence of the SCC colonies. There also
was a statistically significant correlation between microhardness and the occurrence
of SCC. However, no statistically significant correlation was found between the other
parameters evaluated and the occurrence of near-neutral pH SCC.

As with high pH SCC, near-neutral pH SCC has occurred on pipe covering a range
of diameters, wall thicknesses, grades, and seam weld types. Unlike high pH SCC, the
seam welds appear to be more prone to cracking, over and above the stress concen-
trator associated with some weld geometries, such as double submerged arc welds.
The seam welds in 1950s vintage direct current electric resistance welded pipe were
reported to have lower resistance to SCC than the base metal [18]. The coarse grain
heat affected zone of double submerged arc welds exhibited 30% higher crack growth
rates than that of the base metal in cyclic load tests of compact tension specimens in
NS4 groundwater [24].

12.3.3 Impact of distance to compressor or pump station

As with high pH SCC, most near-neutral pH SCC in-service failures have occurred
within 10e20 miles (16e32 km) of a station, especially for tape coated pipelines.
There have been failures beyond 20 miles (16 km), and most of these have occurred
on asphalt-coated lines. Fessler reported similar results for in-service and hydrotest
failures of gas pipelines [12]. Two-thirds of the failures on tape-coated lines were
within 20 miles of a compressor station, but the failures on asphalt-coated lines
were distributed along the entire pipeline length. Table 12.3 summarizes the
in-service failure data. Based in part on failures occurring along the length of a
pipeline, there is no industry criterion related to distance to compressor or pump
station [14].

12.3.4 Impact of pipeline age

A number of researchers have investigated the relationship between pipeline age and
the likelihood of near-neutral pH SCC. The earliest age for a reported in-service failure
by near-neutral pH SCC is 12 years on a tape-coated line (compared to 22 years for a
line coated with asphalt, and 35 years for a line that was wax coated) [12]. The oldest
age exceeds 70 years. Table 12.4 shows recently analyzed data for in-service and
hydrostatic test failures [12]. Based in part on results like these, a common industry
guideline [14] states that lines more than 10 years old should be considered
susceptible.

Very few instances of hydrotest or in-service failures have been reported in pipe
that was installed after 1980. This behavior may relate to the fact that the surface prep-
aration of the pipe and the types of coatings used have changed significantly since the
original SCC failures occurred.
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12.3.5 Near-neutral pH SCC summary

The mechanism by which near-neutral pH SCC occurs is thought to be a form of
hydrogen embrittlement/localized corrosion. The bicarbonate/carbonic acid electrolyte
necessary for near-neutral pH SCC forms under disbonded coatings when cathodic pro-
tection is shielded, resulting in potentials near the open circuit potentials. Cracking
occurs when the pipe-to-soil potential falls into the susceptible range for cracking, which
is between �670 and �790 mV (copper/copper sulfate electrode). The reduction reac-
tion from corrosion is thought to generate hydrogen, which is absorbed into the metal.

Common industry guidelines [14] are that near-neutral pH SCC failures are most
likely on the pipe that is

• Over 10 years old
• Coated with tape or asphalt
• Operating at stresses above 60% SMYS

There are exceptions to each of these guidelines. Most notably, failures have
occurred at stress levels well below 60% SMYS.

12.4 Discussion

There are three common techniques used for the management of the integrity of pipe-
lines subject to SCC and other time-dependent threats: hydrostatic testing, in-line in-
spection, and direct assessment. Directly following the initial SCC failures of gas
transmission pipelines in the 1960s, hydrostatic testing was the primary tool used to
confirm the integrity of the affected pipelines and prevent additional failures.
The pipelines were pressure tested significantly higher than the operating pressure
to remove any near critical flaws.

Table 12.3 Near-neutral pH SCC failures as a function of
proximity to compressor or pump station [14]

Distance (miles)

Coating type

Tape wrapped Asphalt Wax

0e5 2 1 0

5e10 2 0 1

10e20 1 3 0

20e30 1 0 0

30e40 0 1 0

40e50 0 0 0

>50 0 5 0
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Table 12.4 Near-neutral pH SCC failures as a function of age [14]

Pipe age, years

Number of in-service and hydrostatic test failures

Tape-wrapped Asphalt Wax Coal tar

In-service Hydrotest In-service Hydrotest In-service Hydrotest In-service Hydrotest

0e10 0 0 0 0 0 0 0 0

10e20 4 4 1a 0 0 0 0 0

20e30 3 6 3 1 0 0 0 0

30e40 0 4 5 21 1 0 0 1

40e50 0 0 2 15 0 0 0 0

>50 0 0 0 0 0 0 0 0

aOccurred at a region of mechanical damage.
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12.4.1 Hydrostatic testing

Most hydrostatic pressure test programs used to manage SCC rely on “spike” testing.
In spike testing, the pipeline is initially pressurized to a very high pressure for a short
period of time, after which the pressure is reduced and held for a longer period. The
spike (high) pressure is intended to fail any critical cracks, whereas the lower (hold)
pressure is used for leak detection.

Pressure testing has been effective in minimizing service failures, but it has a num-
ber of limitations:

• Very few, if any, SCC flaws are removed and the pipeline must be taken out of service for
testing;

• Each pressurization subjects the pipe to very high hoop stresses, which can contribute to sta-
ble crack tearing and/or fatigue;

• Pressure reversals are also possible, where the failure pressure after a hydrostatic test is lower
than the maximum test pressure.

Because of these limitations, there has been a significant interest in the development
of alternatives to hydrostatic testing. One alternative is the use of in-line inspection to
manage time-dependent threats on operating pipelines. There is a long history of using
magnetic flux leakage (MFL) and, to a lesser extent, ultrasonic tools to address internal
and external corrosion threats on transmission pipelines.

12.4.2 In-line inspection

In-line inspection systems designed to find and size cracks were first introduced in the
1980s by British Gas with the advent of the elastic wave system. Later attempts have
been based primarily on ultrasonic shear wave or circumferential MFL technologies.
All of the early attempts suffered from both poor detection and sizing problems.
The inspection tools have continued to evolve and improve.

Ultrasonic shear-wave tools generally work best with cracks that are good reflec-
tors. That is, they work best on cracks that are planar, relatively smooth, unbranched,
and somewhat open (very tight cracks can allow part of the ultrasonic wave to pass by
the crack without reflection). Circumferential MFL tools work best where there is a
volumetric separation between the crack faces. Theoretically, both technologies should
perform better on near-neutral pH SCC than on high pH SCC because near-neutral pH
SCC is a better reflector with a relatively wide opening between the crack faces.

Ultrasonic shear-wave tools (including electromagnetic acoustic transducer or elec-
tromagnetic acoustic transducer (EMAT) tools) are more commonly used for SCC than
circumferential MFL tools. There is a growing consensus that new generations of ul-
trasonic tools will eventually eliminate the need for hydrostatic testing (or any of the
elements of SCC Direct Assessment [SCCDA]). Unfortunately, the experience with
crack detection tools has not yet reached this level. As a result, there have been in-
service failures of pipelines that had been inspected using the tools (e.g., the Marshall
Michigan failure, which was inspected with a shear-wave tool [25]). Some of the cur-
rent tools are very good at finding crack-like features (sometimes detecting thousands
of features), but they suffer at depth sizing accuracy. These capabilities are improving.
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Depths are often binned into several categories, e.g., <12.5% of wall thickness,
12.5%e25% of wall thickness, 25%e40% of wall thickness, and>40% of wall thick-
ness. Fig. 12.7 compares depths reported by an in-line inspection using ultrasonic
shear waves with field measured depths. Both inspections were conducted in the
past 6 years. There is poor agreement between the two.

Recently, EMAT in-line inspection tools have shown promise with SCC and at least
one pipeline company has proposed using an EMAT inspection in lieu of hydrotesting.
EMAT tools are reportedly less sensitive to shallow cracking than ultrasonic shear
wave tools. Consequently, they report fewer crack-like features. The probably of
detection for SCC that could threaten the integrity of a pipeline is the subject of a num-
ber of studies and test programs.

12.4.3 SCC direct assessment

There has also been interest in SCCDA. The first recommended practice for SCCDA
was issued in 2004 (NACE Standard RP0204-2004 [26]). SCCDA is a four-step pro-
cess intended to assist pipeline companies in assessing the extent of SCC on buried
pipelines and thus contribute to their efforts to improve safety by reducing the impact
of external SCC on pipeline integrity. A primary limitation of SCCDA is that not
finding SCC at excavated locations does not ensure that the pipeline does not have
SCC elsewhere.

The first step in the SCCDA process (preassessment) involves collecting existing
information on the pipeline to assess the likelihood the pipeline is susceptible to
SCC. In the case of high pH SCC, the initial selection of the most susceptible segments
is usually based on the five factors discussed earlier. In the case of near-neutral
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pH SCC, the selection is based three factors (excluding operating temperature and
distance to upstream station).

SCCDA is not necessarily a suitable replacement for hydrostatic testing or in-line
inspection in all instances. The preassessment phase of SCCDA may indicate that a
particular pipeline segment is not likely to be susceptible to SCC and, therefore, other
threats are of a more immediate concern. An example would be a newer pipeline with
an FBE coating. On the other hand, in-line inspection, hydrostatic testing, or even pipe
replacement may be warranted if extensive, severe SCC is found.

12.5 Future trends

The detection and sizing capabilities of crack detection in-line inspection tools will
undoubtedly improve but there may still be a need for elements of SCCDA, developed
through applied research, to prioritize pipeline segments for inspection. Depending on
the pace of improvements in the precision and accuracy of in-line inspection systems,
there may continue to be a necessity, for the near future, to use elements of SCCDA to
help identify which features are most likely to be SCC threats. Hydrotesting is also
likely to continue to be needed, especially for lines with extensive and severe cracking.
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Hydrogen damage 13
Khlefa A. Esaklul
Occidental Oil and Gas Corporation, Houston, TX, United States

13.1 Introduction

Despite decades of research and development with numerous publications, hydrogen
damage and embrittlement in its various forms continue to play a major impact on
the selection of materials and the integrity of existing assets in the energy industry,
specifically the oil and gas and petrochemical industries. These challenges are stemming
from the natural evolution of hydrogen as a by-product of corrosion electrochemical
reaction of the environment (e.g., produced and processed fluids), external environment
(e.g., cathodic protection), or trapped in the metal during manufacturing and fabrication
(e.g., steel making, welding, pickling, and electroplating).

In the energy industry as a whole, corrosion is commonly occurring as a result of the
presence of water, the deleterious gases (H2S and CO2), and ingress of oxygen and is
enhanced by increased conductivity because of the presence of ionic species in the
produced fluids or naturally occurring in the environment such as seawater and variation
in the soil conditions. As oil fields mature and new fields are being developed from
deeper reservoirs the severity of corrosion and hence the potential for hydrogen presence
increases because of the increase in water production, levels of the deleterious gases,
increase in pressure and temperature, or exacerbation of corrosion via contamination of
thefluids through addition of other gases (steamandCO2) used for enhanced oil recovery,
ingress of oxygen, or presence of bacteria. Similarly as different corrosion-resistant alloys
(CRAs) are being used in these applications, the risk of galvanic corrosion and the
interaction with cathodic protection increases, resulting in ingress of hydrogen into these
materials increasing the risk of hydrogen embrittlement (HE).

The basic reactions in corrosion that lead or contribute to HE are

Anodic reaction M / Mþþ þ 2e�

Cathodic reaction 2Hþ þ 2e / H þ H / H2

The hydrogen atoms generated at the cathodic site can either combine to form
hydrogen gas and bubble out, or if the recombination is inhibited or does not proceed,
a high flux of hydrogen atoms can generate at the metal surface, adsorb and diffuse into
the metal. Once the hydrogen enters the metal it can diffuse through the metal or get
entrapped at microstructural features and hydrogen-trapping sites. Once hydrogen is
present in the metal it can manifest its effect in many forms, depending on the type
of metal or alloy, strength level, microstructure, and process condition as depicted
in Fig. 13.1.
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Hydrogen effect on materials had been identified as early as 1864 [1] in the form of
reduction in the physical and mechanical properties to a degree that could result in
catastrophic failures. The effect has been seen in one or more of three main forms:
(1) internal cracks, pores, or blisters resulting from pressure buildup due to entrapment
from the melt or hydrogen diffusion into the metal, (2) hydrogen-assisted cracking
(HAC) encompassing various forms of cracking and, and (3) formation of brittle metal
hydrides. The latter is commonly seen in the exothermic absorbers groups such as Ti,
Zr, V, Nb, and Ta [2,3]. HAC is a most widely observed damage in steels and CRAs
that are in use in the energy industry [3,4]. The term HE has been used to describe the
effect of hydrogen on materials regardless if the effect results in embrittlement or other
forms of change in properties or damage.

The complexity of the hydrogen effects is a result of the high chemical reactivity of
hydrogen, its ability to appear in different forms (atomic, molecular, and ionic), and
similarity of some of its properties to those of metals. The recognized damages that
can occur are as follows:

• HE or loss in ductility
• HAC
• Hydrogen-induced blistering
• Hydrogen-induced cracking
• Sulfide stress cracking (SSC)
• Stress corrosion cracking (SCC) and corrosion fatigue
• Metal hydride formation
• Hydrogen attack at high temperature
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H H H H H

Applied tensile stress No applied stress

Sulfide stress cracking Hydrogen induced cracking, blistering, stepwise cracking 

FeS film

HHH
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SOHIC
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Figure 13.1 Various forms of hydrogen damage in materials.
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The hydrogen damage processes are generally controlled by one of these mechanisms
despite the source of hydrogen:

• Internal hydrogen pressure
• Lattice decohesion
• Hydrogen-enhanced plasticity or dislocation interaction
• Hydride formation

In oil and gas production the most critical effect results from the presence of H2S,
which inhibits the hydrogen recombination reaction favoring hydrogen diffusion into
the metal. This effect has limited the use of materials (e.g., high strength steels) and
contributed to the increase in development cost because more sour service resistant
materials are required.

13.2 Types of hydrogen damage

The term hydrogen damage or HE encompasses wide range of the deleterious effects
that have been associated with hydrogen on materials. These effects occur in both
hydrogen sources, aqueous and gaseous environments, and vary from one material
to another, the strength level, microstructure and level of impurities or undesirable
phases. Although there is agreement that hydrogen does not affect elastic properties
of materials, it is recognized that hydrogen affects mechanical properties of both
low- and high-strength materials, and the effect can be characterized by loss in
ductility, reduction in strength, reduction in fracture toughness, and enhanced crack
growth. Several theories have been proposed to account for these effects, and although
there are large degrees of commonality in these models, there still no theories or
models that can predict the behavior of materials when exposed to hydrogen. There
is consensus among researchers that hydrogen effects depend on wide range of factors
among them exposure time, type of environment, temperature, pressure, stress level and
state, properties of material, microstructure, hydrogen concentration, surface conditions,
diffusion rates, etc., indicating that hydrogen effects are complex and remain elusive
despite decades of research that this topic has been studied.

The effect of hydrogen, in general, is proportional to the hydrogen concentration in
the metal, which in turn is dependent on hydrogen pressure, hydrogen flux, exposure
time, and severity of corrosion in systems that experienced corrosion. The dependence
on concentration makes the effect semireversible that if the hydrogen source is
removed the damage discontinues.

In steels, HE has been observed at all strength levels and the effect ranges from loss in
ductility to reduction in fracture toughness and enhanced static and dynamic crack growth
[4e13]. In other alloys the dominant effects are reduction in toughness, enhanced crack
growth, and major loss in ductility in alloys that form hydrides [2,14]. Brinbaum [2]
reported that hydrogen enhances dislocation motion and plasticity, which results in
reduction in flow stress and local cracking where hydrogen is concentrated. Similarly
hydrogen can segregate into grain boundaries and reduces the cohesion forces resulting
in intergranular fracture. In high-strength materials, there is consensus that the hydrogen
effect is a result of enhanced decohesion [4]. Both effects can coexist and mixed fracture
modes can occur within the same material. Enhanced ductile microvoid coalescence,
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cleavage, and intergranular fracture have been reported [1,15]. While intergranular
fracture is characteristic of HE in high-strength materials e.g., steels, in low- and
medium-strength materials, hydrogen can produce mixed modes of fracture in steel as
depicted in Fig. 13.2.

Today HE in its various forms has been explained by four theories: (1) internal
hydrogen pressure, (2) lattice decohesion, (3) hydrogen enhanced plasticity or disloca-
tion interaction, and (4) hydride formation. These mechanisms provide some under-
standing of the effect of hydrogen on the various materials in use in the oil and gas
industry.

(a)

(b)

Figure 13.2 Typical failure modes of hydrogen embrittlement in steels. (a) Intergranular fracture
in high strength AISI 4340 and (b) mixed fracture mode in low-strength microalloyed steel.
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Hydrogen damage in oil and gas production can occur as a result of hydrogen
entrapped in the metal during manufacturing and fabrication, being generated by
corrosion, corrosion exacerbated by presence of H2S, galvanic corrosion, and hydrogen
generated by cathodic protection. Aqueous corrosion generates hydrogen in the cathodic
reaction, which can diffuse into the metal. Similarly the same occurs in the presence of
H2S, which accelerates hydrogen diffusion into the metal because of inhibition of the
hydrogen atom recombination reaction (recombination poisoning). In the case of
galvanic corrosion, hydrogen is generated at the more noble metal. In systems that
are cathodically protected, hydrogen is generated at the protected metal. The effect of
hydrogen that diffuses into or preexists in the metal can vary depending on the material
and strength level. In low-strength materials the effect may manifest itself in reduction in
ductility or blistering, whereas in high-strength steel it reduces ductility, reduces
toughness, and enhances static and dynamic cracking [4e13]. These effects are more
dominant in steels, whereas in CRAs the effects are mainly, reduction in ductility,
reduction in toughness, and enhanced environmental assisted cracking [2,4,14].

The following sections briefly discuss hydrogen damage exhibited by various
alloys most commonly used in oil and gas.

13.2.1 Steels

Hydrogen damage in steels strongly depends on the strength level with high-strength
steels being more susceptible to hydrogen effect than low strength. The types of dam-
age that are known to occur in steel are as follows:

• HE or hydrogen stress cracking (HSC)
• hydrogen-induced cracking (HIC)
• HAC
• stress oriented hydrogen-induced cracking (SOHIC) and soft zone cracking (SZC)
• stepwise cracking (SWC)
• blistering
• high-temperature hydrogen damage

Generally, low-strength steels with less than 550 MPa (80 ksi) yield strength are less
susceptible to HE compared with higher strength steels and are affected at much higher
hydrogen concentrations [15]. In low strength steels, hydrogen has resulted in blistering,
fissuring, delamination, void growth, and cracking. In low-strength steels such as the
ones used for pressure vessels, piping, pipelines, low-strength fasteners, and structural
steels for offshore platforms the effect of hydrogen is seen as reduction in tensile
ductility and lower fracture toughness. Robinson and Stoltz [8] reported a reduction
of fracture toughness (KIC) of A516 and A106 C-Mn steel of 25%e30% at 6.9 MPa
(1000 psi) and 55% at 34.5 MPa (5000 psi) gaseous hydrogen. Christenson et al. [16]
reported that line pipe steel strength was not effected by hydrogen but experienced
drop in ductility (reduction in area) ranging from 50% to 80%, and the fracture mode
changed from microvoid coalescence to quasi cleavage. Fatigue properties have also
been affected by hydrogen with increase in fatigue crack growth rate and reduction in
fatigue threshold [9,17].
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In high-strength steels the effect is very significant with degradation occurring at few
parts per million of hydrogen. The susceptibility to HE and SCC increases with strength
and hydrogen concentration. Oriani and Josephic [18] reported that for high-strength
steel, hydrogen reduces the fracture toughness by 75% in 1 atm of hydrogen gas.
Similarly,Gangloff [4] concluded that hydrogen can degrade the threshold stress intensity
to as low as 5%e25% of the plane strain fracture toughness of high-strength alloys.

Steels with 827 MPa (120 ksi) or lower yield strengths are generally resistant to SCC
andHE [19,20] in aqueous environments.Above 827 MPa (120 ksi) yield strength,KIEAC

decreases with the increase in yield strength with a typical threshold stress intensity value
of 55e88 MPaOm (50e80 ksi.Oin) for 1000 MPa (145 ksi) yield strength quenched and
tempered steels with typical fracture toughness (KIC) of 220 MPaOm (200 ksi.Oin)
[19,20] again reflecting the severe effect of HAC. Fatigue crack growth is enhanced
and fatigue crack threshold is also reduced significantly by hydrogen in low- and high-
strength steels, with internally charged samples experiencing more severe effect than in
gaseous hydrogen [21,22]. Fig. 13.3 depicts the effect of internal hydrogen on fatigue
threshold. The effect on threshold excluding crack closure, i.e., effective reduction due
to hydrogen was in the range of 40% for high-strength steel [21].

13.2.2 Stainless steels

The effect of hydrogen on stainless steels is mainly limited to stress cracking.
Solution-annealed austenitic stainless steels are considered relatively immune to
hydrogen-induced stress crackingmainly as a result of their low strength and the austenitic
structure that limits the hydrogen diffusion rate. Martensitic [23], duplex [24], and
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Figure 13.3 Effect of internal hydrogen on effective fatigue threshold for steels at range of
strengths [21].
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precipitation-hardened stainless steels [25] are susceptible to HE and hydrogen-induced
stress cracking. Rhodes [26,27] provides a summary of the environmental assisted
cracking for the various type of stainless steel and CRAs in use in oil and gas production.
Although the emphasis of the reviewwas on downhole materials the same can be applied
for pipelines and process facilities applications. The analyses showed that hydrogen has
significant effect on duplex, martensitic, and precipitation-hardened stainless steels and
less for austenitic stainless steels. Ferritic stainless steels are subject to HE in the same
way as alloy steels but have limited applications because they have low strength. The
effect in these alloys is complicated by the fact that it initiates by breakdown of the passive
film leading to pitting corrosion and hydrogen absorption.

13.2.3 Other corrosion-resistant alloys

Nickel, titanium, copper, and cobalt-based alloys are considered more resistant to HE
but not totally immune. The effect is mainly exhibited as enhanced HAC and reduction
in fracture toughness. The resistance depends on the type of alloy, composition, heat
treatment, strength condition; cold work versus precipitation or age hardening, and stress
level. Similar to stainless steels the effect is determined by the source of hydrogen and the
breakdownof the passivefilm that could lead to pitting and hydrogen absorption [26e29].
The material and environmental conditions under which hydrogen may effect perfor-
mance of these alloys to large degree are knownand canbe avoided.As anexample, alloys
UNS N07718 and UNS N07716 are susceptible to HE when deleterious phases are
present and inheat treatment conditions favoredbyaerospace applications [29]. Similarly,
in certain grades of titanium alloys, HE is known to occur when coupled with less noble
metal e.g., steel such in the case of heat exchangers if proper design is not followed.

13.3 Factors that contribute to hydrogen embrittlement
and hydrogen-assisted cracking

HE and HAC are affected by environmental, operational, and metallurgical factors,
with metallurgical factors being the primary elements that can be modified to improve
or attain resistance to HAC.

13.3.1 Environmental factors

Hydrogen flux, as determined by severity of the environment and adsorption characteris-
tics, plays a major role in determining the susceptibility of the material to HE and HAC.
The hydrogen atoms adsorbing onto the metal or crack surfaces determine the degree of
the effect in spite of the source of hydrogen, gaseous or aqueous. Factors that contribute to
generation of atomic hydrogen such as lower pH, higher temperature, and cathodic
poisons that inhibit hydrogen recombination will enhance the hydrogen absorption and
increase the rate of HAC. The severity of HIC increases with deceasing pH and is known
to depend on the alloying elements in the steel [30e32]. In plain carbon steels it can
occur when the pH < 5.8 whereas in Cu-bearing steels it occurs at pH < 4.0 [31].
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Similarly, hydrogen permeation decreases with the increase in pH and diminishes at
pH of 7.5 but increases again at higher pH where HIC has been observed in alkaline
media [31]. In addition, organic acids, chlorides, and elemental sulfur present in
oil- and gas-produced fluids will increase the intensity of corrosion of steel, pitting
of CRAs, and enhancement rate of HAC. Conversely, factors that reduce hydrogen
generation and penetration such as increase in pH or accelerate hydrogen recom-
bination will result in reduced rate of HAC. In the case of CRAs, the environmental
factors include temperature, pH, halide ion concentration, oxygen, elemental sulfur,
other oxidants, pitting tendency, and possible galvanic effect. The impact of these
parameters on the resistance of CRA materials are related to the pitting resistance of
the material because pitting has been proven to be the precursor to HAC and SCC.
This dependence is reflected in how these materials are effected by H2S and in the
way in which the CRAs are dependent on multiple factors that cannot be generalized
and require qualification of each material group with specific test requirements,
strength limits (expressed as hardness), manufacturing process, heat treatment, and
handling as specifically listed in NACE MR 0175/ISO 15156dPart 3 [33].

13.3.2 Effect of corrosion

Because the primary contributing source of hydrogen is corrosion reactions, corrosion has
the biggest effect onHE. Practically all factors that contribute to acceleration of corrosion
enhance hydrogen uptake and increase the susceptibility ofmaterials toHE. These factors
range from pH, presence of acid gases (e.g., CO2, H2S, SO2, Cl2, etc.), partial pressure of
acid gases, conductivity of the corrosive media, electrochemical potential, presence of
organic acids, and alkalinity. The higher the corrosion rates, the higher the hydrogen
flux generated from the hydrogen dissociation reaction that occurs, adsorbs at metal sur-
face, and diffuses into the metal [34]. In addition to the environmental conditions, metal-
lurgical conditions that contribute to enhancing corrosion rates will have similar effect on
HE. For HIC, the effect of corrosion rate may not be the same because there is evidence
that even slight levels of corrosion can lead toHIC in caseswhereminor corrosion such as
crude oil lineswas detected.Although it appears that there is a critical corrosion rate below
which HIC does not occur, short-term high corrosion rate during hydrotesting or swap-
ping of hydrotest water with sour-produced fluids could lead to HIC [35].

13.3.3 Effect of H2S

Hydrogen sulfide is present naturally in some oil and gas formations or could generate
as a result of contamination of the reservoirs with sulfate-reducing bacteria (SRB)
typically when water injection is used for enhanced oil recovery. H2S contributes to
hydrogen damage in twoways; first in being an acid gas that lowers the pH and intensifies
corrosion, and the second the sulfide ions inhibit the recombination of hydrogen atoms
promoting hydrogen atom absorption into the metal. This phenomenon, which is known
as cathodic poisoning, results in high flux of hydrogen atoms that adsorb on the metal
surfaces and diffuse into the metal [30]. The diffused hydrogen atoms tend to accumulate
around nonmetallic particles, interfaces, and grain boundaries, leading to the various
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forms of hydrogen damage listed in previous sections and depicted in Fig. 13.1. In the
cases of low-strength steels commonly used for piping, pressure vessels and pipelines
in the oil and gas industry, hydrogen atoms accumulate around nonmetallic inclusions
such as MnS, oxides, and oxysulfides and combine to form H2 molecule [31]. Because
H2 molecule cannot diffuse further because of its size, it remains at these trapping sites
and results in pressure buildup in the interface between the inclusion and themetalmatrix.
This pressure reaches very high levels leading to blistering, HIC, SWC, cracking around
the inclusions and crack propagation into the metal matrix. Fig. 13.4 depicts these
damages. Similarly the high flux of hydrogen atoms accelerates the diffusion of hydrogen
atoms to the regions of triaxial stresses that exist internally such as at grain boundaries or
the surface at stress concentrations. This leads to embrittlement andSSC in areas of tensile
stresses, either applied or residual. The effect ofH2S has been shown to be an intensifier of
hydrogenflux that the same damage can occur if the same level of hydrogen permeation is
produced with and without H2S as shown in Fig. 13.5 [32].

SSC and associated H2S cracking have been one of the most studied areas since 1950
because of their wide impact on oil and gas production, refining, and transportation, an
effort that led to the development of guidelines, materials requirements, and testingmeth-
odology. NACEMR 0175/ISO 15156 Part 1, 2, and 3 and NACEMR 0103/ISO 17945
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Figure 13.4 Hydrogen damage in steels showing hydrogen-induced cracking (HIC), stress
oriented hydrogen-induced cracking (SOHIC), and stepwise cracking (SWC) in J-55 electric
resistance welded tubing.
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provide guidelines on acceptable materials, limitation on environment, and hardness for
steels and nonferrous alloys [33,36]. NACE TM 0177, NACE TM 0198, NACE TM
0284, and EFC 16 provide guidelines on standards for evaluating the various H2S effect
on materials [37e40].

Table 13.1 summarizes the effect of hydrogen on materials that can occur in aqueous
H2S environment, the materials that are susceptible to damage, and the conditions that
can promote it [30]. The effect is most severe at ambient temperature and decreases with
increase and decrease in temperature. The decrease in severity of H2S effect at lower
temperatures has been attributed to decrease in hydrogen production and lower diffusion
rate of hydrogen atoms. At higher temperatures the diffusion rates increase because of
increase in thermal energy, which results in less hydrogen being trapped in the metal
[30]. The latter effect is very significant, which renders SSC susceptible steels at ambient
conditions to be SSC resistant at higher temperature, e.g., nonsour grades high-strength
steel downhole tubulars as shown in Table 13.2 [33].

H2S corrosion also results in the formation of iron sulfide corrosion product, which
can be present in various forms depending on the temperature. The FeS is fast forming
and adherent that when stable, it is an effective barrier to corrosion but because of the
conductive nature of FeS a breakdown of the protective scale can lead to accelerated
corrosion rates in tens of millimeters per year. Among the elements that impact the
stability of the FeS protective layer are chlorides and organic acids. These effects
continue to undermine reliance on FeS film as a way to reduce corrosion despite the
success in the use of carbon steel downhole tubulars in the production of sour gas fields
in Canada, France, and Germany without the use of corrosion inhibition.
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Figure 13.5 Effect of H2S on hydrogen embrittlement of steel from ref. [32] showing the same
effect when the permeation rate is equal (2 and 3) and (4 and 5) in the presence and absence of
H2S, respectively.
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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Table 13.1 Types of hydrogen effects

Type of hydrogen
damage Hydrogen Environment Stress state

Strength
level Temperature

Nonmetallic
impurities

Sulfide stress
cracking

Atomic
form

Low
corrosivity

Tensile
stress

High strength
>500 MPa

Max risk 15e30�C
(59e86�F)

Affects

Hydrogen
embrittlement

Atomic
form

Low
corrosivity

Tensile
stress

High strength
>1000 MPa

Increases with
temperature

Affects

Hydrogen-induced
cracking

Molecular High
corrosivity

No applied
stress

Low strength
< 500 MPa

Max risk 20e30�C
(68e86�F)

Significantly
affects

Low risk <5�C
(41�F) and
>60�C (140�F)

Stress-oriented
hydrogen-induced
cracking

Atomic
form

High
corrosivity

No applied
stress

Low strength
< 500 MPa

Max risk 20e30�C
(68e86�F)

Affects

Low risk <5�C
(41�F) and
>60�C (140�F)

Hydrogen blistering Molecular High
corrosivity

No applied
stress

Low strength
< 500 MPa

Max risk 20e30�C
(68e86�F)

Significantly
affects

Low risk <5�C
(41�F) and
>60�C (140�F)

Stress corrosion
cracking

Atomic
form

High
corrosivity

Tensile
stress

High strength Increases with
temperature

Affects

Metal hydrides Atomic
form

Low
corrosivity

No applied
stress

All levels Increases with
temperature

Unknown

Based on Table 24.1 of reference R.D. Kane, Sulfide stress cracking, in: R.W. Revie (Ed.), Oil and Gas Pipelines: Integrity and Safety Handbook, first ed., John Wiley & Sons, Inc., 2015,
pp. 343e352 (Chapter 24).
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Table 13.2 Effect of temperature on sulfide stress cracking susceptibility of steel

For all temperatures For ‡ 658C (1508F) For ‡ 808C (1758F) For ‡ 1078C (2258F)

ISO 11960a grades:
H40
J55
K55
M65
L80 type 1
C90 type 1
T95 type 1

ISO 11960a grades:
N80 type Q
C95

ISO 11960a grades:
N80
P110

ISO 11960a grade:
Q125b

Proprietary grades as
described in A.2.2.3.3

Proprietary Q&T grades
with 760 MPa (110 ksi)
or
less maximum yield
strength.
Casings and tubulars made
of Cr-Mo low-alloy steels
as described in A.2.2.3.2.

Proprietary Q&T grades
with 965 MPa (140 ksi)
or
less maximum yield
strength

Temperatures given are minimum allowable service temperatures with respect to sulfide stress cracking. Low temperature toughness (impact resistance) is not considered,
equipment users shall determine requirements separately.
aFor the purposes of this provision, API 5CT is equivalent to ISO 11960:2001.
bTypes 1 and 2 based on Q&T, Cr-Mo chemistry to 1036 MPa (150 ksi) maximum yield strength. C-Mn steels are not acceptable.
Based on Table A.3dEnvironmental conditions for which grades of casing and tubing are acceptable of reference International Standard NACE MR0175/ISO15156 e
Petroleum and Natural Gas Industries e Materials for Use in H2S-Containing Environments in Oil and Gas Production Parts 1, 2 and 3, 2015. Reproduced with permission
from NACE International, Houston, TX. All rights reserved.
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13.3.4 Effect of cathodic protection

Cathodic protection by sacrificial anodes and impressed current systems coupled with
organic coatings are the primary means of protection against external corrosion in im-
mersion conditions, particularly in offshore environments. HE is known to occur in
cathodically protected structures as a result of hydrogen evolution at metal surface
whenever the potential becomes more negative than the equilibrium potential for
hydrogen evolution typicallyd800 mV versus Ag/Ag-AgCl in seawater [41]. The
severity of HE increases, the more the potential drops below the �800 mV. Both sacri-
ficial anodes and impressed currents generally produce much lower potential either
inherent to the sacrificial anode material used or through lack of control of the impressed
current output. This effect has been experienced in steels, martensitic stainless steels,
duplex stainless steels, and nickel alloys. It started with reported failures in the 1980s
of K-Monel 500 riser clamp bolts [42], HE of UNS N 05500 nonmagnetic drill collar,
and cracking of high-strength steel legs of jack-up rigs [43]. Failures extended to subsea
high-strength steel bolts, martensitic stainless steel, and duplex pipelines [41] as the use
of CRA materials expanded particularly in deepwater applications where high-strength
and corrosion-resistant materials were needed.

To avoid the risk of HE historically the strength and welding of the material are
controlled. For example, alloy steel fasteners were limited to ASTM A320 L7M
[44] and ASTM A193 B7M [45] grades with a maximum hardness of 22 HRC (Rock-
well C hardness) (235 HB), i.e., the specified limit for sour service applications per MR
0175/ISO 15156 [33]. Because in the absence of cathodic protection, high-strength
steels are typically more resistant to environmental assisted cracking (EAC) up to
124 MPa (180 ksi) tensile strength (w40 HRC) [46,47], for cathodically protected
components, it was recognized that limiting subsea fasteners to the sour service re-
quirements is overly conservative and have shown that subsea fasteners exposed to
cathodic protection can be used to a maximum hardness of 34 HRC (313 HB) per
ISO/DIS 13628-1 recommended practice and API 17D [48e51]. Esaklul and Martin
[52] showed that high-strength steels fasteners with hardness > 34e35 HRC are sus-
ceptible to EAC, and UNS 0718 and UNS 07725 are immune to EAC in the presence
of cathodic protection at overprotection levels.

Several failures of martensitic and duplex stainless steels due to HE generated by
cathodic protection have been reported [41,53e58]. Failures have occurred at high
stressed areas such as fillet weld toes, flowline hub connector, girth welds, and
anode pad welds. The failures were due to HAC and occurred at areas of high stress
concentration and residual stresses where the localized stresses exceeded the actual
yield strength. To avoid such failures control of plastic strain to below 0.5% and
cathodic protection potential more negative than about �850 mV, SCE have been
recommended. When control of cathodic protection (CP) potential is not possible,
components should be designed with displacement and stress control [55,59].
Cracking also has been associated with unfavorable microstructure; large grains,
presence of intermetallic phases; and high ferrite content in welds [57,59]. The ef-
fect is the same in duplex and superduplex stainless grades [59]. It appears that
there is no detrimental CP effect in soil of either over or under protection, and there
are no reported failures of either duplex or supermartensitic buried pipelines [60].
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The effect of CP on pipeline steels has been studied since the late 1970s with no
evidence of significant effect. Hinton and Procter [61] showed that there is no effect
at potential of �800 mV, reduction in tensile ductility of X-65 steel when the CP
potential is less than �800 mV, but fatigue crack growth increased at the �800 mV
level, indicating a difference in hydrogen interaction at the crack tip than in the
bulk. Similar results were obtained by Cabrini et al. [62] for steels with yield strength
in the range of 400e600 MPa (58e87 ksi), and the best resistance to HE was observed
in the steel with the tempered martensitic fine microstructure. Cabrini et al. [63]
reported that steels with tensile strength in the range of 530e860 MPa (77e125 ksi)
are not susceptible to HE by cathodic protection under static load up to the yield strength
even at very negative CP potential. However, HE occurred when samples were subject to
continuous or slow straining. They also observed that quench and tempered martensite
with fine precipitate offered better resistance to HE than banded microstructure with
the coarse-grained banded structure showing the highest susceptibility. Elboujdaini and
Revie [64] reported loss in ductility in X-70, X-80, X-100, and X-120 steels when
subject to cathodic protection, with X-100 and X-120 showing the highest susceptibility.
Schoneich [65] also reported that CP overprotection will lead to HE in steels with yield
strength > 550 MPa (80 ksi), X80, or higher and/or a hardened steel surface such as
the ones caused by third-party damage combined with pressure fluctuations. The paper
concluded that to avoid HIC, cathodic overprotection should be controlled to >e1200
mV in buried pipelines that are subject to more than 1 pressure cycle per day.

Robinson et al. [66] studied the effect of increase in CP that is typically applied
when SRB presence is suspected in high-strength low-alloy steel in use for offshore
structures and confirmed that crack growth rates are enhanced and the threshold
decreased with increase in hydrogen absorption that occurs with increase in the level
of CP. Presence of SRB resulted in an increase in crack growth rate and reduction in
Kth but did not change the failure mechanism. The effect of SRB in enhancing
hydrogen absorption is believed to be a consequence of the generated H2S and its
inherent effect as cathodic poison.

Mitigation of CP-induced HE can be attained by control of the CP polarization
level, which also limits the current, hence limiting the amount of hydrogen generated
at the metal surface. Reduction of the polarization level from �1000 mV Ag/AgCl
to �800 mV could reduce the current by a factor of 100 [48,68]. It is suggested that
low potential cathodic protection can be reached by low potential sacrificial anodes
or by diode control [51,67]. Al-0.1% Ga and Al-0.5% Cu type of anode chemistry
produce lower potential than typical chemistries in use for sacrificial anodes. These
options may not be effective because they may not provide sufficient protection and
will require effective isolation from other structures [51,67,68].

In titanium alloys, HE can occur as a result of CP or galvanic coupling with pure
titanium, ASTM Grades 1 and 4 are more sensitive to hydride formation, and alloyed
ASTM Grades 5, 7, and 12 do not appear to be susceptible to hydride formation even
at negative potential as low as �1400 mV SCE [69]. Schumerth and Demers [70]
reported on several cases of titanium and ferritic stainless steel condenser tube failure
due to HE. They attributed the failures to improper design and/or improper control
and use of CP system. They also recommended the potential not to exceed �800 mV
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SCE for ferritic stainless steel, �900 to �1000 mV SCE for titanium, magnesium
anodes should be avoided owing to their high negative potential, and anodes should
be placed at minimum 30 in. away from the tubesheet.

13.3.5 Effect of alloying elements and microstructure

Demand for higher strength and toughness to meet the need of the vast expansion of oil
and gas production into deeper wells and remote offshore deepwater fields has also
increased the need for higher strength materials that are more SSC and HAC resistant.
Because strength and mechanical properties are determined by the alloy composition
and microstructure, both SSC and HAC equally depend on chemical composition of
the material, processing, and strengthening conditions including heat treatment and
final microstructure. Development of such materials has evolved over time from the
development of the various grades of SSC-resistant downhole tubulars grades such
as L-80, T-90, T-95 and proprietary grades such as C-110 and higher strength pipeline
grades such as API 5L X-70, X-80 and X-100. Similarly, higher strength CRAs to
meet the HAC resistance have been developed to maximize the SSC resistance with
optimum alloying content.

In steels the alloying elements are typically added to increase toughness and
ductility and control the type and shape of the second-phase precipitates and inclusions
to reduce the effect of hydrogen. In low-alloy steels that are commonly used in oil and
gas and petrochemical operations, the alloying elements that are typically present are
C, Mn, Si, Cr, Ni, Mo, Cu, Al, Nb, V, Ti, Pb, S, P, and possibly rare earth metals (Ce,
La, Y). Although the alloying elements contribute to the hardenability and precipi-
tation of carbide particles, they have minor mixed effect on HAC. The elements that
have the most effect on HAC are C, Mn, Al, S, and P [15].

Increase in carbon content decreases the resistance to HE, and the effect depends on
the heat treatment and microstructure. In general, increase in carbon leads to an increase
in corrosion, which enhances the hydrogen entry into the steel.

The effect of Mn is dependent on C, S, and P levels but in general is detrimental to
HAC because of the formation of MnS inclusions, and at higher than 1.0% it has the
tendency to segregate in the ingot and produce hard zones within the ferriticepearlitic
microstructure.

The increase in S is known to be detrimental to HAC because of its strong tendency
to segregate into grain boundaries and formation of sulfide particles. Sulfides can
form and elongate during hot rolling and become hydrogen traps within the steel matrix.
Control of the shape of and the level of sulfide inclusions is necessary to improve the
HAC resistance. Phosphorus is similar to S in terms of segregation to grain boundaries
and segregates along with Mn to form hard bands that are more susceptible to HAC.

The effect of microstructure on HAC is much more important than the chemical
composition,mainly because of its effect on trappingof hydrogen.Coarsemicrostructures
such as coarse pearlite and second-phase particles tend to have the highest trapping
efficiency followed by bainite and the least is martensite [15]. In steels, it is recognized
that quenched and tempered microstructures with low dislocation density and fine
distribution of spherical carbides produce the highest resistance to SSC. The presence
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of upper bainite results in a drastic drop in SSC resistance as can be seen in Fig. 13.6 [71].
Steel chemistry, microalloying additions, controlled rolling, and heat treatment such as
double quench and temper have been optimized to obtain homogeneous fine grain
quenched and tempered martensitic microstructure with high strength and improved
resistance to SSC. The additions of the microalloying elements increase the strength,
suppress austenite grain growth, and refine the carbide size that decreases the dislocation
density and hydrogen traps. Control of S and P contents and addition of Caminimize sites
for hydrogen accumulation [27]. Omura et al. [72] showed that optimization of steel
chemistry, microstructure, and processing can result in fully resistant SSC tubulars 95
and 110 ksi yield strength grades. Control of the inclusion shape is critical to the SSC
resistance of all sour service grades. Presence of MnS inclusion stringers had led to fail-
ures of L-80 grades casing and tubing, which are considered fully resistant to SSC [27].

In pipelines, the most critical damage mechanism is HIC, which is purely controlled
by steel chemistry and microstructure. SOHIC and SZC are rare forms of cracking that
occur in low-strength steels and to a large degree effected by the same parameters
as HIC. HIC is more prevalent in longitudinal welded pipe that is made of rolled plate
where the chemical composition and the manufacturing process of the skelp (flat rolled
plate) used to make welded pipe results in banding and encourages the formation of the
inhomogeneities responsible for trapping of diffusing hydrogen atoms. HIC is known
to occur at low H2S concentration as low as few parts per million if other corrosive
conditions exist and at all strength levels. The severity of HIC increases with drop
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Figure 13.6 Effect of steel microstructure on sulfide stress cracking resistance [71].
Reproduced with permission from Springer.
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in pH but can occur even with minor corrosion if sufficient hydrogen is generated. HIC
highest effect has been observed in the laboratory at ambient temperature 25�C (77�F)
with failures that have been reported in pipelines that operate at 17�C (63�F)e85�C
(185�F). In addition, HIC damage does not require pressure or stress [35,73]. Testing
for HIC is done at ambient conditions with no applied stress [40,64]. The most
critical factor in HIC is the microstructure, which is determined by the steel chemical
composition, steel making, processing, and heat treatment. Formation of nonmetallic
inclusions, inhomogeneities, and secondary phases will trap hydrogen and lead to
HIC. Any elements, or process cycle, that contribute to the formation of these con-
stituents will contribute to HIC. Among the most detrimental inclusions are MnS,
which appear in two forms: Type I and Type II, with Type II being the most detri-
mental. Type-II MnS are the “pancake” type, which form mostly in AleSi fully
killed steels as a result of elongation of the soft MnS inclusions along the rolling
direction during hot working of the plate or skelp. They can form at any depth in
the plate thickness oriented 90 degree to the hydrogen diffusion path. Their presence
blocks the hydrogen atoms diffusion through the steel and become a trap for
hydrogen accumulation, leading to blistering and cracking. Type-I MnS inclusions
form in Si-semikilled steels and solidify before the rest of the steel in the form
globular shape particles that do not easily deform during the hot working operation.
These inclusions have much less tendency to trap hydrogen [35,73]. The effect is also
dependent on the rolling temperature where the optimum hot rolling temperature for
steel that contain Type-II MnS inclusions is 1000�C (1832�F) likely as a result of the
close deformability of MnS inclusions to the steel i.e., inhibits elongation and flat-
tening of the MnS inclusions [74]. The author had experienced failure of new pipe
that met API 5L Annex H chemical requirements manufactured in 2015 to pass
the HIC test (NACE TM 0284 Method A), highlighting the criticality of both the
steel chemistry as well as the hot rolling process. The HIC cracks appeared to initiate
at carbide precipitates at grain boundaries and were likely a result of hot rolling of the
skelp below 900�C (1652�F). Fig. 13.7 depicts the observed HIC cracks.

The second group of inclusions are aluminum oxide, silicates, iron oxide, and slag,
which could result from the presence of excess aluminum in Al-killed steel, lack of
proper degassing, and cropping of the ingot. These inclusions tend to be brittle andwould
crack during hot working operations, resulting in voids that serve as hydrogen traps.
Similar effect could result if clustering of strengthening particles occur such as niobium
carbonitrides or rare-earth inclusions such as CeS [35,73]. Formation or agglomeration
of second-phase particles during any step in the processing of the steel plate can lead to
increase in HIC susceptibility as seen in X-70 steel when heat treatment during rolling
resulted in the formation of Fe3C at the fine grain acicular ferrite grain boundaries,
increasing the level of hydrogen traps [74].

Another microstructural inhomogeneity that can lead to HIC is anomalous micro-
structure, microthin layers of very hard material that form in the pearlite bands parallel
to the rolling direction of the plate, which develops during the plate cooling. These layers
are rich inMn, P, andC to a lesser degree,which result in high level of segregation of these
elements and formation of martensite/bainite upon cooling, leading to local hard zones.
Hardness values of 272VPN (25 g) to 400VPN (50 g load) were reported for these bands
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[74]. These hard bandswill likely crack as a result of SSCbut because the failure occurs in
low-strength steels, they are included asHICmechanism.The anomalousmicrostructures
are common in electric resistancewelded pipe and downhole tubulars because of the local
heating in the weld zone and the flow bands that curve toward the ID and OD of the pipe.
Their orientation along the flow bands render them to be oriented near 90 degree to the
rolling direction, and when they crack, they link and could become through thickness
path [73] as shown in Fig. 13.8.

Selection of steel chemistry and process conditions controls the level, size, and shape
of the nonmetallic inclusions and center segregation that determines the resistance toHIC.
Sulfur, being the most critical element where if controlled to low levels and Ca treatment,
is utilized to prevent the formation of elongated MnS and maintain the inclusions in
spherical shape, HIC resistance steel can be produced. Today, steels can be produced
by controlled rolling and accelerated cooling to produce fine bainitic microstructure to
meet the most stringent requirements of HIC resistance [31].

The resistance of CRAs to HAC depends greatly on the alloy chemistry, melting
practices, processing, heat treatment, strength,microstructure, andfinalfinished condition
of the material. Because most of the CRAs gain their strength through either cold work,
heat treatment (precipitation hardening and/or aging), the resultant microstructure, size,
and distribution of strengthening particles and/or phases play a major role on how they

200X 500X

30μm Electron image 1

Figure 13.7 Hydrogen-induced cracking cracks in API 5L X60 steel that resulted from testing
using Method A solution.
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interact with diffusible hydrogen and if these phases or particles act as trap sites.
The key factors in reducing the risk for HAC is control of the microstructure through
minimizing or eliminating of untempered martensite, deleterious phases, and control
of precipitate size and distribution. Inmartensitic stainless steel the key issue is control
of untempered martensite through control of the heat treatment process or use of
double tempering to transform all untempered martensite. In addition, the degree of
cleanliness and control of carbides also contribute to the resistance to HAC [26,27].
For duplex stainless steel, the issue is control of the microstructure in terms of the
austenite and ferrite phases, austenite spacing [58] and control of cold work process
to avoid the transformation and formation of deleterious phases such as sigma phase
[26]. In precipitation-hardened stainless steel the primary controlling factors are the
size and distribution of the precipitate and the absence of deleterious phases such as Ý,
sigma, and delta. In nickel alloys grain boundaries precipitation play a major role in the
HAC resistance of high-strength nickel alloys with HAC Kth to decrease significantly
with increase in grain boundary precipitation [75]. HAC failures have been experienced
in alloys with high concentration of grain boundary precipitates [29,76]. Similarly the
resistance improves with grain boundary cleanliness and control of deleterious phases
such as delta, which requires control of chemistry e.g., Nb content, homogeneity of the
microstructure, solution annealing, and precipitation-hardening procedures such as the

0.5 mm 50 micron

0.5 mm

Figure 13.8 Cracking in flow bands in electric resistance welded pipe in J-55.
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case forUNSN07718. This can be attained through refinement and control of the alloying
elements that contribute to the formation of the deleterious phases, melting/refining and
forging ratio, solution annealing to be above the solidus temperature for delta phase,
allowing sufficient time for Nb and Ni that make up the delta phase to go back into solu-
tion, and controlling time and temperature to prevent precipitation of deleterious levels of
delta phase during precipitation hardening [77]. Jebaraj et al. [78] also showedhowmetal-
lurgical conditions effecting HE of UNS N07718 depend on hydrogen uptake, diffusion,
trapping, and permeation, indicating that irreversible traps in cold-worked and preci
pitation-hardened conditions contribute to the alloy-increased HAC resistance in these
conditions. Foroni and Malara [28] showed that resistance to HE for precipitation-
hardened Ni alloys depends on the chemical composition, grain size, and precipitation
at grain boundaries. They observed that UNS N07718d140 ksi MYS, UNS
N09935d110 ksi MYS, and UNS 09925d110 ksi MYS have the least susceptibility
to HE, whereas N07718d120 ksi still has low susceptibility but more than N07718d
140 ksi MYS. Their results also showed that both N07716d120 and N07716d
140 ksi were highly susceptible to HE, and the results of N07716 are consistent with
what was observed by Kemion et al. [76].

For cold-worked CRAs, the HAC susceptibility is also dependent on the micro-
structure and precipitation of second-phase particles. In addition, cold-worked high Ni
alloys experience increased susceptibility to HAC because of low temperature aging
(LTA), which has been attributed to A2B-type long-range ordering [26]. Increased
susceptibility had been observed at temperature as low as 150�C and most severe at
500�C aging temperature.

13.4 Summary

Hydrogen as small atom has the ability to diffuse into metals and effect material
properties. The effect on materials is well established with significant impact on the
mechanical properties of steels and CRAs. The most notable effects are reduction in
ductility, fracture toughness, and increase in static and dynamic crack growth rates.
The effects are evident in both low- and high-strength steels and CRAs. These effects
are exacerbated in the presence of H2S because it inhibits the recombination reaction
and intensifies the hydrogen absorption into the metal. The theories that have been
proposed to explain the HE phenomena still fall short in providing a full view of the
parameters that control materials behavior in the presence of hydrogen and how the
materials composition and microstructure play a role in controlling the susceptibility
of materials to HE. The vast research has enabled engineers to understand the various
effects of hydrogen and how to manage these effects through control of environment,
selection of materials, processing, and fabrication. The evolution of standards and
guidelines that cover materials limitation in cases such as materials in H2S service or
subject to cathodic protection has contributed to the reduction of risk of failure due to
HE, SSC, and HIC but have not eliminated the risk because failures continue to occur.
The oil and gas industry has experienced major costly failures that the root cause could
not be easily identified such as the case of Kashagan pipeline SSC failures. Other cases
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such as failing to passHIC tests ofHIC-resistant pipeline steel reveal that the effect of the
manufacturing processes is not fully recognized. Similarly, failures of high-strength
steel fasteners in subsea applications reveal that the effect of sacrificial coating and
cathodic protection on fasteners is still controversial. These examples demonstrate
that the effect of HE, in its various forms, remains a challenge to researchers and
practitioners, and the opportunity for developing more cost effective materials that
are immune to HE and SSC still exists.

13.5 Knowledge gaps and research trends

Continuing research into the elusive causes of HE and development of better under-
standing and models that can help explain the behavior of materials in the presence
of hydrogen-inducing environments is vitally important to the development and
continuous improvement of materials resistance to HE. New mechanisms such as the
ones proposed by Neeraj and Srinivasan [79] of the impact of microstructure and
type of hydrogen traps that can be present in any material is well established, but
considerable discrepancies still exist with regard to which constituent of the micro-
structure plays the major role in increasing or decreasing the susceptibility and at
what stress level. It appears that most of the data generated in the past that defined
the operating envelop of the materials in use in oil and gas industry have been based
on the assumption that materials will not experience loads near or at the specified
minimum yield strength; however, experience showed that there are circumstances
where the stresses have intentionally or unintentionally exceeded the yield strength
and may have led to failures. Defining the true resistance of materials, particularly
CRAs, to HE remains a challenge, and if the material has resistance beyond the yield
strength, is this sufficient to classify materials as fully resistant to HE. Also, the effect
of microstructure can be elusive because there are no common specifications that
control the acceptable microstructure to the degree that distinguish the HE resistance
of materials that fall within the requirements of chemical composition and heat treatment
such as degree of carbides in Ni alloys e.g., UNS N07716, UNS N07718d120 ksi
versus UNS N07718d140 ksi, or the degree of banding in steels that can be allowed
for HIC resistance. Current standards do not, and in many cases cannot, control these
factors to a level that ensures full resistance to HE. Debate is still on going on what
is the acceptable test for qualification of materials and method of introducing hydrogen
into the metal, length of test, and effect of baking treatment [76,80]. There are still gaps
that need to be addressed. They are as follows:

• What is the maximum acceptable stress level both under normal and upset or unusual events
that a material should withstand in HE-inducing environment

• What level of ductility reduction that can be accepted and still consider a material resistant
to HE

• What tests are acceptable to demonstrate resistance to HE, particularly for CRAs, and how to
reconcile discrepancies between tests [80]

• Impact of metallic coatings on HE of fasteners
• Acceptable barrier coatings to prevent hydrogen ingress into metals

Hydrogen damage 335



• Common models that can predict the HE and HAC of materials
• Role of irreversible traps on resistance of materials to HE
• Synergistic effect of pitting parameters (pH, Cl�, and pH2S) on SSC of CRAs to determine

the threshold limits of materials and develop more cost-effective materials for harsh
applications [81]

• Impact of adsorbed hydrogen on stability of protective films and its synergistic effect in
combination with Cl� and pH [81]

• Verification testing of CRAs that have been grandfathered into SSC standards with no
traceable test data or field experience to confirm their true resistance to SSC

• Understanding of the factors that contribute to forming of microhard spots that appears to
have led to major SSC failures in high-quality pipeline steel

• Inspection technologies for detection of incipient HIC and SWC
• Acceptance criteria for degree of banding in steel plate used for manufacturing of pressure

vessels and welded pipe used in sour service applications.
• Acceptable testing methods and duration for moderate- and low-sour service conditions (API

5L Committee WG 4232 Moderate Sour Service standards new initiatives).
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14.1 Introduction

Erosion can be defined in a variety of ways; it is essentially the wastage of material due
to the mechanical removal of material by flowing environments. Such wastage is more
extreme when solids are present in the environment. Erosionecorrosion occurs in
environments that have the potential to be both erosive (mechanical component)
and corrosive (electrochemical component). The erosion and corrosion can either be
independent, in which case the total wastage is the sum of the wastage produced by
each mechanism in isolation, or synergistic, in which case the total wastage is greater
than the sum of the independent processes of erosion and corrosion.

One useful way of defining the participation of the main components and their
interactions in the total erosionecorrosion process is shown in Eq. (14.1) [1]:

Erosion� corrosion rate ¼ Erosion rate þ corrosion rate

þ effect of erosion on the corrosion rate

þ effect of corrosion on the erosion rate (14.1)

In upstream operations, the erodent is usually sand or any other solid particle that is
produced along with the production fluids. The most prevalent corrosion mechanisms
are those associated with the presence of CO2 and H2S gas dissolved in the water
produced.

In many cases, the effect of corrosion on erosion rate term in the equation above is
small compared to the rates of the other components and can be neglected. The effect of
erosion on corrosion, however, can be very substantial, for example, when a protective
corrosion product layer is stripped away by solids erosion. Because the synergistic effect
can be significantly larger than the erosion or corrosion component, erosionecorrosion
research is mainly focused on systems with a significant interaction.

The three main erosionecorrosion processes in oil and gas production are as
follows:

1. Erosionecorrosion in a systemwith a protective scale (usually carbon steels [CS]): FeCO3 (iron
carbonate) and FeS (iron sulfide) are the primary corrosion products of carbon/low alloy steel in
production environments containing CO2 and H2S. FeCO3 scale is generally less adherent and
protective compared to FeS. However, FeCO3 is more stable above 180e200�F (82e93�C).
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2. Erosionecorrosion in a system with a passive scale [corrosion-resistant alloys (CRAs)]:
when flow rates or particle concentrations are high, the removal of a passive film in some
CS and CRAs can overcome the ability of the passive layer to reform.

3. Erosionecorrosion in a system with chemical corrosion inhibition: High velocities and particle
concentration can induce damage to the protective corrosion inhibitor film, thus inducing
erosionecorrosion.

Erosionecorrosion deterioration ofCRAs in the presence of sand is amajor issue in oil
and gas production. The combined effect of erosion and corrosion can decrease the
efficiency of corrosion mitigation systems, such as ironecarbonate scale formation on
CS surface, passive layers on CRA, or chemical inhibition, thereby causing pitting and
severe corrosion damage. Oil and gas are being produced from deeper wells in not easily
reachable regions, inwhichhighly corrosive and erosive environments are expected; these
wells can have high temperatures, high pressures, and high sand production rates [2].
Typical problems of erosionecorrosion in oil and gas production occur in all downhole
components including tubing, pumps, downhole screens, and subsurface safety valves.
Erosionecorrosion also occurs in systems used to contain, transport, and process erosive
mineral slurries, and in petroleum refinery equipment, thermal wells, which contain
pumps, pipe elbows, nozzles, valve seats, and guides, which experience varying degrees
of high-temperature erosion and corrosion [3].

14.1.1 Morphology/appearance of damage

14.1.1.1 Erosion

• Erosion follows flow patterns where high velocity, turbulence, or particulates are accelerating
metal loss.

• Metal loss is confined to an impingement zone.
• Clean failure appearance, no corrosion products or deposits.

14.1.1.2 Erosionecorrosion

• Metal loss is confined to an impingement zone
• The protective film of the metal is intact in all areas adjacent to the damaged area
• The area where the failure occurs is usually clean, with no corrosion products or deposits

14.1.1.3 Failure modes

• Erosion and erosionecorrosion damage will most likely result in a pin-hole sized leak.
Although larger sized leaks or a rupture cannot be completely ruled out, these are unlikely.

14.1.1.4 Susceptible materials

• Carbon steels
• Low alloy steels (11/4 Cre

1/2 Mo, 21/4 Cre1Mo, 5Cr, 9Cr steels, i.e., with chromium content
less than 12%)

• CRAs (e.g., 13Cr, super 13Cr, 22Cr)
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14.2 Erosionecorrosion mechanisms

Erosionecorrosion encompasses a wide range of flow-induced corrosion processes [4].
Erosive fluids can damage corrosion protective films and remove small pieces of the
substrate material as well, leading to a significant increase in penetration rate. For
example, CS pipe carrying water is usually protected by an oxide film and corrosion
rates are typically <1 mm/year (or 40 mpy). The removal of the film by erosion causes
corrosion rates of the order of 10 mm/year (400 mpy) in addition to any erosion of the
underlying metal [5]. The damage to the protective film is believed to be due to the fluid-
induced or solid-induced mechanical forces or flow-enhanced dissolution [6,7]. This
combined action of erosion and corrosion is known as erosionecorrosion. Mechanical
forces by which erosionecorrosion takes place can be summarized as follows [8]:

1. Turbulent flow, fluctuating shear stress, and pressure impacts
2. Impact of suspended liquid droplets in high-speed gas flow
3. Impact of suspended gas bubbles in liquid flow
4. The violent collapse of vapor bubbles, cavitation
5. The impact of suspended solid particles

The five mechanical force sources mentioned earlier can be found in oil and gas
production. However, most of the erosionecorrosion encountered in oil and gas industry
is caused predominately by the impact of suspended solid particles on piping and tubing
bends, choke valves, manifolds, etc.

To understand the mechanisms and the parameters involved in erosionecorrosion,
it is important to differentiate between erosion, corrosion, and erosionecorrosion.
Erosionecorrosion results from the interaction between electrochemical (corrosion)
and mechanical (erosion) processes. Many studies emphasize that the complexity
of erosionecorrosion arises due to synergism between erosion and corrosion. This
synergistic effect of erosionecorrosion results in significantly higher metal loss rates
than the combined effects of erosion and corrosion acting separately.

In this chapter, erosionecorrosion refers to the combined effects of erosion and
corrosion processes that take place when sand particles entrained in a flowing medium
impact a protective corrosion product, i.e., iron carbonate scale, inhibitor, or oxide layer,
which lead to either partial or complete removal of the protective layer, consequently
corrosion takes place at higher rates.

14.2.1 Carbon steel

The mechanisms of erosionecorrosion for CS materials can be explained by under-
standing the interaction that takes place between erosion and corrosion, which can
produce a synergistic effect. Synergism of erosionecorrosion results in higher metal
loss rates than the sum of the independent erosion and corrosion mechanisms. The
synergistic effect of erosionecorrosion has been described in different ways. In oil
and gas production environment, the synergism between erosion and corrosion has
been described by many authors as enhancement of corrosion by erosion and/or
enhancement of erosion by corrosion [6e14]. In this chapter, erosionecorrosion
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mechanisms for CS are described for two conditions, which have different degrees of
synergism. These conditions are scale-forming and nonescale-forming conditions.
The mechanisms for each condition are described in the following paragraphs.

14.2.1.1 Scale-forming mechanism

In CO2 corrosion, iron carbonate (FeCO3) scale can precipitate on a steel surface as a
result of corrosion under certain environmental conditions of temperature, pH, flow
velocity, and concentration of species, such as ferrous (Fe2þ) and carbonate

�
CO3

2��

ions. Iron carbonate scale is a protective corrosion product and can reduce corrosion
rates to lower values if it completely covers the steel surface. However, the presence
of sand particles in the flowing media can remove the protective scale through sand
erosion, allowing corrosion rates to return to the high corrosion values of the bare metal.
Under scale-forming conditions, there is a tendency for scale to precipitate as well as be
removed by sand erosion, thereby, significant synergism occurs between erosion and
corrosion. Fig. 14.1 shows a schematic illustration of the erosionecorrosion mechanism
under scale-forming conditions.

Three broad regimes have been defined in solid particle erosionecorrosion: (1)
substrate dominated, (2) scale modified, and (3) scale dominated. Which of these three
regimes governs an erosionecorrosion process depends on the particle dynamics (impact
energy or angle), particle loading, and scale formation rate. The substrate-dominated
regime applies when the metal loss rate is controlled by erosion of the substrate. The
scale-modified regime applies when there is a strong interaction between the erodent
and the formation of surface scales. The scale-dominated regime applieswhen the particle
impacts result in localized fracture and chipping of the scale, i.e., removal of scale by
erosion [9]. The mechanism of the removal of the scale can take place under both brittle
and ductile erosion mechanisms, depending upon the characteristics of the scale and the
particles [10].

Shadley et al. [11,12] studied the mechanisms of erosionecorrosion under scale-
forming conditions and identified three erosionecorrosion regimes. This study has
been conducted on a CS elbow geometry using a flow loop that circulates a CO2 saturated
brine solution and sand at different flow velocities. At low-flow velocities, a protective
iron carbonate scale was found to cover all the internal surface of the elbow and metal
loss rates were low. For high-flow velocities, the presence of sand particles in the fluid
prevented the protective scale from adhering to any elbow surface and metal loss rates
were high. For intermediate flow velocities, impingement of sand particles prevented
the protective scale from adhering to the elbow at impingement points while allowing

Metal surface 

Sand Sand

FeCO3
scale

Figure 14.1 Erosionecorrosion mechanism of carbon steel material under scale-forming
conditions [16].
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it to adhere to the rest of the elbow surface. Pitting corrosion was developed at the
impingement points that have not been covered by the corrosion product scale, and
penetration rates were extremely high. Flow velocities separating the three erosione
corrosion behaviors were called “threshold velocities” [11,12].

14.2.1.2 Nonescale-forming mechanism

Asmentioned in the previous section, the sweet corrosion of CS at certain environmental
conditions promotes the precipitation of iron carbonate scale on the steel surface. How-
ever, environmental conditions of low pH, low temperature, and low iron ion content
can prevent iron carbonate scale from forming on the steel surface, and consequently
result in nonescale-forming conditions. In this case, erosionecorrosion of the basemetal
takes place. The extent of synergy in nonescale-forming conditions is not as significant as
in the previously mentioned scale-forming conditions [13]. Fig. 14.2 shows a schematic
illustration of the erosionecorrosion mechanism under nonescale-forming conditions.

An erosionecorrosion study has been conducted to investigate the interaction between
corrosion and erosion processes and to quantify the synergism under nonescale-forming
environmental flow conditions [14]. Tests were performed on lowCSmaterial with silica
sand as the erodent particles. It has been observed that erosion enhances corrosion and
corrosion enhances erosion; however, the erosion enhancement, due to corrosion, is
more significant under nonescale-forming conditions. Furthermore, the corrosion rate
is almost doubled in the wake of sand erosion.

Synergism in nonescale-forming conditions has been explained by the change of
surface roughness [15e17]. Increasing surface roughness through erosion accelerates
the corrosion by increasing the surface area exposed to corrosion. Corrosion rates can
also increase by increasing the surface roughness of steel because the electron density
in the indentations of the surface is higher and corrosion rates increase with increasing
electron density [15e17]. Corrosion may also intensify the erosion rate through
creating a favorable surface roughness for erosive action [16].

Hassani et al. [16,17] divided erosionecorrosion processes under nonescale-forming
conditions into erosion part of erosionecorrosion and corrosion part of erosione
corrosion. The erosion part of erosionecorrosion is further divided into pure erosion
and erosion affected by corrosion. Likewise, the corrosion part of erosionecorrosion
is also divided into pure corrosion and corrosion affected by erosion. Hassani et al.
[16,17] also investigated the surface morphology of a low CS subjected to sand erosion
under three different conditions including pure erosion, erosionecorrosion without iron
carbonate scale, and erosionecorrosion with iron carbonate scale. The pure erosion

Metal  surface

Sand
Fe2+ Fe2+

Sand

Figure 14.2 Erosionecorrosion mechanism of carbon steel material under non-scale-forming
conditions [16].
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condition reveals the change in the surface morphology by deforming the base metal and
creating craters, which provides a good example of the pure erosion mechanism of
ductile materials. Erosionecorrosion, without scale formation, showed a stronger
effect on the surface morphology of the CS. Surface degradation by corrosion makes
the metal surface more susceptible to sand erosion and more craters were found
on the surface because corrosion increased the surface roughness. Corrosion increases
the surface roughness by accelerated corrosion rates at grain boundaries and impurities
on the surface. Fewer craters and surface deformations were observed in the presence
of iron carbonate scale. Iron carbonate scale exhibits erosion behavior of brittle
materials [14,15].

A flow loop study indicated that the synergistic effect of erosion and corrosion of CS
in a high NaCl concentration solution under nonescale-forming conditions is negligible
[15]. The measured erosionecorrosion was equal to the sum of the pure erosion and pure
corrosion components. Under scale-forming condition or in the presence of corrosion
inhibitor, synergistic effect of erosion and corrosion is more important.

Flow loop investigations also indicated no synergism of erosion and corrosion in the
presence of imidazoline-based water soluble oil dispersible inhibitor [16,17]. In CO2
saturated brine solution with no oil, the inhibitor was found to be very effective in
reducing the corrosion contribution to the erosionecorrosion, but not as effective as
for similar conditions without sand. Sand erosion has been reported to decrease the
inhibitor efficiency by partially removing the inhibitor film from the surface and also,
to a lesser extent, by the adsorption of inhibitor on the sand particles [16]. On the other
hand, in a CO2 saturated solution with 60% oil, the inhibitor was found to be more
effective in minimizing the corrosion part of erosionecorrosion than for the same
system without sand [18]. Such improvement in inhibitor efficiency was likely the result
of immediate removal of iron carbide by action of the sand. Iron carbide has been found
for the inhibited corrosion system with no sand. The authors found that the iron carbide
(Fe3C) left by the corrosion process impairs inhibitor performance by not allowing
enough inhibitor to reach the steel surface below it [18]. In both oil and nonoil systems,
inhibited erosionecorrosion rates can be obtained by adding the inhibited corrosion part
of inhibited erosionecorrosion to the pure erosion rate.

14.2.2 Corrosion-resistant alloys

CRAs rely on oxide layers to gain excellent corrosion resistance properties. These oxide
layers are corrosion products, protective in nature, and known as passive films. Passive
films may be formed naturally by reacting with their environment or as a result of some
intentional pretreatment process to enhance the protectiveness properties of films by
modifying the nature of existing films. Aluminum and its alloys are good examples
for the former case in which passive oxide film instantly forms on the metallic surface
when it is exposed to the atmospheric oxygen. The latter case can be well explained by
stainless steel alloy in which alloying elements such as chromium and nickel are added
to the steel to form a passive oxide film on the steel surface. Passive films form a kinetic
barrier that isolates the metal surface from the surrounding corrosive media, thus
controlling the rate of the reaction [19].
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Under some severe environmental conditions, it can be more economical in the long
term to use CRAs instead of commonly used CS, which often demands costly chemical
treatments. The use of CRAs has recently been increased in oil and gas industry. In
CO2 environments, 13Cr alloys and its modified types are the most widely used
CRAs because of its excellent CO2 corrosion resistance and low cost compared
with other more expensive CRAs such as duplex stainless steel [20,21].

As mentioned earlier, addition of alloying elements to CS such as nickel, chromium,
and molybdenum can improve corrosion resistance and reduce corrosion rates to much
lower values for such materials. Any factor that produces partial or complete removal of
the protective passive film can lead to partial or complete breakdown of the passive film
and the corrosion rate can be significantly increased. Different degradation mechanisms
can result in such breakdown of the passivity namely electrochemical reduction or
oxidation, undermining by attack on the underlying metal at film imperfections or the
mechanical disruption. The breakdown of the passive film due to flows containing solid
particles like sand falls into the latter classification [19]. The stimulation of corrosion due
to the breakdown of the passive film by particles entrained flow is generally referred to as
erosionecorrosion [22]. Erosionecorrosion of CRAs can be defined as the accelerated
deterioration of a metal because of erosion contribution in combination with corrosion,
where the corrosion is initiated by the destruction or the breakdown of passive layers
as a result of erosion. The interaction between erosion and corrosion (the synergistic
effect) takes place and the produced material loss is greater than the additive effect of
the mechanisms acting separately. Generally, the total erosionecorrosion penetration
rate is estimated through four terms; pure corrosion, pure erosion, the effect of erosion
on corrosion, and the effect of corrosion on erosion, where the sum of the two latter terms
accounts for the synergism involved in the process. Determining whether there is a
dominant term is not straight forward. This will probably depend on both the material
and the environment under study [23].

Based on Lotz and Heitz [22] study, in a pure wear situation, whether erosion takes
place through the breakdown of the passive layer or erosion of the base material itself,
the final erosion rates would not be significantly affected. However, under corrosive
conditions, damage in the surface layer and a competition between layer removals
versus layer self-healing may signify huge differences in final weight losses [22].

Birchenough et al. [24] experimentally characterized erosionecorrosion of 13Cr
CRA, with the objective of exploring the interactions between erosion due to sand
particles and corrosion due to carbon dioxide and water/brine in a flowing two-
phase system. It was found that the surface passive film that protects the 13Cr alloy
material from corrosion can be removed by sand erosion. Once sand particles remove
the protective passive film, a high corrosion rate could be sustained even if the sand
particles are settled afterward. It was also claimed that once this protective passive
layer was removed by sand erosion, the 13Cr steel alloymaterial would not repassivate
in oxygen-free conditions.

An erosionecorrosion study of 13Cr steel alloy was conducted using weight loss
technique in a flow loop with a constricted pipe test section [24]. Formation of water
with sand particles at different sizes and concentration were used in this investigation.
It was reported that erosionecorrosion rates increased approximately with the square
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of the flow rate and linearly with sand concentration. Under CO2 corrosion conditions,
changes of the particle parameters (size, concentration) were found to be much more
significant than environmental parameters (chloride content, temperature).

D. He and coworkers [25] studied the erosionecorrosion behaviors of four stainless
steel materials including 1Cr13 (ferritic), 316L (UNS S31603) (austenitic),
0Cr14Ni5Mo (martensitic), and CD-4MCu (a þ g duplex) using a rotating cylinder
electrolyzer apparatus. Tests were carried out in two kinds of dual-phase slurry including
3.5% NaCl þ 30% Al2O3, and 0.5N H2SO4 þ 3.5% NaCl þ 30% Al2O3 at different
fluid velocities. The steel’s surface morphologies, variation of surface microhardness,
and the hardness gradient of cross-sections were characterized after the exposure to
the erosiveecorrosive media. In 3.5% NaCl þ 30% Al2O3 dual-phase slurry, it was
claimed that the erosionecorrosion performance of the tested steel alloys follows the
sequence D-4MCu, 1Cr13, 0Cr14Ni5Mo, and 316L SS from the most to the least resis-
tant alloy, respectively. In 3.5% NaCl þ 0.5N H2SO4 þ 30% Al2O3 dual-phase slurry,
CD-4MCu was reported to have superior erosionecorrosion resistance, as did 316L SS
at a low velocity, but the former performed better after a long working time at a high
velocity. The sequence of erosionecorrosion resistance for the tested steel alloys under
this condition was CD-4MCu, 316L SS, 0Cr14Ni5Mo, and 1Cr13 from the most to the
least resistant alloy, respectively. It was also argued that the high erosionecorrosion
resistance of the a þ g duplex-phase stainless steel may be obtained from its high-
corrosion resistance and high-work-hardening capability [25].

Flow loop tests for 13Cr steel alloy were performed under single and multiphase flow
conditions [23,26e28]. Several electrochemical and conventional weight loss techniques
have been adopted to explore the erosionecorrosion mechanisms that take place when the
13Cr steel is exposed to a CO2 corrosion environment containing sand particles. Such
measurement techniques include weight loss [26], thickness loss [27], linear polarization
resistance [23], potentiodynamic sweeps [23], high-resolution electrical resistance (ER)
probes [28], and electrochemical emission spectroscopy (EES) amodified electrochemical
noise technique [29]. In general, for high erosivity conditions in both single andmultiphase
flow conditions, synergistic effect between erosion and corrosion took place. The reported
erosionecorrosion rates of 13Cr steel were higher than the sum of the rates of pure corro-
sion with no sand and erosion tested separately. The erosivity obtained at high sand rate
was sufficient to damage the passive oxide film leading to higher corrosion rate. Under
low sand rate, the erosionecorrosion rate of 13Cr steel was much lower. The penetration
rate for erosion and erosionecorrosion were almost the same. The small corrosion part of
erosionecorrosion indicates that no significant synergism occurs and the passive oxide
film of the 13Cr steel was healing about as fast as it was being eroded away by the
impinging sand particles. In most cases, there is likely to be a competition between
removal of the protective film by mechanical erosion and the protective film healing. If
the removal rate of the passive film is greater than the formation rate of the passive film,
then an accelerated corrosion process may take place [28]. Similar erosionecorrosion
mechanisms were observed for other CRAs used in oil and gas industry, namely, super
13Cr (S13Cr) steel and duplex stainless steel (22Cr) [29].

The synergism of erosionecorrosion for martensitic stainless steel of grade UNS
S42000 has been investigated under high velocity multiphase conditions [30]. Pure
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erosion, pure corrosion, and erosionecorrosion experiments were conducted in a
combination of a gas flow loop and a jet impingement flow loop at three different
impact velocities between 10 and 60 m/s. The NaCl and solid-particle contents of
the solution were 2.7 wt% and 2.7 g/L sand of size below 150 mm, respectively.
Electrochemical techniques along with stereomicroscopy, scanning electron micro-
scopy, and atomic force microscope were utilized in quantifying synergy effects as
function of impact velocity. The martensitic stainless steel S42000 showed a signifi-
cant interaction between erosion and corrosion under the test conditions at 10 m/s.
However, at very high-flow velocity of 59 m/s, the erosion part of erosionecorrosion
was the dominating mechanism, thereby no synergism was reported [31]. At 10 m/s
flow velocity, it was claimed that the synergy is dominated by corrosion-enhanced
erosion and the erosionecorrosion mechanism is mainly governed by erosion. It
was also alleged that erosion delayed the corrosion by avoiding the formation of
pits in aggressive electrolytes by impacting sand particles [31].

14.3 Erosionecorrosion risk assessment/modeling

A corrosion risk assessment allows the identification of threats and their potential
consequences to be identified. As a primary outcome, the risks can be ranked and plans
can be made to prioritize resourcing for their effective avoidance or mitigation.

Perhaps the most important element to perform a corrosion risk assessment is to
collect relevant data for the system to be evaluated. At the design stage, a basis of
design (BOD) should be developed and finalized prior to conducting a corrosion
risk assessment. An incomplete or inaccurate data set will result in either over design
and unnecessarily increasing capital investment or under design, potentially resulting
in poor reliability and/or safety and environmental incidents.

The purpose of the BOD is to identify the governing condition(s) for materials
selection and risk evaluation. Governing conditions are those most likely to result in
the maximum susceptibility to corrosion, erosion, or environmental cracking. Condition
changes through the life of the system and anticipated operating scenarios, such as water
injection or souring, all require consideration.

Once in operation, the operating and environmental conditions need to be considered.
The main objective of a corrosion risk assessment during operation is to rank equipment
in relation to their corrosion risk and guide the inspection and corrosion management
activities.

The corrosion risk is normally expressed as the product of the likelihood of
corrosion-related failure and the consequences of such failure,

Risk ¼ Likelihood� Consequence (14.2)

where the likelihood of failure is estimated based upon the types of corrosion damage
expected to occur on a component and the consequence of failure is measured against
safety, health, environmental, and operational impacts, which would result should a
loss of containment occur.
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A corrosion risk assessment can be performed at two levels:

• A high-level “system” assessment that group together components, which are constructed
from the same materials and are subjected to the same process and operating conditions.

• A more detailed assessment, which looks at the vulnerability of specific components.

As an example, the risk assessment for a group of pipelines is carried out at the circuit
level. In this case, a corrosion circuit is a group of pipelines that are likely to be affected
by the same corrosion mechanisms at comparable rates, locations, and frequencies.
Corrosion circuits are defined as lines within a system that share common parameters,
such as the material of construction, fluid type and velocity, operating pressures and
temperatures, presence of cladding, linings, or coatings, etc.

For pressure-containing equipment (PCE), the risk assessment will be carried out at
the equipment item level.

Some of the process units and equipment that can be affected by erosionecorrosion
include the following:

• Downhole sand screens
• Wellhead chokes
• Wellhead valves
• Subsurface safety valves
• Production manifolds
• Flowlines
• Production separators inlet piping
• Fittings
• Bends
• Flow restrictions (orifices)

A corrosion study is undertaken for each corrosion circuit and/or PCE to determine all
potential failuremechanisms and the likelihood of that corrosionmechanism occurring. It
is important to review the design (BOD) and process data to determine what damage
mechanisms will be active. Materials and process flow diagrams should be reviewed
for each circuit, keeping both normal operation and potential process excursions in
mind. A mixture of corrosion subject matter expert guidance, practical experience, and
engineering judgment should be used to guide the development of corrosion circuits.
Circuits should be carefully controlled to a manageable size.

To assess the risk to erosionecorrosion, the following data are required for each
circuit or PCE:

Erosion Corrosion

• Flow velocity
• Sand/solid concentration
• Sand/solids characterization (shape, size)
• Flow regime
• Density, viscosity of each phase at operating
conditions (oil, gas, water)

• Geometry
• Diameter

• Temperature
• Pressure
• CO2 and H2S partial pressure in the
gas phase

• Water cut
• Water composition
• pH
• Material of construction
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If the material of construction is CS, then the first step is to investigate if the
conditions are prone to the formation of a protective iron carbonate scale. Process
conditions for likely protective iron carbonate scale formation are pH > 5, temperature
>150�F (66�C), plus a significant concentration of Fe2þ ions [1]. Several models have
been developed that can predict iron carbonate and scale precipitation rates [31e33];
however, the degree of protectiveness of the scale is hard to predict.

Iron sulfide scales can also be protective but at much higher temperatures; however,
in production operations there is usually a combination or competition between iron
sulfide and iron carbonate film formation. A simplified model (for slightly sour systems)
has been proposed by Smith [35] that suggests that at about 77�F (25�C), iron sulfide
would form if the ratio of partial pressure of CO2/H2S < 500, whereas iron carbonate
will form if the ratio is higher than 500 [34]. A second model extends such prediction
to higher temperatures and partial pressures of the gases:

KðFeS=FeCO3Þ ¼ C � aCO2

aH2S
(14.3)

where K is the equilibrium constant defining the boundary between carbonate and
sulfide film, C is a complex temperature correction factor, and a is the activity or partial
pressure of the respective gases.

This relationship shows that steel corrodes at lower temperatures inCO2 environments
despite the H2S content. At elevated temperatures, FeCO3 forms and with increasing
activity of H2S, various sulfide films manifest in the order of mackinawite, pyrrhotite,
and pyrite [35].

Although extensive research has been dedicated to understand film formation and
corrosion rates under mixed CO2/H2S regimes, not much research has been performed
on the erosionecorrosion of mixed scales.

Alloys such as stainless steels in the 300 or 400 series have a significantly harder and
more adherent surface film than the one existing on CS in carbon dioxide or hydrogen
sulfide service. This could change the observed mechanism of erosion/corrosion to one
more consistent with erosion in noncorrosive systems [36], depending on the operating
conditions.

Erosion and erosionecorrosion models (see Chapter 31) can be used to determine
erosion and corrosioneerosion rates and assess the corrosion risk and time to failure at
the design stages. The best models are those that take into consideration the material,
the exact size, and geometrical shape of the pipework components in combination with
sand particle size and fluid properties such as density and viscosity as these all will
influence the actual erosion and erosionecorrosion potential per amount of sand.

The erosional velocity criteria from API RP 14E [37], even if it does not account for
many of the factors influencing erosion, are still used to establish velocity limits to
avoid excessive wall loss due to erosionecorrosion, varying the empirical constant
to account for different materials or presence of solids. It can also be used as a first
level assessment of the erosionecorrosion risk if a complete set of data is unavailable.

DNVGL Recommended Practice O501 [38] can also be used for ranking of the
erosion (not erosionecorrosion) potential for pipework with reference to calculated
bulk flow velocities, considering that the flow velocity determines the order of
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magnitude for erosion. The class of erosive service for pipework provides a simple
indication of whether a system is susceptible to erosion.

Once in operation, actual wall loss measurements can be collected by the inspection
program for the areas at risk and can be used to compare and substitute the theoretical
rates obtained by modeling. In the operational phases, the primary intent of a corrosion
risk assessment is to guide and improve the inspection and corrosion monitoring
activities.

14.4 Monitoring

In terms of sand control, most oil and gas companies have implemented a sand
management strategy aiming at improving well productivity and reserve recovery,
whereas sand production is controlled to a safe level. As an example, Statoil together
with DNV have implemented an acceptable sand rate (ASR) strategy to assess the
acceptable sand production rate from each well to optimize production [39]. This
requires strict monitoring and control throughout the sand value chain to ensure
the integrity of the system while optimizing production. Monitoring of erosione
corrosion requires the combination of monitoring tools for both mechanisms.

This could include a combination of

• Continuous sand monitoring
• Continuous monitoring of erosion, corrosion, or erosionecorrosion
• Nondestructive examination (NDE)

Continuous sand monitoring: Acoustic sand detectors (ASDs) are nonintrusive sand
detectors that work on the principle of detecting the sound created by sand particles as
they impact the inner pipe wall. The noise generated is an increasing function of both
velocity and the amount of sand in the process fluids. The challenge for the ASDs is
to filter out noise from mechanical sources and the flow per se and tune in to the sound
from sand. The optimal location for an ASD is after a 90� bend where the monitor will
pick the energy from particles impacting the inside of the pipe wall. Proper installation
and calibration of these systems are critical.

There are several technology challenges related to sand monitoring systems
including calibration and accuracy. There is not a good guidance or model available
for determining the accuracy of the ASDs. For example, how much sand is produced
when an acoustic sand detector shows no signal? What is the minimum amount of sand
detectable using ASDs for different type of fluids (density, viscosity, number of
phases, etc.), flow velocity, and flow regime?

The output from an ASD is a raw value containing information about the total
acoustic energy level of a system, which is given by background noise and sand
noise. For this reason, calibration methods are required to refine these raw values
and convert them into sand signals. Each ASD supplier has developed their own
calibration techniques and high variability can be observed between different sensors
because of this reason. In addition, proper calibration requires updates (recalibration)
as production profile change.
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The accuracy of ASD is very dependent on the calibration factors being used, but it
is also dependent on the flow regimes and sand particle sizes. The ErosioneCorrosion
Center at the University of Tulsa has performed extensive research in this area. A
broad range of operating conditions have been investigated with acoustic sand detec-
tors at Tulsa University Sand Management Projects (TUSMP) to determine the effec-
tiveness of sand monitoring in multiphase flow. Experiments have been performed
with acoustic monitors while varying superficial gas and liquid velocity, sand size,
and flow orientation [40].

One of the objectives has been to find the variation in threshold sand rates in different
flow regimes and orientations for a different pipe diameter using sensors like ClampOn’s
DSP-06 monitor in 4- and 2-in. multiphase flow loops with 150 mm sand. Fig. 14.3 is an
example of the threshold sand rate results obtained [41]. The data obtained to date
indicate that there is a significant difference in the threshold sand rates for the horizontal
orientation obtained in 2- and 4-in. pipes for similar operating conditions with the
thresholds rates being larger in the larger pipe. Another factor that produces a noticeable
change in the threshold sand rates is the flow orientation. It has been noted that the
threshold sand rates decrease when the flow is in a vertical orientation; this has been
observed in both 2- and 4-in. piping systems.

TUSMP is expanding this work by performing similar studies with Pulsar and Roxar,
two of the most commonly used acoustic sand monitors in addition to ClampOn’s.
These three monitors will be run simultaneously to compare results.

In summary, ASD monitoring techniques have their own limitations in terms of
detecting sand around elbows because they may not be installed in the right location
of erosion. In this case, computational fluid dynamics simulation is helpful in detecting
the right location for the installation of the probes. However, change in the flow con-
ditions may change the location of maximum erosion as well.

Continuous monitoring of erosion, corrosion, or erosionecorrosion: A combination
of corrosion and erosion probes constitutes another method for erosionecorrosion
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Figure 14.3 Threshold sand rate results obtained in a 400 flowloop in horizontal orientation [41].
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monitoring. Intrusive erosion monitoring probes work on the principle of detecting the
actual damage caused to the metallic elements in the sensor when these are impacted by
abrasive sand particles. The metal exposed in these probes is such that it is not suscep-
tible to corrosion in the producing environment, e.g., Inconel 625. The sensor contains
metal and reference elements; the metal element is exposed to the process and allowed to
erode while the reference is shielded and remains unchanged. As the metal erodes, the
conductive cross-sectional area is reduced thus increasing its ER with respect to the
reference. The metal loss is monitored by recording the ER of each of the measuring
elements on a regular basis. These probes can be flushed-mounted or intrusive; however,
flushed mounted probes generally show much lower erosion rates compared to intrusive
ones. Corrosion probes are based on the same principle; however, the exposed metal is
chosen to closely resemble the material of the component to be monitored.

The main disadvantage of ER probes is that these can detect erosion only for a small
surface area and only for limited locations in the pipe. Therefore, they may miss the right
location of erosion. The response of the erosion probes is dependent both on the location
and flow conditions. In a comparative study, the probes in the vertical downward section
generally recorded higher erosion than those in the vertical upward section, which is ex-
pected due to the effect of gravity on the sand particles [38]. Also, the accumulated metal
loss for erosion intrusive sensors is proportional to the sand particle size and this effect is
more significant as the gas velocity increases.

Nondestructive examination: Ultrasonic thickness (UT) probes are normally used to
measure material loss in eroding pipework. The primary limitation of this technique is
that it only checks a limited section of the pipe. Other limitations of conventional UT
are temperature, scanning angle, and lack of automation for probe positioning. Advanced
nondestructive techniques, such as phased array (PAUT) and long-range UT technology
(LRUT) have been used by some operators for better assessment of erosionecorrosion.
LRUT is used to identify trouble spotswhile the PAUT is used to obtain amore automated
scanning of already detected damaged areas [42]. The PAUT concept is based on the use
of transducers made up of individual elements that can each be driven independently.
These probes are connected to specially adapted drive units enabling independent, simul-
taneous emission, and reception from each channel. Long-rangeUT employs mechanical
stresswaves that propagate along a structurewhile guidedby its boundaries, thus allowing
long extensions and even inaccessible sections of pipe to be inspected.

Newer technologies for erosionecorrosion monitoring make use of ultrasonic-guided
waves to monitor changes in wall thickness over an extended area using only a limited
number of transducers. The transducers are permanently installed at predetermined
external locations without the need for any mechanical movement once installed. This
adds to the reliability of the instrument as recalibration is not needed; however, because
it is permanently installed, the location needs to be carefully selected. Examples of these
instruments are the corrosioneerosion monitor from ClampOn [43], and the Ring Pair
Corrosion Monitor Spool developed by Teledyne CORMON [44].

Also, there are instruments that can be retrofitted and as such moved and used in
several locations, such as Sensorlink [45] UltraMonit. This system collects real-time
ultrasonic data to monitor wall thickness 360� around a pipe diameter to predict corro-
sion and erosion rates in pipelines. The system consists of an instrumented band that
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can be installed both onshore and off-shore. These bands contain a customizable num-
ber of ultrasonic transducer arrays, which can be placed in multiple patterns around the
circumference of the pipe. Furthermore, sensor bands can be fitted with inclinometers
to measure orientation (and change in orientation) to help define preferential corrosion
around the circumference of the pipe. Sensorlink has developed UT signal processing
techniques to increase accuracy and sensitivity to changes in wall thicknesses to �0.2
and �0.01 mm, respectively. To achieve this high resolution, this technology must
take measurements over several days to weeks and cannot measure wall thicknesses
over any length of pipe outside contact with the transducer arrays.

NDE techniques will provide material thickness at the covered locations; however,
these will not be able to differentiate between the phenomena of erosion, corrosion,
and erosionecorrosion. Technology gaps exist as all of these techniques have their
limits of application in terms of temperatures, pressures, pipeline outer diameter,
etc. Moreover, the use of these monitoring techniques subsea is highly dependent
on the sensor life, robustness of the equipment, and ability to communicate wireless
or transmit the data to the host.

14.5 Mitigation

Erosionecorrosion is a common challenge in oil and gas industry. It could cause the
loss of primary containment, failure, and deferral. Erosionecorrosion threat is a com-
bination of erosion and corrosion threats and their synergistic effects.

Sometimes the erosionecorrosion threat can be mitigated by using erosion barriers.
For example, if the likelihood of corrosion threat in a system is small because of iron
carbonate scale formation but unexpected sand production happens and causes damage
in protective scale, controlling sand production will be the appropriate barrier. In this
case, erosion mitigation could help to mitigate erosionecorrosion synergy. However,
there are some cases in which both erosion and corrosion barriers are required to
mitigate the erosionecorrosion threat. For example, if both corrosion and erosion
threat likelihoods are high then both threats need to be mitigated separately to mitigate
erosionecorrosion.

Different erosion and corrosion barriers are used in the oil and gas industry,
Fig. 14.4 describes these. There are several factors affecting the selection of the best
barriers. Material in contact with fluid is one of the key factors for selecting the right
barrier for erosionecorrosion mitigation. This section is focused on erosionecorrosion
mitigation for following scenarios: iron carbonate scale formation, iron sulfide scale
formation, chemical inhibition for CS, and passive film formation for CRAs. The chart
below summarizes different scenarios.

14.5.1 Carbon steels

CS are commonly used because of their good properties in comparison with CRAs but
are more sensitive to general corrosion for oil and gas applications. Iron carbonate and
iron sulfide scale formation and also chemical inhibition help reduce the corrosion
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rates for CS. However, a small amount of sand erosion could cause damage in the iron
carbonate/sulfide scale or protective inhibitor film and consequently create synergistic
erosionecorrosion effect. For example, corrosion inhibitor is used to reduce the corro-
sion rate. In this case, if well starts producing sand, then erosion could happen. In this
case, even if models predict low erosion rate or CRA ER erosion monitoring probes
show low erosion rate but sand erosion could cause mechanical removal of corrosion
inhibitor film and cause synergistic erosionecorrosion for CS piping, flowline, jumper,
riser, etc. A discussion of the erosion and corrosion mitigation strategies for CS mate-
rials in CO2 and H2S environment of oil and gas production follows.

14.5.1.1 Erosion mitigation

Sand control is one of the most well-known techniques for mitigating sand erosion.
The use of sand screens downhole can be very effective for controlling sand and sub-
sequently erosion. However, it is important to mention that the damage of sand screens
can also happen because of erosion, abrasion, or corrosion. Corrosion-resistant mate-
rials are used for sand screens but corrosion damage to the sand screen could also
happen during acid treatment of the well if corrosion assessment is not done correctly
and right barriers are not in place. In addition, sand screens are able to control the
larger sand particles but usually particles smaller than 50 mm can go through them.
It is important to mention that sands smaller than 50 mm can also cause erosion and
erosionecorrosion if sand concentration or flow velocity are high enough. Using
sand filters could also help to remove the sand topsides.

Erosion mitigation

Erosion-corrosion mitigation of CS and
CRA in CO2 and H2S environments

Corrosion
mitigation

Sand control

Flow velocity
control

Changing the flow
geometry

Erosion and sand
monitoring

Chemical inhibitor
for CS

Materials
selection for CRAs

Figure 14.4 Erosionecorrosion mitigation for carbon steel (CS) and corrosion resistance alloys
(CRAs) in CO2 and H2S environment.
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There are several gaps related to sand control using sand screens. Prediction of
remaining life of the sand screens is very important. Currently, there is very limited
information available for erosion or abrasion modeling of sand screens mainly because
of the complexity of the sand screens geometry.

Flow velocity control is also used for mitigating the erosion and erosionecorrosion.
Controlling flow velocity could affect both erosion and corrosion parts of the erosione
corrosion [46]. However, this approach could be very expensive because during oper-
ation, reducing the flow rate means production deferrals. Flow velocity control as an
erosionecorrosion mitigation approach should be applied in the design stage of the
projects. Changing the size of the piping and equipment during operation could be
very expensive too.

A technology gap for the erosionecorrosion mitigation using flow velocity control
is erosion modeling. Erosion modeling is required to predict the operating flow veloc-
ity and if erosion modeling is not accurate enough, underprediction of erosion rate
could cause leaks and overprediction could cause deferrals. Erosion rate predictions
for two-phase (gaseliquid) flow, small particles, and complex geometries are some
of the main challenges.

Change of flow geometry could be also used to mitigate erosionecorrosion. Geom-
etry mainly affects the erosion part of the erosionecorrosion. There are several geom-
etry considerations for erosion control. More details are available in the University of
Tulsa, Erosion/Corrosion Research Center (E/CRC) erosion model user manual [47],
ISO 13703 [48], EEMUA 194 [49], DNV RP O501 [37], API 17A [50], API 17B [51],
and HSE UK Report 115 [52].

Erosion rate and sand monitoring could also be considered for erosion failure or
damage mitigation by generating an alarm for controlling the production rate. In
this case, monitoring tools help to mitigate the erosionecorrosion by alarming unac-
ceptable sand production and erosion or even by automatic shutdown of the system.

14.5.1.2 Corrosion mitigation

Corrosion mitigation under erosionecorrosion conditions would be more challenging
because scale formation would be very sensitive to sand erosion. E/CRC has done
some work on evaluating the erosion performance of iron carbonate scale [45]. For
the chemically inhibited systems, increasing the inhibitor concentration could be
used to reduce the corrosivity of the system and compensate for the reduction of inhib-
itor efficiency by sand erosion. Sand erosion can reduce the inhibitor efficiency by the
mechanical removal of inhibitor film. Sand can also adsorb inhibitor and reduce the
effective inhibitor concentration in the system.

There are several technology gaps for corrosion mitigation under erosionecorrosion
scenarios of CS materials. The minimum amount of sand erosion that could cause syn-
ergistic effect between erosion and corrosion in a chemically inhibited system is un-
known. Different inhibitors may behave differently but it would be important to
know what the erosion limit is for generic types of corrosion inhibitors used in oil
and gas applications. There is also limited information available on modeling inhibitor
dosage change required for a system with a specific amount of erosion.
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14.5.2 Corrosion-resistant alloys

Erosion mitigation for CRA would be similar to CS. However, corrosion mitigation
would be different. Materials selection is the key option for erosionecorrosion mitiga-
tion of CRAs. Some of the CRAs are susceptible to synergistic erosionecorrosion.
Research at the University of Tulsa, Erosion/Corrosion Research Center (E/CRC),
has shown that 13Cr is more susceptible to synergistic erosionecorrosion in compar-
ison with higher Cr content CRAs [23].

14.6 Management

The management of erosionecorrosion requires a combination of all the elements
described in previous chapters, and should include, as a minimum:

• Modeling and reduction of production rates as required
• Design to minimize flow velocities and avoid sudden changes in flow direction or direct

impingement (e.g., at elbows, constrictions, and valves).
• Sand control (e.g., downhole sand screens and gravel packs)
• Measurement of sand production
• Corrosion monitoring, erosion monitoring
• Wall thickness measurements

As indicated in Fig. 14.5, the frequent review of all mitigation, monitoring, and in-
spection data is necessary for proper management of the mechanism. Also, key
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Figure 14.5 Outline of the erosionecorrosion management assessment process.
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performance indicators should be established to ensure that erosionecorrosion rates
are under acceptable limits and if not these actions are taken to correct the anomalies.

14.7 Conclusions

Erosionecorrosion is a complex mechanism that can affect both CS and CRAs in pro-
duction environments. The current trend in Oil and Gas is to maximize the productivity
of the fields while maintaining integrity of the production systems at the lowest cost.
Production environments are becoming harsher in terms of temperatures and pressures,
and more remote areas are been developed, which demands the development of un-
manned facilities and remote and robust monitoring, possibly using online modeling
to correlate inspection data. In terms of erosionecorrosion, this requires better
modeling tools to predict critical velocities and assess the risk, close review, and
follow-up of all monitoring and mitigation strategies.

In general, erosionecorrosion comprises a competition between the removal of a
protective film (in the case of carbon and low alloy steels) or passive films (in the
case of stainless steels) and the rate of formation (or repassivation) of the film. If
the removal rate of the film is greater than its formation (or repassivation) rate, then
an accelerated corrosion process will take place. If erosivity conditions are severe
enough, base metal can also be removed by the mechanical erosion component. A
mechanistic model of this competition needs to account for many factors such as
film characteristics, the concentration and distribution of sand, the flow pattern, fluid
flow velocities, geometry, and environmental factors.

14.8 Knowledge gaps and future research trends

This review has shown that mechanisms of erosionecorrosion in CS and CRAs are
better understood in sweet environments (CO2) but not so much in sour (H2S) environ-
ments. Corrosion modeling capabilities are limited to CO2 environments and limited as
the corrosion mechanism is highly dependent on the specific material to be used.

The effect of corrosion inhibitors in erosionecorrosion is also an active area of
research. A corrosion inhibitor can be effective in reducing the corrosion contribution
to the erosionecorrosion, but not as effective as for similar conditions without sand.
Sand erosion has been reported to decrease the inhibitor efficiency by partially
removing the inhibitor film from the surface and also, to a lesser extent, by the adsorp-
tion of inhibitor on the sand particles. For corrosion inhibitors, it is the combination of
kinetics and the adsorption mechanism under multiphase flow conditions that will
make them effective in controlling erosionecorrosion. The minimum amount of
sand erosion that could cause the synergistic effect between erosion and corrosion
in a chemically inhibited system is unknown. Different inhibitors may behave differ-
ently but it would be important to know what the erosion limit is for generic types of
corrosion inhibitors used in oil and gas applications. There is also limited information
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available on modeling inhibitor dosage change required for a system with a specific
amount of erosion.

In terms of field management, the current trend to avoid erosionecorrosion is to
maintain velocities under certain thresholds and/or control sand production to an
ASR. These thresholds are usually defined based on modeling, if erosion modeling
is not accurate enough, underprediction of erosion rate could cause leaks and
overprediction could cause deferrals. Erosion rate predictions for two-phase (gase
liquid) flow, small particles, and complex geometries are some of the main challenges.

The need to control sand rates, on the other hand, has led to continuous research and
advances in sand and erosionecorrosion monitoring technologies. However, there are
still technology challenges related to calibration and accuracy of sand monitoring
tools, especially under multiphase flow regimes and small sand sizes.
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15.1 Introduction

Produced fluids from many oil and gas wells have been known to carry silt, sand, and
solids from the geologic reservoir, which can be left behind as deposits along the inte-
rior of a production or transmission pipeline. These deposits become a diffusion barrier
between the produced fluids and the interior pipe wall, which results in the water
chemistry near the steel surface to differ from that of the bulk fluids. Observations
from laboratory studies and field cases have shown that these deposits influence corro-
sion mechanisms and lead to a localized corrosion called under-deposit corrosion
(UDC). Often found at low-flow areas inside pipelines, UDC is a very aggressive
form of corrosion that occurs when suspended solids and precipitated phases are given
the opportunity to settle to the bottom of the pipeline. The three general categories of
deposits include inorganic deposits, such as sand, clay, and corrosion products;
organic deposits, such as asphaltenes and wax; and “schmoo,” which is a mixture of
organic and inorganic deposits [1].

Depending upon the environmental attributes and the type of deposits, different
corrosion mechanisms can be applied to explain UDC. The main observation
from laboratory studies [2e7] has been the large increase in electrical potential dif-
ference that occurs between a metal electrode under a sand deposit and a bare metal
electrode, both in the same solution, when an inhibitor was added. The bare metal
electrode would increase to a more positive potential because of the reduction in
both anodic and cathodic reactions, whereas the potential of the UDC electrode
might not be affected at all as a result of the sand acting as a diffusion barrier toward
the corrosion inhibitor. When these two metal electrodes were connected together,
the UDC electrode experienced a strong anodic polarization and, thus, galvanic
corrosion. Other laboratory studies that focused on a single UDC electrode
[8e14] found that the influence of a deposit on corrosion and mitigation mecha-
nisms was to create a mass transfer barrier that limited the transfer of species
(ions, inhibitors, and biocides) to and from the metal surface. Experiments have
also shown deposits to provide additional surface area, which causes parasitic
adsorption of inhibitors and biocides, and in turn their effectiveness is reduced.
The review of research observations provided in this chapter on UDC contains infor-
mation on the effect of deposits on the surface area for localized corrosion, types of
deposit materials, experimental methodologies, mitigation methods for UDC, and
gaps in the current knowledge that require future research.
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15.2 UDC mechanisms related to the deposit

Solids are often carried by the fluid flow from the reservoir and can accumulate in an
operating pipeline to become a deposit when the energy of the flow is not high enough
to keep them suspended or moving. These deposits are understood to contain a mixture
of water, hydrocarbons, microorganisms, and inorganic compounds along with corro-
sion products and scales, which, of course, differ from field to field and almost
certainly differ down the same pipeline as water chemistry conditions change with
temperature and pressure. It is also understood that the corrosion mechanisms are influ-
enced by whether the deposit is inert or conductive. In this section, some of the com-
ponents that make up the deposits and how each will influence corrosion, along with a
calculation of the cathode to anode area ratio that can be developed in relation to the
depth of the deposit, are reviewed.

15.2.1 Inert deposits

Most commercial oil and gas reservoirs occur in sedimentary rock deposits because of
their characteristic permeability and porosity. Sedimentary rocks form in the Earth’s crust
through a sequence of physical, chemical, and biological processes. Common sedimen-
tary minerals include silicates, carbonates, clay, and iron. Silicates and carbonates make
up most of the rock-forming minerals and are considered insulators with electrical resis-
tivity greater than 109 ohm$m. Sand, silt, and clay are classified by grain size and compo-
sition. Sand ranges in diameter from 2 to 0.063 mm, whereas silt ranges in diameter from
0.063 to 0.002 mm, and clay is defined as less than 0.002 mm in diameter. Both sand and
silt are mainly composed of SiO2-rich particles, whereas clay is composed mainly of alu-
minosilicates with a sheet structure [15]. Although some reservoirs have an inherent
problemwith the production of solids, high rates of production from a reservoir or a stim-
ulation treatment to increase production from an existing well may also cause the migra-
tion of formation sand, silt, and clay through the production string into the pipeline.

The presence of non-conductive or inert deposits, such as sand, silt, and certain
scales, on the pipe wall can act as a diffusion barrier to limit the mass transfer of cor-
rosive species, inhibitors, biocides, or other oilfield chemicals from the bulk solution to
the metal surface. When this is the only mechanism involved in corrosion, this diffu-
sion barrier generally retards the corrosion under the body of the inert bed. To prove
this mechanism, Huang et al. [8] tested clean inert solid deposits with different particle
sizes (SiO2 powder, glass beads, and sand) to determine the effect of the deposited
solids on the fundamental mechanisms of CO2 corrosion. The specially designed metal
specimen holder used in that study is shown in Fig. 15.1. The three layers of the holder
were used to (1) isolate the electrical connections from the solution, (2) support a
removable metal specimen so only the top of the specimen was exposed to the envi-
ronment, and (3) define the thickness of the sand bed. Using this type of specimen
holder to generate a reproducible 5-mm depth for each inert solid deposit, a linear rela-
tionship between the deposit porosity and the average CO2 corrosion rate of an X65
steel in 24-h experiments was obtained (Fig. 15.2).
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This linear relationship between the deposit porosity and corrosion rate [16] was an
indication that both anodic and cathodic reactions were significantly retarded under-
neath the deposited inert solids. As ferrous ions are released from the metal surface
under a deposit, their concentration is much greater near the metal surface because
of the slow flux through the low porosity of the sand bed to the bulk solution. The in-
crease in ferrous ion concentration increases the pH and saturation value near the metal

Figure 15.1 Specimen holder: (a) base, with three gold contacts to connect the steel specimen
and wire for electrochemical measurements; (b) steel specimen holder; (c) sand holder,
machined to the desired depth of the sand deposit [16].
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surface, leading to near surface precipitation. This was proved by Huang et al. [8], who
found that the pH under the deposit was consistently near pH 6 independent of tem-
perature (25 and 80�C or 77 and 176�F, respectively), type of deposit (SiO2, sand),
and bulk solution pH (pH 4, 5, and 6). When an inert deposit was used to fully cover
the steel specimen, these types of deposits were not found to cause localized corrosion
but to have consistently low CO2 corrosion rates under the deposits for all the condi-
tions tested. As the corrosion products within the inert deposit increase with time,
corrosion was limited by blocking sites on the surface where metal loss or cathodic
reactions might occur. The sand bed literally starved the reaction of the fuel that it
needs to continue.

15.2.2 Conductive deposits

Iron sulfides are probably the most encountered semiconductive deposit types in oil
and gas production and transmission pipelines. Numerous iron sulfides can exist,
the nature of which is dependent on the environment and operating parameters. Rick-
ard and Luther [17] provide a comprehensive review of the chemistry of iron sulfides,
including their semiconductive properties. A semiconductor is a crystalline or amor-
phous solid with an electrical resistance (ER) much larger than metals, but with lower
resistance than an insulator, that increases in electrical conductivity with an increase in
temperature. Electrical resistivity is the inverse of the material’s electrical conductiv-
ity. Electrical resistivity has the greatest variation of any materials’ physical property
from metals as low as 10�7 ohm$m to insulators at approximately 1020 ohm$m, where
semiconductors range from having insulator properties (106 ohm$m) to being conduc-
tive (10�5 ohm$m). Iron sulfides, such as pyrrhotite and pyrite, have been measured to
have a resistivity between 10�5 and 1 ohm$m, which is in the higher range of conduc-
tive properties for a semiconductor [18,19].

Research on the effect of iron sulfides on corrosion of mild steel has shown their
influence on anodic and cathodic reactions [20,21] and their influence on accelerating
corrosion [11,22]. In a UDC study on X65 steel, Menendez et al. [11] used five
different types of iron sulfide deposits obtained from various sources, which were char-
acterized with respect to their particle size, crystalline structure, and surface composi-
tion using particle size analysis, X-ray diffraction, and X-ray photoelectron
spectroscopy. Corrosion studies were conducted at 65�C with partial pressures of
370 bar (5.4 ksi) pH2S and 710 bar (10.3 ksi) pCO2. In 100-h autoclave corrosion
testing, mass loss specimens fully covered with one of the specific iron sulfide deposits
show that the mackinawite-type deposit facilitated the most corrosion. X65 specimens
covered with two synthesized batches of mackinawite had general corrosion rates of up
to 4 mm/year, whereas those covered with mackinawite synthesized with excess Na2S
exhibited the highest general corrosion rate of 6 mm/year. However, specimens
covered with two commercially acquired iron sulfide powders only had general corro-
sion rates of 0.2 mm/year. When specimens in an autoclave were exposed to similar
conditions with 48,500 ppm Fe2þ in solution to induce mackinawite precipitation
over 168 h, the general corrosion rate was only 0.6 mm/year, but pitting corrosion
ranging from 300 to 500 mm in depth (greater than 2500 mm/year) proved that the
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precipitated mackinawite facilitated localized attack. The localized corrosion
morphology produced in the mackinawite precipitation experiments was considered
to have good agreement with UDC attack observed in the field. Jing et al. [22] also
found localized corrosion was initiated once a sufficient amount of mackinawite corro-
sion product had formed and was transformed into greigite and/or pyrrhotite. The initi-
ation of localized corrosion was thought to be due to the galvanic effect exaggerated by
the differences in electrical conductivity of the different iron sulfides.

One specific study on iron sulfide UDC focused on evaluating the galvanic corrosion
through the use of a specialized probe with an actual field sludge deposit in a CO2/H2S
environment. Alanazi et al. [9] conducted weight loss and electrochemical corrosion tests
using a coupled multielectrode array system (CMAS) that contained 25 flush-mounted
carbon steel rods (UNS G10180) with an active surface area of 0.45 cm2 and a 1.5-
cm-thick sludge deposit. Analysis of the sludge deposit shows that it was made up of
85 wt% CaCO3, 8 wt% pyrite, and 3 wt% mackinawite with smaller amounts of other
inert species. The CMAS was coupled to a carbon steel rod (UNS G10180) with an
approximate surface area of 26 cm2, which was in the bulk solution. The gas mixture
used was 0.1 mol% H2S and 0.39 mol% CO2, with the balance of gas being nitrogen
at a total pressure of 1 bar (14.5 psi) and temperature of 48�C (118�F). Electrochemical
and galvanic corrosion testing conducted with the CMAS measured average galvanic
corrosion rates of 30 mm/year underneath the sludge deposit when coupled with the elec-
trode not under the deposit. Under the same environmental conditions, the 2.54-cm-
diameter weight loss specimens without deposit had general corrosion rates less than
1 mm/year over a 24-h experiment time. The mackinawite in the field sludge was
believed to be the cause of the very high localized corrosion rates observed for the mul-
tielectrodes. This was expected because the mackinawite is conductive, but the weight
loss specimens were also a reminder that the high localized corrosion required a large
cathode external to the deposit to drive the high corrosion rates.

15.2.3 Effect of deposit on surface area in inhibited pipelines

In a pipeline, sand and solids tend to collect along the bottom of the cylindrical surface
as a result of gravity, leaving a much greater metal surface area within the pipeline that
is not under the sand bed. For example, an inhibited water injection line with a full pipe
flow containing a sand bed with a depth that is 1% of the pipe diameter can have almost
15 times more cathodic area from the pipe walls than the anodic area under the sand
bed. Fig. 15.3 shows the relationship between the depth of an inert sand bed (% depth
ratio) in a pipeline and the ratio between the surface area of the pipeline above and
below a deposit (ratio of cathode area to anode area) in an inhibited full-pipe flow.

Many laboratory experiments have been designed to evaluate an inhibitor’s perfor-
mance in the presence of an inert sand deposit. These experiments have been designed
to study the effectiveness of an inhibitor through a sand bed and have used cathode to
anode area ratios of 4:1 or smaller. From Fig. 15.3, it can be seen that a 10% sand bed
depth ratio (i.e., 1 cm sand depth in a 10.1-cm-diameter pipeline) is almost equivalent
to a 4:1 cathode to anode ratio in an inhibited pipeline.
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15.3 Research methodologies

There are many different methods that have been used to study UDC in controlled lab-
oratory conditions. Testing methods used by various researchers have been developed
based on postulates for UDC mechanisms from failure analysis and laboratory studies,
so research in this area has varied widely. Studies have focused on the mechanisms of
solid deposition, the chemical makeup of the solid deposit, mechanisms of diffusion
through the solid deposit, and the galvanic effect, which can be caused by the presence
of both a solid deposit and the ever necessary corrosion inhibitor. The fact that UDC is
a form of localized corrosion is even viewed differently by different researchers. If
there is a higher general corrosion rate under the entire deposit as compared with
the remaining pipe walls in an inhibited system, then the localized corrosion area of
metal loss is under the entire sand bed. But most of the discussion in the literature
has focused on finding deeper pitting corrosion that occurs within the area underneath
the sand bed. Experiments to uncover corrosion mechanisms related to UDC have
looked at the lack of inhibitor reaching the metal surface under the deposit, the corro-
sion experienced by a single metal specimen under the sand deposit, and the effect of
galvanic corrosion when using multiple metal specimens in the same experiment (one
metal specimen with a deposit coupled to another metal specimen without a deposit in
the same solution).

As with any research topic, UDC has been studied with many different viewpoints
because of the various possible compositions of the deposit and the method in which it
was deposited. In experiments related to diffusion through solids, many have sug-
gested parasitic consumption of inhibitor on the large surface area of the sand particles
as the reason for loss of inhibition and the occurrence of localized corrosion
[4,13,14,23]. In experiments using electrochemical measurements of coupled metal

0

5

10

15

20

25

30

35

40

45

50

0.1 1 10 100

R
at

io
 o

f c
at

ho
de

 a
re

a 
to

 a
no

de
 a

re
a

% depth ratio (sand bed depth : pipe diameter)

Figure 15.3 Ratio of cathode to anode based on sand depth.

368 Trends in Oil and Gas Corrosion Research and Technologies



specimen to characterize the UDC phenomena, it was understood that the presence of
certain inhibitors in association with the characteristics of the deposit would induce a
galvanic cell with the anodic part being the small area under the sand bed and the
cathodic part being the much larger surface area of the surrounding pipeline
[3e7,9,13,16,23]. In experiments using an uncoupled metal specimen to understand
the role of the deposit material in UDC, it was understood that the depth of the deposit
mainly creates a diffusion barrier that should cause widespread corrosion underneath
an inert sand bed, but small areas of localized corrosion were found that required more
explanation [16,24]. This led to experiments with single sand grains spread out on a
single corrosion specimen in the presence of a corrosion inhibitor, which created
a methodology for repeatable pit initiation in the presence of a corrosion inhibitor
[24,25]. It also changed the viewpoint that parasitic consumption of the inhibitor
was the main cause of the observed isolated localized corrosion under a deposit.
The link between the coupled metal specimen experiments with only one specimen un-
der a deposit and the single specimen with a partial sand coverage is the galvanic effect
that occurred in the presence of an inhibitor. This shows the real need to understand
how the mechanisms related to this galvanic effect could be influenced by the inhib-
itors used to mitigate UDC.

The examples of test methodologies in the following discussion are representative
of what is found in the literature. Most techniques have been developed by one set of
researchers and slightly tweaked by others to learn something new or to relate to their
individual project goal. The one procedure in common with all techniques is that they
all involve time for precorrosion before the inhibitor is added.

15.3.1 Parasitic loss of the inhibitor to the solid deposit

Because most inhibitors are surfactants, the first assumption is that an increased sur-
face area caused by the addition of sand will cause a parasitic loss of the inhibitor
to the liquid/solid interface. Two types of experiments have been conducted without
the sand or deposit material coming into contact with the corroding sample to deter-
mine if parasitic loss is a factor for the specific inhibitor being used.

A basic bubble test method [12] has been used to assess if the presence of solids
affects the efficiency of the tested inhibitor(s). The sand did not come in contact
with the metal being tested but was dropped into the glass cell with the metal to in-
crease the surface area for inhibitor adsorption. An experiment with the sand present
in the glass cell would be compared with an experiment with the same exact environ-
mental conditions without the sand. If a higher corrosion rate occurred repeatedly
when sand was present in the glass cell, then parasitic loss of the inhibitor was attrib-
uted for the difference.

The second method was to use a two-stage test involving column adsorption and
then a corrosion inhibition test [13,14]. These experiments used a prescreening column
to determine the adsorption and penetration of each corrosion inhibitor on a solid (ideal
or field specimen), then used the same inhibitor in a separate corrosion experiment.
The corrosion experiment was carried out under selected test conditions using an elec-
trochemically measured specimen with a deposited solid and an electrochemical probe
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with no deposit for comparison. Good correlation was observed between low adsorp-
tion in the column tests and acceptable performance in the corrosion experiments.

15.3.2 Experiments on coupled specimen

The galvanic effect for coupled specimen, observed in UDC experiments for two metal
specimens in the same solution with one under the deposit, has shown this mechanism to
be the dominant driving force for localized UDC. The two methodologies shown in the
following sections greatly increase the difficulty level for experimental preparations and
procedures but have been used to monitor localized corrosion during an experiment
through the use of an external potentiostat or zero resistance ammeter (ZRA).

15.3.2.1 Inert deposit test methods

Many researchers have found that there is a large difference in the electrode potential
between a sand-covered mild steel specimen and a noncovered mild steel specimen
when both are exposed to a corrosion inhibitor. When these two specimens are coupled
together, using similar anode to cathode surface area ratios that might exist in an
inhibited pipeline, the galvanic current between them leads to localized corrosion un-
der the deposit.

The sand deposit test method [4] has been used to investigate environments where
sand or mineral scale deposition was possible. These experiments were conducted in a
3-L glass cell with a test apparatus designed so that prepared sand could easily be
added during the experiment on top of the API 5L X65 specimens. Three metal spec-
imens were molded into a flat epoxy square, such that the two 1 cm2 surface area spec-
imens were next to each other and parallel to the one large 4 cm2 surface area
specimen. The square epoxy mold was mounted in the test apparatus at approximately
45 degrees angle so that the bottom two specimens would be covered by about 5 mm
sand after a 2-h precorrosion. Only one of the small specimens was galvanically
coupled to the non-sand-covered specimen creating a 4:1 cathode to anode surface
area ratio when inhibitor was present. This design provided direct proof of the effect
of sand on inhibitor performance and the effect of inhibitor on UDC. The key obser-
vation in studies with this apparatus proved the effect of inhibitor addition on the
galvanic couple between a sand-covered specimen and a bare specimen that would
polarize the sand-covered specimen anodically, leading to localized attack.

Testing by Pedersen et al. [2] found an increase in the open circuit potential (OCP)
of an individual bulk solution specimen without sand as compared with the OCP of an
individual specimen underneath a 5-mm sand deposit. Their experiments used two
specimens fully covered in sand (FS1 and FS2), each of 1 cm2 surface area, along
with one specimen with no sand (NS) of 4 cm2 in area. When NS and FS1 were
coupled together, the coupled potential would be closer to the OCP for NS because
of the 4:1 cathode to anode ratio. The change in OCP for FS1 was believed to be
the driving force for galvanic corrosion. This experimental technique provided an
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evaluation methodology for determining the effectiveness of specific inhibitors toward
localized corrosion inhibition in UDC and should be considered beneficial for inhibitor
comparison studies. For this methodology, factors identified during inhibitor testing on
UDC conditions that increase the susceptibility to localized corrosion would include
the degree of anodic polarization of a single specimen, the effect of underdosage of
the inhibitor, the effect of degradation of the inhibitor with time at higher temperatures,
and the effect of corrosion product layer formation. In these studies [2], testing of two
inhibitors under similar conditions proved that inhibitor chemistry played a role in the
mitigation efficiency of UDC, with an imidazoline salt showing better efficiency than
an alkyl amino acid.

A series of experiments by Barker et al. [3], utilizing the electrode configuration in
Fig. 15.4, considered the influence of inhibitor components, which included imidazo-
line, phosphate ester, sodium thiosulfate, and 2-mercaptoethanol, with results indi-
cating the two sulfur-containing compounds had the highest mitigation efficiencies
toward UDC general corrosion. Each inhibitor component chemical was tested at
45 ppm, equivalent to a 150-ppm inhibitor package with 30% active chemical. A
test duration of 20 h was used for the comparison but was not considered long
enough to develop localized corrosion on the individual 1 cm2 surface area speci-
mens underneath the sand bed. The phosphate ester inhibitor had the highest mitiga-
tion efficiency on the bulk solution specimen in the presence of sand, whereas it had
the lowest mitigation efficiency on UDC; this led to the conclusion that consumption
of inhibitor by an excessive sand surface area may not be the initiator for localized
corrosion and other factors may be responsible. For each inhibitor component, it
was found that the deposition of sand retarded both anodic and cathodic reactions
at the steel surface. With the addition of most of the inhibitors, the galvanic current
between the UDC electrode and the sand-free electrode was observed to favor anodic
dissolution under the deposit. The sodium thiosulfate and the 2-mercaptoethanol
were found to decrease the general UDC rates to less than 0.1 mm/year at bulk solu-
tion concentrations as low as 5 ppm.

Under-deposit
electrodes with

connections
UD1 and UD2

Bulk solution
electrodes with

connections
BS1 and BS2

Figure 15.4 Specimen holder having under-deposit working electrodes with a 1 cm2 area and
bulk solution working electrodes with a 4 cm2 surface area [3].
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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15.3.2.2 Coupled multielectrode array

A coupled multielectrode array (CMAS) test or wire beam electrode (WBE) method
[5e7,10] uses multiple small-diameter wires or pins flush mounted in an inert material
that are coupled together externally from the test environment so that the electrode
array can be tested as one piece of metal or monitored individually for galvanic corro-
sion and/or localized corrosion. The cited work have used either a 24-electrode array
[5,6,10] or a 100-electrode array [7].

As shown in Fig. 15.5, the 24-electrode array was designed using a polyethyl ethyl
ketone (PEEK) casing around the electrodes, which was fitted into a polytetrafluoro-
ethylene cup that would hold 10 mm of an inert deposit. Analysis of the multielectrode
array was performed by progressive polishing of the PEEK holder containing the elec-
trodes to physically determine the depth of corrosion that occurred to the nearest
20 mm. Experiments using this device [6] confirmed the addition of an inhibitor polar-
ized a non-sand-covered electrode to a more noble potential with respect to a sand-
covered electrode, which accelerated the corrosion rate under the sand deposit. In
most of their experiments with industrial inhibitors relevant to oilfield applications,
this galvanic corrosion would continue in excess of 30 days.

Hinds and Turnbull [10] used a 24-pin multielectrode probe under two different
CO2/H2S partial pressure ratios of 5:3 (1.67 bar or 24 psi pCO2 with 1 bar or
14.5 psi pH2S) and 100:1 (2 bar or 29 psi pCO2 with 0.02 bar or 0.29 psi pH2S)
with a 1-cm sand bed with particles of 0.1e0.3 mm diameter in a 10-L autoclave.
The precorrosion step was conducted in a CO2-purged solution by applying an anodic
current of 1273 A/m2 to individual 1-mm-diameter electrodes (UNS G10180) for a
defined time before the addition of H2S to corrode sets of pins to a specific depth (eight
at 1 mm, eight at 0.1 mm, and eight uncorroded). Because of this, there was no unin-
hibited baseline corrosion rate for comparison. After precorrosion, all 24 pins were
galvanically coupled to an external carbon steel rod (UNS G10180) with an

PEEK casing

Ni wires encased
in PEEK tubing

Hastelloy† tube base

PTFE sand cup

1 mm Ø carbon steel
electrodes in epoxy

Figure 15.5 Coupled multielectrode array [6]. PEEK, polyethyl ethyl ketone; PTFE,
polytetrafluoroethylene; y, trade name.
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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approximate surface area of 32 cm2, which was in the bulk solution, and inhibitor was
added. The CO2/H2S gas mix was then added and galvanic corrosion rates were moni-
tored until the corrosion rate on most pins was less than 0.1 mm/year. They found that
the amount of time for the inhibitor to provide protection through the sand bed was
related to the amount of precorrosion as the non-precorroded pins were inhibited
within 2 days, the 0.1-mm-depth precorroded pins were inhibited within 4 days, and
the 1-mm precorroded pins took 4 days to achieve the desired corrosion rate.

As shown in Fig. 15.6, the 100-electrode WBE array [7] was used to directly mea-
sure the galvanic current distribution under the deposit. This typical map was collected
in a CO2-purged solution at 25�C (77�F) after 10 ppm imidazoline inhibitor was
added. Notice that the anode areas are located within the ring under the sand deposit,
whereas the cathode areas are mainly located where no sand was present. The
maximum anodic current measured ranged from 0.022 to 0.034 mA/cm2 in the central
areas of the deposit.

15.3.3 Experiments on an individual specimen

Experiments using a single corroding specimen under a deposit are focused on the de-
posit’s direct effect on the basic corrosion mechanisms associated with the deposit and/
or the inhibitors’ ability to diffuse through the deposit or under the individual sand
grains to the metal surface. From the literature, as well as the research previously
reviewed in this chapter, it appears as though there is a general consensus that a stag-
nant deposit acts as a diffusion barrier that slows down the transfer of corrosive spe-
cies, inhibitors, and/or biocides to the metal surface while also slowing down the
transport of corrosion products away from the metal surface. There is also strong ev-
idence that the mechanism of galvanic corrosion occurs between deposit covered and
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Figure 15.6 Galvanic current distribution map measured using a wire beam electrode exposed
to CO2 under-deposit corrosion conditions with imidazoline-type inhibitor present [7].
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noncovered areas in the presence of specific inhibitors, even when the metal surface
has a partial or minimal coverage by an inert deposit.

15.3.3.1 Full coverage deposit

A lot of experimentation has been carried out using a single specimen underneath a de-
posit to access the effect of the deposit on corrosion and corrosion mitigation. This type
of testing should be completed as a first step to develop the foundation of information
used to understand more complex corrosion mechanisms or could be used in more com-
plex systems to gain insight on specific issues. The first example helps to build the foun-
dation of information through repeatable experiments in a cup-style specimen holder to
provide a consistent sand bed depth for electrochemical or weight loss studies in an auto-
clave. The second example used specially designed equipment to experimentally
compare the in situ inhibited corrosion rate for a specimen with an iron sulfide corrosion
product layer with a similar specimen with a deposit of iron sulfide deposited as a pre-
cipitate from the bulk solution to understand the effect of each on corrosion mitigation.
The third example delivers a broader scope of the more foundational information by
changing the environmental parameters of temperature, sand thickness, and inhibitor
dosage to understand the effect of each on UDC and the mitigation of UDC. The
different test methods discussed later show an increase in the desire to provide experi-
mental methodologies to uncover corrosion mechanisms related to UDC.

The UDC autoclave method [13] is an extension of a regular inhibitor autoclave test
with a special specimen holder that had a 1-cm raised edge to hold nonconductive
solids on top of a concentric ringetype three electrode and a regular three-finger linear
polarization resistance (LPR) probe to measure general corrosion. After the precorro-
sion step without the solid deposit, the specimens were removed from the autoclave,
rinsed with ethanol, and quickly dried with nitrogen gas. The cup was filled with deox-
ygenated prepared sand and the autoclave put back together for the remainder of the
experiment. Reported tests included four inhibitors plus a blank test with no inhibitor
and no deposit. Test times ranged from 6 to 30 days, with most at 25 days. It was sug-
gested that an inhibitor must provide good mitigation efficiency for a non-deposit-
covered specimen before it should be tested with a deposit, but that does not always
mean the inhibitor will perform well with a sand deposit present. If H2S and/or iron
sulfide deposits are present, then the electrochemical portion cannot be used but can
be exchanged for a weight loss specimen (weight loss and microscopic examination
for pitting). To overcome this limitation and facilitate electrochemical monitoring un-
der FeS, a setup and approach for monitoring the corrosion rate under iron sulfide de-
posits has been proposed [26]. In this methodology, the UDC working electrode
containing the FeS and the reference and counterelectrodes were separated to avoid
bridging problems. It was highlighted that close attention needs to be paid to opti-
mizing the potential scan rate of the LPR measurement to overcome shortcomings
in overestimating the corrosion rate, which was attributed to the large interfacial capac-
itance induced by the presence of the iron sulfide. This optimized approach showed
that the electrochemical corrosion rates measured under FeS deposits correlated quite
well to the volume loss corrosion rates.
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An iron sulfide test method for inhibited systems [27] was developed to perform
ER, LPR, and weight loss in an H2S/CO2 environment where the FeS deposit could
be developed by injection of ferrous chloride or by in situ corrosion of the specimen.
This experimental setup was designed to assess the effect of the iron sulfide deposit
(mackinawite) on H2S/CO2 corrosion and corrosion mitigation on a square ER probe
in experiments that could include the use of a hydrocarbon phase. Results found that a
carbon steel with an in situ precipitated iron sulfide deposit had around four times
higher corrosion rate than the carbon steel probe suspended in the same inhibited
solution.

In addition to the physical methodologies used in testing UDC, the environmental
parameters also need focused research. In one study designed at assessing such factors
[23], multiple experiments designed to determine the critical parameters that affect
galvanic corrosion and the effect of inhibition on UDC were conducted. The experi-
ments within the investigation covered temperatures from 25 to 70�C (77e158�F),
sand thickness from 1 to 10 mm, and inhibitor dosage from 50 to 200 ppm using a
1-L glass cell with a CO2 sparged 10 wt% NaCl solution. The apparatus (Fig. 15.7)
was based on a typical bubble cell arrangement using a cylindrical UNS G10180
working electrode in solution (solution electrode) along with a saturated silveresilver
chloride reference electrode (REF) and a stainless steel UNS S31600 counterelectrode
(AUX). For under-deposit measurement, a UNS G10180 working electrode was flush
mounted in epoxy with a glass tube to ensure a reproducible sand thickness (UDC elec-
trode) and was coupled to the solution electrode to create a specimen area ratio of 17:1

Stir bar

Condenser
REFUDC

electrode

Solution
electrode

AUX

Thermocouple

CO2 in

CO2 out

Figure 15.7 (a) Metal electrode sealed in polyethyl ethyl ketone sleeve with epoxy. (b) Under-
deposit corrosion (UDC) testing setup [23].
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
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(solution electrode: UDC electrode). The four-electrode system was coupled via a
ZRA to observe the galvanic corrosion taking place.

The six major conclusions from this study shown in the following list agree with all
experimental results previously reviewed while giving insights on having a thicker
sand deposit, an elevated temperature, or a higher concentration of inhibitor.

1. With no inhibitor present, the solution electrode acted as the anode while the sand-covered
electrode acted as the cathode.

2. Addition of inhibitor quickly reduced the corrosion rate of the solution electrode, whereas the
UDC electrode experienced a strong anodic polarization.

3. As a result of this galvanic coupling, the UDC rate dramatically increased and was measured
as high as 17.3 mm/year.

4. A thicker sand deposit was observed to slow the diffusion of inhibitor to the metal surface
underneath, which resulted in a higher galvanic current density peak and an ultimately higher
corrosion rate under the sand.

5. An increase in the inhibitor concentration also increased the galvanic current over a short
period of time, but the higher concentrations did penetrate the sand bed and caused a decay
in UDC.

6. Although an increase in temperature caused the solution electrode corrosion rate to increase
by 150%, the UDC corrosion rate increased only by 40%.

15.3.3.2 Partial coverage deposit

In tests with a single specimen under a deposit, Huang et al. [24] reviewed the perfor-
mance of an imidazoline-type inhibitor to understand mechanisms related to localized
corrosion. The specimen holder (Fig. 15.1) was placed in a 2-L glass cell (Fig. 15.8)
with deaerated brine for precorrosion, before the inert deposit would be transferred
from a previously deaerated solution to the area on top of the specimen sand holder.
These experiments were conducted over a period of 2e4 days.

They reported that general depletion of the surfactant inhibitor by adsorption on the
silica sand surface and slow diffusion through the porous sand layer were not consid-
ered critical factors leading to localized corrosion, but proposed a new mechanism that
the cause for localized corrosion was related to the inability of the corrosion inhibitor
to protect the steel surface in the crevices immediately underneath each sand particle.
By testing a single metal specimen with partial sand coverage, it was observed that the
lack of inhibition under a single sand particle leads to the formation of a galvanic cell
where the small area under the sand particle became anodic while the larger inhibited
area around the particle was the cathode. In comparison with the previous surface area
ratios discussed, an individual 250-mm sand particle only required a 1-mm-diameter
area around it to have a 15:1 cathode to anode area ratio.

The partial coverage sand bed methodology developed by Huang et al. [24]
was used as a repeatable procedure in the experimental comparison of mono- to
di-nonylphenol phosphate ester (PE) ratios by Brown et al. [25]. This series of
experiments was the first formal attempt to observe the effects of specific chemical
components of an inhibitor package on UDC. In experiments lasting 28 days, non-
ylphenol PEs were tested at varying mono- to di-PE ratios of 90:10, 70:30, and
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50:50. Using an X65 pipeline material partially covered with 250-mm-diameter silica
sand particles and exposed to a CO2 sparged brine at 1 bar (14.5 psi) total pressure
and 70�C (158�F), multiple measurement techniques employing electrochemistry,
weight loss, and profilometry were used for the comparison. It was found that the
presence of 2-mercaptoethanol assisted the nonylphenol PE inhibitors and no local-
ized corrosion was observed. Without the mercaptoethanol, the depth of localized
corrosion observed increased with a decrease in the amount of mono-nonylphenol
PE in the inhibitor package. This also provided confirmation for the theory of crevice
corrosion under each sand particle being the main driving force for localized
corrosion.

Multiple small grains of sand or “partial sand coverage” experiments [16] used a
few grains of sand on a single metal specimen, which was monitored electrochemically
from 25 to 40 days and then analyzed by weight loss and profilometry. The test began
with a 2-h precorrosion of the metal specimen, followed by the addition of a few grains
of 750-mm sand particles, which had been stored in deoxygenated brine to the 7.9 cm2

steel surface area. After 24 h the inhibitor was added and the experiment monitored for
the remainder of the test time. These experiments showed the inability of a generic
imidazoline-type inhibitor to protect the surface directly underneath each sand particle
as pit penetration rates of 2.2e3.5 mm/year were found for weight loss specimens hav-
ing a uniform inhibited corrosion rate of less than 0.1 mm/year. In this type of exper-
iment, the inhibitor can be added before the sand or the sand particles can be moved
during the experiment to observe how the inhibitor works with partially stable or mov-
ing deposits.
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Figure 15.8 Three-electrode glass cell set up for single under-deposit corrosion specimen [16].
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15.4 Mitigation of UDC

The goal of the experimental methods used by various researchers has been to inves-
tigate the mechanisms of UDC, which, in some instances, was used to assist in the
determination of the most effectual approach for minimizing the threat of pipeline fail-
ures. Many strategies have been reviewed with the goal to eliminate UDC by the most
cost-effective means available. Most discussions on the topic of UDC mitigation tend
to focus on the chemicals used in controlling corrosion as it is understood that the addi-
tion of some types of inhibitors creates galvanic corrosion for the area under the depo-
sit. It should also be recognized that these solids can accumulate in pipelines and in
turn can cause increased pressure drops as well as enhanced localized corrosion.
Removal of the deposits or defining parameters of pipeline operations to limit their for-
mation along with the addition of chemical inhibition by a predefined inhibitor seems
to be the most used option to mitigate the attack from UDC. However, the true goal of
diminishing or mitigating the probability for UDC may be achieved by other means in
the design phase before installation and beginning operations of the pipeline. As with
any process or procedure, the easiest and most efficient method should be explored
first. The following list provides some approaches for achieving a cost-effective means
for minimizing UDC in both the design phase and the operating phase of a pipeline
operation.

Mitigation methods for minimizing UDC [12]:

1. In the Design Phase
a. Design for high flow rates by selecting optimum equipment size.
b. Minimize stagnant locations.
c. Install pigging facilities where stagnant locations cannot be avoided.
d. Use of corrosion-resistant alloys (CRAs) (selection of a proper CRA depends upon many

factors and can increase cost).
e. Use of internal coatings (currently not considered a technique by itself for long-term

corrosion protection because of the probability of holidays, delamination, or deterioration;
there are also application difficulties for coating existing pipelines with many current
coating technologies, although advances are being made in this area).

2. During the Operating Phase
a. Mechanical removal of debris by pigging (brush pigging with a batch inhibitor

treatment).
b. Chemical treatment with appropriate corrosion inhibitor chemistry and dosage deter-

mined through laboratory testing and field trials. Corrosion inhibitors may be added
as slugs of concentrated chemicals or through continuous application while other
“cleaning” chemicals and surfactants may be used to suspend particles in the liquid
phase along with increasing the velocity of produced fluids to aid in transporting the
loose solid debris.

In most instances, because the larger capital expenditures for the use of CRAs and
coatings may make them less likely to be used, engineers must rely on the two main
mitigation strategies during operations: mechanical removal and/or chemical treat-
ments. The following sections provide more information on these topics.

378 Trends in Oil and Gas Corrosion Research and Technologies



15.4.1 Mechanical removal of deposits (minimum velocities,
pigging)

Mechanical removal of deposits starts with designing for higher flow rates in the oper-
ating pipeline. A correlation proposed by Salama to predict sand settling conditions
can also be used as a valid approximation for velocities to define sand removal [28].

Vm ¼
�
Vsl

Vm

�0:53

d0:17n0:09
�
Dr

rf

�0:55

D0:47 (15.1)

Vm, minimum mixture flow velocity to avoid sand settling, m/s; Vsl/Vm, the ratio be-
tween the liquid superficial liquid velocity and the mixture velocity at the sand settling
conditions (for single phase, this ratio ¼ 1); d, particle diameter, m; D, pipe diameter,
m; Dr, density difference between particles and the fluid mixture density, kg/m3; rf,
fluid mixture density, kg/m3; n, fluid mixture kinematic viscosity, m2/s.

As the mixture velocity is increased, the critical velocity to begin moving the sand
from the sand bed to create a scouring flow or moving dunes is a more complicated
process than the reverse process to create the sand bed [28].

For small amounts of sand accumulated in the pipeline, removal can be done by
increasing the flow rate or by pigging. Computational fluid dynamics have been
used to model the effect of near-wall velocity at the pipe floor on solids deposition
to understand the influence of flow and pipeline geometry to aid in this decision
[29,30]. For larger amounts of accumulated sand in an operating pipeline, removal
by pigging can create hazards by having an excessive buildup of sand ahead of the
pig, which could possibly plug the pipeline or damage the process facility by the sud-
den arrival of a large quantity of sand [28].

15.4.2 Chemical treatment for deposits

The presence of a good performing corrosion inhibitor in a water wet pipeline typically
reduces the general corrosion rate by a large amount by adsorption processes at the
metal surface. This low corrosion rate is related to a reduction in the anodic and/or
cathodic reactions by an effect from the corrosion inhibitor active species on the
corroding metal surface. As shown by Dominguez et al. [31], a positive shift in
OCP is observed because the corrosion process is under mixed (charge transfer/
mass transfer) control and an inhibitor affects only the charge transfer reactions
(anodic and cathodic) but not the mass transfer of species to the metal surface. This
positive shift in the OCP of a working electrode in a three-electrode system related
to the addition of an inhibitor in solution has been observed by others under different
environments with different inhibitors [25,32].

When a stagnant deposit is present in an inhibited pipeline, it can be the cause for
galvanic corrosion. The deposit acts as a diffusion barrier with a low porosity and
high tortuosity for the path from the bulk solution to the pipe wall under the stagnant de-
posit. This stagnant deposit does not reduce the anodic and cathodic reactions as much as
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a good performing inhibitor, but may impede some corrosion inhibitors from reaching
the pipe wall. Therefore the smaller area under the deposit does not experience the
same effect caused by the reduction in anodic and cathodic reactions as on the larger
pipe wall. In laboratory experiments where these areas can be separated, a large potential
difference has been observed between the inhibited metal surface in the bulk solution
(more positive, cathode) and the noninhibited metal surface under a deposit (more nega-
tive, anode). Because a pipeline is one continuous piece of highly conductive metal, there
can only be one potential within the general vicinity that is controlled by the larger cath-
ode surface area. The overall potential of the metal adjusts to a mixed potential between
the anodic and cathodic reaction-driven potentials, which would be more similar to the
cathode potential because of its much larger surface area. The smaller area underneath the
deposit compensates for this difference by the transfer of electrons to the cathode. This
galvanic corrosion increases dissolution of ferrous ions from the metal surface under-
neath the deposit to cause high rates of localized corrosion and pitting underneath the
deposit as described by the mechanisms discussed and reviewed earlier.

To achieve maximum coverage to the internal pipe wall, added chemicals must be
able to diffuse through the deposit to the metal substrate or the deposit must be removed
to expose the bare metal surface. Testing has found that 2-mercaptoethanol can assist in
mitigating some UDC as it is believed the small size of the molecule (in comparison with
other actives such as imidazolines and quaternary ammonium compounds) assists it to
penetrate and diffuse more easily through thicker layers and smaller crevices between
the sand and the metal of the pipe wall. Some inhibitor package formulations have
been developed to aid in the removal of oily sludge-type deposits but rely on flow to
maintain a moving slurry of deposit materials in the liquid rather than accumulating
along the bottom of the pipe. The aim of these approaches is to keep the pipe wall as
clean as possible, which, in turn, allows the maximum amount of inhibitor to adsorb
onto the metal surface to not only reduce the overall general corrosion rate but, perhaps
more importantly, to minimize the probability of localized corrosion.

When solids, such as sand, clays, corrosion products, and biomass, collect at the bot-
tom of a pipeline, they can become bound together with oil and are known as “schmoo”
[33]. This type of deposit is known to create a physical barrier and becomes an ideal envi-
ronment to grow bacteria leading to microbiologically induced corrosion (MIC). Schmoo
was shown to retard the mass transfer of species and corrosion inhibitors to the pipe wall,
which aids in the initiation of localized corrosion. Horsup et al. [34] reviewed multiple
types of base inhibitor chemicals and tested multiple inhibitor packages on the problem
of schmoo removal. They were able to determine two primary mechanisms of emulsifi-
cation and roll up for the removal of schmoo from laboratory test pipelines and field eval-
uations, developing a chemical package that was shown to increase flow in a water
injection line within 6 weeks after initial dosage. This is a good example of using labo-
ratory testing to better understand the mechanisms of the problem situation and then in
turn to utilize this understanding to develop field mitigation solutions. Although it is
acknowledged that biofilms (dead or living) can also result in UDC attack, microbiolog-
ical activity involving this form of UDC has been omitted from consideration in this
chapter (see Chapter 8 for MIC).
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15.5 Gaps in current research and areas for future study

The use of all components present in UDC field conditions (e.g., sand, iron sulfide,
clays, microorganisms, asphaltenes, waxes, hydrocarbon sludges) for a single testing
program presents too many variables to be effective and their presence should be
limited, or added progressively, in experimental studies to minimize errors in interpre-
tation of results. The focus should be on determining which mechanisms to study un-
der well-controlled conditions that relate to the complex conditions found in the field.
Crolet [35] summed up the behavior of corrosion deposits by stating that the conditions
of formation, protective properties, and sensitivities to external parameters are
extremely different for each case, so that the possible configurations and various work-
ing hypotheses to model UDC are too numerous. This infers that studies will still need
to be conducted on a case-by-case basis, taking into account the physical characteris-
tics of the deposit (formation, composition, depth, age, etc.), corrosion-related mech-
anisms (diffusion, precipitation, MIC, etc.), and the associated solution chemistry
(water, oil, pH, salt content, etc.) in each case. Much research has been done on these
three topics, with numerous companies developing methodologies on how to provide
mitigation to their specific problems encountered in the field.

Although various models are available for estimating general corrosion as well as
various forms of localized corrosion such as top-of-the-line corrosion, there appears to
be limited activity in modeling UDC, which should be a focus for future research. The
accumulation of the UDC knowledge base, shared throughout the corrosion commu-
nity, may be developed not only into a mechanistic model to help predict the extent of
UDC, but also as a means to derive mitigation solutions to a much larger base of op-
erators. Furthermore, the knowledge base developed may also aid in the development
of future inhibitor formulations and packages that might address the issues found
related to the physical characteristics of specific deposits, the corrosion mechanisms,
and the solution chemistry in each field.

Continued research needs to be conducted with different surfactant molecules to
determine which attributes are valuable to address UDC. Larger inhibitor molecules
might be expected to show characteristics of steric hindrance around the small crevices
under a sand particle. In the same way that synergistic effects have been seen between
molecules in controlling general corrosion, the identification of synergistic combina-
tions of inhibitors for UDC and localized corrosion alleviation would also be advan-
tageous. Such research focus may include studies on the molecular level (atomic
force microscopy, molecular modeling, etc.) to better determine and identify types
and mixtures of inhibitor molecules tailored for UDC mitigation.
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Top-of-the-line corrosion 16
Marc Singer
Ohio University, Athens, OH, United States

16.1 Overview of the current understanding/knowledge

Although it was first identified in the 1990s, top of the line corrosion (TLC) has only
recently been recognized as an issue for the oil and gas industry. Initially regarded as a
laboratory curiosity, it is now considered a major concern for pipeline integrity and
is taken into account in the design of any new gas field development. Significant
effort has been invested toward elucidating its governing mechanism and developing
prediction and mitigation tools.

TLC is a phenomenon encountered in the transportation of wet gas, where temper-
ature differences between the pipelines and the surroundings lead to corrosion issues.
Condensation of saturated vapors present in the unprocessed gas stream collects on
the internal surface of the cold pipe wall. The condensed phase is made not only of
hydrocarbons but also water, which forms a thin film and/or droplets of liquid. The
condensed water phase can be, at least initially, very corrosive to typical pipeline steel,
because it contains dissolved acid gases (e.g., carbon dioxide and hydrogen sulfide) and
organic acids. The corrosion mechanism encountered in this scenario is not different
from what can be expected in the bulk liquid phase, but it holds important specificities
that make its mitigation difficult and the occurrence of localized corrosion likely.

TLC mechanisms involve four main engineering processes, which can interact in a
complex way:

• Fluid mechanics: TLC can only occur in a specific flow regime where the liquid and gas
phases are clearly stratified.

• Heat and mass transfer: The condensation of water vapor on cold pipe wall and the
transport of corrosive species to the liquid film are controlling the extent of corrosion.

• Chemistry: As for most corrosion phenomena, the chemical composition of the electrolyte is
key in determining both the corrosion kinetics and the likelihood of corrosion product formation.

• Electrochemistry: The corrosion process is inherently driven by well-known electrochem-
ical reactions.

16.1.1 TLC mechanisms

16.1.1.1 Flow regime

Flow regime determination is an important clue as to whether or not TLC may
become an issue. Three major three-phase flow regimes are commonly encountered
in horizontal oil and gas pipelines:

• Stratified flow: Segregation of the gas and liquid phases, usually at low gas and liquidflow rates

Trends in Oil and Gas Corrosion Research and Technologies. http://dx.doi.org/10.1016/B978-0-08-101105-8.00016-4
Copyright © 2017 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/B978-0-08-101105-8.00016-4


• Intermittent flow: Formation of slugs or plugs at high liquid flow rates as the crests of the
waves intermittently reach the top of the pipe

• Annular flow: The bulk liquid phase is partly atomized at high gas flow rate, leading to
transport and deposition of droplets to the whole circumference of the pipe

The flow regime transition lines between stratified and intermittent or annular flow
are obtained following the well-known wave-mixing mechanism developed by
MilneeThomson [1] and, later, Taitel [2]. Only one of these flow regimes, stratified
flow, will lead strictly to TLC, as annular and intermittent flow implies wetting of
entire pipe surface with bulk liquid phase.

If the flow regime is not stratified, the bulk liquid phase is likely to wet all parts of
the pipe surface, even intermittently. Coupled with the use of corrosion inhibitor,
effective protection against corrosion is needed. However, TLC is encountered exclu-
sively when noncondensable gas (light hydrocarbons, CO2, etc.) and saturated water
vapor are produced together with little or no liquid hydrocarbons. In this condition,
the three-phase flow is stratified, meaning that standard corrosion inhibitors dissolved
in the bulk liquid phase will not be effective in mitigating corrosion at locations where
the pipe surface is not wetted, i.e., on the sides and top of the pipe.

16.1.1.2 Condensation process

Once the flow regime is established to be stratified, the next step is to determine the
extent of water vapor condensation. Water vapor comes from the presence of liquid
water, together with hydrocarbons, in the reservoir. It can be assumed that the water
vapor, along with most of the hydrocarbon vapors (except the lighter end), is saturated
in the gas phase. The fluid’s pressure inevitably decreases as the fluids are produced
through the tubing and flow lines. The temperature also decreases along the pipe
due to heat exchange with the outside environment and to a lesser degree due to Joulee
Thomson effects.

The rate of water condensation is mainly dependent on the gradient of temperature
between the transported fluid and the outside environment. It is also very sensitive to
any pipeline characteristics that may affect the rate of heat transfer, such as thermal
insulation, concrete coating or pipe burial ratio, as well as the nature of the outside
environment (soil, air, sea, or river).

Once formed, the droplets can behave differently depending on the magnitude of
drag force caused by the gas flow and the nature of the steel surface. The droplets,
initially small, grow to reach a critical size and either fall to the bottom of the line
due to gravity forces, which is typical of low gas velocity, or slide along the pipe at
higher gas velocity. A thin, liquid film typically remains on the surface, and the
renewal of the droplets is governed by the rate of condensation.

16.1.1.3 Condensed water chemistry

The condensed water chemistry logically determines the corrosivity of the environ-
ment and the eventual formation of corrosion product layer. It is, therefore, essential
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to have a good understanding of the basic principles of the H2O/CO2/H2S system as
they pertain to condensed water.

The water phase present in any given oil and gas pipeline can come from either the
well formation itself (formation water) or the condensation of water vapor. On the one
hand, formation water typically contains elevated amounts of salts such as chloride,
sodium, and calcium ions. Acid gases dissolve in the formation water and determine
its pH, which is usually higher than 5.5e6.5 due to the buffering effect of high content
of bicarbonate. On the other hand, there is no salt in the condensed water. This makes
the pH of freshly condensed water very acidic, as will be discussed further.

The different chemical reactions involved in the H2O/CO2 system are well estab-
lished and can be found summarized in Chapter 7. Among the organic acids often pre-
sent in produced fluids, the most common and abundant are acetic acid, propionic, and
formic acids [3,4], which are all weak acids.

The presence of H2S in a growing number of fields considerably complicates the
situation, especially in terms of corrosion product and electrochemical reactions [5].
Both CO2 and H2S dissolve in water and decrease the pH to a comparable extent at
similar partial pressure. This is because compared to CO2 gas, H2S gas is about three
times more soluble in water but has a constant acidity of about four times lower than
for carbonic acid. Depending on the field, contents of CO2, H2S, and organic acid
range from 0.1 to 10 mol%, 5 to 5000 ppm, and 0 to 5000 ppm, respectively. Typical
operating pressure and temperature also range from 30 to 200 bars (435e2900 psi) and
from 5 to 100�C (41 to 212�F), respectively. Under these conditions, the pH of any
droplets of freshly condensed water can be expected to vary between 3 and 4.5 [6].
However, this is only the starting value of the pH, as it will rapidly change due to
the release of iron ions in solution through the corrosion process occurring on the steel
surface. This process will eventually lead to conditions that are favorable for the pre-
cipitation of corrosion products, a process also dependent on the rate of renewal of the
condensation rate.

Two main types of corrosion products can form in CO2/H2S/H2O/Fe
2þ systems,

namely iron carbonate (FeCO3) and iron sulfides (FexSy). Because no oxygen is
present in the produced fluids, iron oxides are ignored.

The iron carbonate precipitation reaction is written as follows:

FeðaqÞ
2þ þ CO3ðaqÞ

2�
#FeCO3ðsÞ

Thermodynamically, precipitation occurs once the saturation level

SFeCO3 ¼
½Fe2þ�½CO3

2��
Ksp;FeCO3

is above one. However, the rate of precipitation is strongly depen-

dent on temperature and the degree of supersaturation. Sun [7] suggested
expressions for the equilibrium constant Ksp,FeCO3 and the FeCO3 precipitation rates.
Organic acids have also been reported to affect the corrosion product layer character-
istics [8e10]. In general, iron carbonate layers provide effective protection against
CO2 corrosion, especially at high temperature, as long as their integrity is not
challenged by sudden changes in chemistry, mechanical damage, or changes in
operating conditions.
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For iron sulfide formation, although the chemical reactions describing sulfide chem-
istry are well known [7], the pathways for iron sulfide layer formation are still debated
[11e13]. The latest developments in the mechanism of FeS (mackinawite) formation
involve a rapid formation of a thin layer by “direct” reaction, where the Fe atom does
not leave the metal microstructure and reacts directly with the adsorbed H2S, followed
by a more standard precipitation reaction. As for FeCO3, precipitation of iron sulfides
only occurs if the saturation level is above unity.

The uncertainty related to the expressions for the equilibrium constants involved in
H2S aqueous chemistry is much more acute than with CO2 aqueous chemistry [7]. In
addition, several types and polymorphs of iron sulfides can be encountered, presenting
different characteristics and providing varying levels of resistance to corrosion. The
work by Smith [14] presents the most common forms of iron sulfides reported in
the industry: mackinawite, pyrrhotite, cubic FeS, and pyrite. They are described briefly
below:

• Mackinawite is a metastable form of FeS that forms quickly and is always present on the
metal surface.

• Pyrrhotite (Fe1�xS) is a more thermodynamically stable form of iron sulfide but suffers from
relatively slower kinetics of formation. It has also been reported to form from the transfor-
mation of mackinawite.

• Cubic FeS is a metastable form of iron sulfide. Its formation is mitigated by the presence of
foreign ions such as chloride ions. Condensed water environments are, therefore, more
favorable.

• The most stable form of iron sulfide is pyrite, which is often associated with high H2S partial
pressure.

16.1.1.4 Corrosion process

The main corrosion mechanisms of mild steel in sour and sweet environments are
reasonably well understood [15e25] and can naturally be applied directly to
condensing environments. This is presented in detail in Chapters 6 and 7, respectively.
However, the TLC environment holds some degree of specificity, especially as it
pertains to corrosion product formation. The next sections present a comprehensive re-
view of the current state of understanding related to CO2 and H2S systems, which are
treated separately due to their fundamental differences.

CO2 top of the line corrosion mechanisms
Research work related to TLC mechanisms in CO2 environments started in the early
nineties with the first systematic studies performed in small-scale setups [26,27] and
large-scale flow loops [28e32].

By direct reaction FeðsÞ þ H2SðadÞ/FeSðsÞ þ H2ðgÞ

By precipitation
FeðaqÞ

2þ þ HSðaqÞ� ��! ��
Ksp;mck

FeSðsÞ þ HðaqÞþ
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The first stage of TLC involves the wetting of the steel surface by freshly
condensed, and consequently quite “aggressive”, water. Initially, the uniform corro-
sion rate is high but decreases with time to relatively low average values due to the
release of ferrous ions in solution and the consequent increase in pH. At a certain point,
depending on the system temperature, saturation of FeCO3 is reached and precipitation
of the corrosion product layer occurs. FeCO3 layers can initially reach a relatively high
level of protectiveness leading to a decrease of the rate of release of ferrous ions. How-
ever, as this process takes place, the concentration of ferrous ions diminishes as new,
freshly condensed water, free of iron ions, continues to dilute the existing electrolyte.
The FeCO3 saturation level decreases and eventually leads to the dissolution of the
existing corrosion product layer and the exposition of bare steel surface. A steady state
eventually occurs when the concentration of ferrous ions and the pH reach a stable
value corresponding to a saturation level of FeCO3 approaching unity (or higher,
depending on the temperature). The addition of ferrous ions due to steel dissolution
is balanced by their dilution in the electrolyte through condensed water renewal.
This also means that the rate of top of the line corrosion cannot be zero as long as
the rate of water condensation is not zero. As the continuous source of fresh and acidic
condensed water affects the chemistry of the solution (pH, FeCO3 saturation level), the
protectiveness of the FeCO3 layer is constantly challenged. Very high water conden-
sation rates can theoretically prevent the formation of corrosion products altogether
and lead to high uniform corrosion. Very low condensation rates favor the formation
of a relatively protective FeCO3 layer, leading to a low, but nonnull, corrosion rate.

The acidity of the environment naturally affects this phenomenon. The higher the
partial pressure of CO2 or organic acid concentrations is, the higher the initial corrosion
rate will be. Weak acids also act as pH buffers and require higher content of ferrous ions
in solution to reach FeCO3 saturation. The kinetics of FeCO3 precipitation also depend
strongly on temperature. Lower gas temperatures (<40�C, 104�F) typically do not
favor FeCO3 precipitation, and the corrosion remains uniform with time with a low
rate. TLC issues, especially localized corrosion, are often experienced at higher temper-
atures (above 70�C, 158�F) with a more rapid formation of the FeCO3 layer.

The constant undermining of the integrity and protectiveness of the corrosion prod-
uct layer leads to the initiation and propagation of localized corrosion at the top of the
line. As mentioned earlier, the first few days of exposure to dewing conditions do not
often yield representative corrosion rates, as the corrosion product layer needs time to
form. Once this initial stage has passed, small breakdowns generally form on the sur-
face of the FeCO3 layer. They often display specific characteristics, with a top layer
comprised of tightly packed crystals of FeCO3 and a macroscopically amorphous
phase, identified as Fe3C, present inside these breakdowns (Fig. 16.1).

A cross-section analysis of the specimen reveals that the location of the breakdown
relates clearly to the occurrence of localized attack and that the localized features involve
a much wider area than the size of the layer breakdown implies. A thick FeCO3 layer
covers the sides of the “pit,” whereas the bottom of the feature is flat-bottomed and
partially covered with iron carbide. The feature is, in general, relatively empty, which
is typical of a mesa-type localized attack. The localized features grow in depth but
also laterally, underneath the already formed surface FeCO3 layer (Figs. 16.2 and 16.3).
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Undermining and consequent collapse of large portions of the FeCO3 layer can
clearly be seen. However, the localized features do not remain “active” throughout
the exposure to the corrosive environment. If they become deep enough, the local
chemistry within narrow localized features may favor the formation of a protective
corrosion product layer. Because the flux of iron dissolution needs to be sustained,
another location on the steel surface would become active and experience localized
corrosion.

Front view of a localized feature x50 Details of a localized feature x200 

FeCO3 crystals x1500 Fe3C x500 

Figure 16.1 Corrosion product layer and associated breakdowns [45].

Large localized corrosion feature X33 

FeCO3

Fe3C 

Figure 16.2 Cross section analysis e Morphology of large localized features [45].
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Depending on the water condensation rate and the corrosivity of the environment,
the localized corrosion rates can be very high, often reaching 5e10 mm/year
(Fig. 16.4). It is important to stress that this high rate is not driven by galvanic coupling
between the corrosion product covered surface and the exposed localized corrosion
features. It is rather driven by the specific chemistry of the condensed water and the
effort to maintain the level of FeCO3 saturation. Nevertheless, galvanic corrosion
cannot be completely ruled out, especially in the early stages of pit formation. How-
ever, the localized corrosion rates at the top of the line are very similar to bare metal
corrosion rates and do not require the use of galvanic coupling argument. The extent of
the localized corrosion rate is consequently dependent on the concentration of organic
acid specifically, and on the overall corrosivity of the electrolyte in general. The com-
plex interaction of environmental parameters should preclude the use of restrictive
threshold values, often utilized throughout the industry as engineering guidelines.
Instead, a solid understanding of the mechanisms should always go hand in hand
with practical field experience.

A fairly large amount of experimental work has been done on sweet TLC using a
number of test setups especially designed for dewing conditions simulation [34]. A
parametric study was performed by Zhang [31] and Singer [32] in 400ID flow loops,
looking at the effect of the most influencing parameters on which the severity of the
corrosion attack, namely the condensation rate, the gas temperature, the gas flow
rate, the CO2 partial pressure, and the presence of organic acid. These sets of experi-
ments, as well as other studies done through a wide array of experimental setups
[27e30,33,34], have helped greatly in building the current state of understanding on
TLC mechanisms in CO2 dominated environments. Here the term “CO2 dominated”
is used to describe an environment that leads to the formation of metal carbonate corro-
sion products, as opposed to metal sulfide.

The influence of mono-ethylene-glycol (MEG) or pH control was also investigated
[35e42]. MEG is typically used to prevent hydrate formation, mainly by decreasing

3D profile before removal of the corrosion
product layer

3D profile before removal of the corrosion
product layer

Figure 16.3 Localized corrosion features growth underneath FeCO3 layer. T ¼ 70�C (158�F),
WL X65, WCR ¼ 1 mL/m2 s, exposure time ¼ 21 days [45].
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the water vapor pressure. MEG consequently has a direct effect on TLC by decreasing
the water condensation rate. The effect is only significant when large concentrations of
MEG are used (above 50 wt%). The presence of MEG also decreases the CO2 corro-
sion rate, but it is debated how much can actually condense together with water
because the MEG vapor pressure is much lower. pH control is also a very common
method used to control the bottom of the line corrosion rate by injecting a base in
the bulk aqueous phase. The bulk pH, however, has little influence on the acidity of
the condensed water because it is mainly defined by the CO2 content. Nevertheless,
this method can be used to limit the concentration of undissociated acetic acid present
in the bulk liquid phase, as it is pH dependent. This, in turn, limits the concentration of
organic acids available for evaporation and, consequently, in the condensed water.

The possible role of hydrocarbon condensate [43] was also investigated in
small-scale setup. This topic is an important aspect of TLC mechanism since it
is expected that, in the field, light hydrocarbons (heptane, hexane, etc.) can
co-condense at a rate 5e10 times higher than water. The experimental study showed
that the presence of hydrocarbon influences the surface wetting characteristics and

mm

0
–0.1
–0.2
–0.3
–0.4
–0.5
–0.6
–0.7
–0.8
–0.9

–1
–1.1

(mm)

0

–0.2

–0.4

–0.6

–0.8

–1

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Path length - I

Main view Surface profile view

Depth profile along the line

(cm)

D
ep

th
 - 

z

Figure 16.4 Surface profile analysis. T ¼ 65�C (149�F), API 5L X65, WCR ¼ 0.8e1
mL/m2 s, pCO2 ¼ 2 bars (29 psi), exposure time ¼ 21 days [45].
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segregated water droplets. However, the hydrophilicity of the steel surface seemed to
guarantee water wetting on some parts of the exposed steel, and the resulting corrosion
rates were similar to hydrocarbon-free systems.

The occurrence and characterization of localized corrosion have been somewhat
less investigated, mostly due to the inherent complexity of the experimental procedure
[44e46]. Amri [47,48] completed a comprehensive study looking at the influence of
organic acid on localized corrosion propagation and developed a conceptual model of
pit growth and annihilation. The authors mentioned that their findings could be applied
to TLC and explain corrosion stabilization often observed in field environments [49].

H2S top of the line corrosion mechanisms
The mechanisms of H2S TLC are not as well investigated as their CO2 counterparts.
This is also true as it pertains to “standard” sweet or sour corrosion [50]. The control-
ling parameters appear to be different, but these differences are mostly due to the
inherent characteristics of each type of corrosion, especially with regard to the types
of corrosion products that can form.

In general, sour TLC is not as severe in terms of corrosion rate as sweet TLC. The
presence of H2S, even small amounts [51e55], often leads to a rapid and significant
reduction of the CO2 corrosion rate due to the prompt formation of a very thin mack-
inawite layer in the steel surface [54e56]. Depending on the conditions, different types
of FeS can be formed (mackinawite, cubic FeS, and troilite) some being more thermo-
dynamically stable or more protective than others. Experimental studies often showed
the presence of two distinct layers: a thin and dense inner layer and a porous and thick
outer layer [57]. As in sweet environments, the severity of TLC is directly linked to the
properties of the corrosion product layers. Determining whether FeS or FeCO3 precip-
itates is, therefore, of prime importance for TLC predictions. This is, however, quite
difficult to predict [53,58,59].

Overall, sour TLC is still caused by the condensation of water vapor, but the effect of
common controlling parameters is different compared to sweet systems. Only uniform
corrosion is experienced in most cases, and higher rates are expected at lower gas tem-
peratures [60,61], although these rates remain fairly low and relatively constant over
time. As a result, the water condensation rate generally has little effect on the corrosion
attack. The gas temperature thus becomes the key factor, as it directly affects the type
and protectiveness of the formed iron sulfide. Being much less soluble than FeCO3, the
different types of FeS that can be encountered are stable at a pH typically encountered
in condensing conditions. Therefore, the constant renewal of the condensed water does
not undermine the protectiveness of the formed layer, whereas the presence of acetic
acid seems to trigger the occurrence of localized corrosion in the form of small pits
[55,61,62], though the penetration rate is similar to the general corrosion rate.

Even if the partial pressure reaches several bars [57], the H2S content does not seem
to have a strong effect on TLC rates as long as the integrity of the FeS layer is not chal-
lenged and that the surface is fully covered. However, more recent work investigating
the presence of trace amounts of H2S shows that even these trace amounts seem to
trigger the occurrence of localized corrosion with rates approaching several mm/
year [63].
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16.2 Review of field experience in sweet and sour
environments

Valuable information has also been published related to actual TLC field cases. Most
of the well-documented cases are related to sweet fields. The first report of a CO2-
dominated TLC case was made by Gunaltun [64] regarding an onshore pipeline in
Indonesia (CO2 content of 4.7 mol%, total pressure of 90 bars (1305 psi), inlet temper-
ature of 80�C (176�F)). This case is of particular importance because it underlines the
effect of water condensation and identifies this as the main controlling parameter. In-
line inspection (ILI) indicated that three locations along the flowline experienced
extensive internal corrosion on the upper side of the pipe. These locations correlated
strongly with zones where the pipe was crossing a river delta, being alternately buried
and in contact with the flowing water. The resulting change in local heat transfer, and
consequently water condensation rate, was identified as the main driving force of
corrosion. The data collected enabled the identification of a critical condensation
rate, below which TLC was considered to be manageable. This threshold value was
set initially at 0.25 mL/m2/s but was later reduced to 0.025 mL/m2/s in case organic
acid was present in the brine in large concentrations (above 2500 ppm) [65]. This
threshold value was presented as a helpful design tool [66], but care should be taken
when using it under different field conditions.

A large network of offshore pipelines off the coast of Thailand [67e72] has offered a
new and very well-documented set of information containing both operating conditions
and inspection data. Considering that the inlet fluid temperature could reach 90�C
(194�F), very high water condensation rates occurred at the beginning of the lines,
which were only partially buried. Severe TLC, with features as deep as 30%e60% of
the original wall thickness, was detected in the first 500 m of the line, leading to poten-
tial derating of the pipe or replacement of entire sections. The severity of the corrosion
attack decreased as the fluid temperature and the water condensation slowly decreased.

The notion of “cold spot” corrosion was introduced [71] to describe a case where
the thermal insulation or coating is locally damaged, leading to a high rate of conden-
sation. This was defined as the “worst case” TLC scenario, difficult to predict and
ultimately leading to pipeline failure.

Consecutive ILI results showing no progress in localized corrosion features over
time [43] seem to indicate that TLC stabilized after an initial high rate of metal loss.
However, the same decrease in the severity of the corrosion attack could also be related
in some cases to the overall decrease of the aggressiveness of the environment as the
field ages. This point remains quite important as it could impact the design of the
pipeline.

Sour TLC does not appear to be a common issue [73,74]. Only a few well-
documented sour TLC field failures have been described in the literature
[57,75e79]. In all cases, the flow regime was stratified with relatively low fluid veloc-
ities, and the temperature was always below 50�C. Under these conditions, the water
condensation rate is not expected to be very high. Nevertheless, TLC features and pipe
leakage were identified. It is, however, important to mention that methanol injection
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was often used in these cases and that possible associated ingress of oxygen could have
been determined to be a contributing factor with the formation of elemental sulfur.

16.3 Knowledge gaps

Although many significant improvements have been made in the understanding of
corrosion mechanisms, especially in sweet TLC, some crucial aspects are still not
well defined, especially in terms of corrosion assessment and management. This sec-
tion aims at highlighting these concerns.

16.3.1 Gaps in the understanding

16.3.1.1 Localized corrosion and TLC stabilization

Sweet TLC is thought to be a “uniform” localized corrosion phenomenon instead of a
purely pitting-dominated process. The localized aspect is explained by the fact that the
corrosion attack is restricted to the top of the pipe, whereas the “uniform” qualification
of the attack is supported by the large size of the features and the extent of the corro-
sion rate, which never surpasses the “layer free” rate.

In this sense, the penetration rate is driven by the corrosivity of the environment and
the water condensation rate and is not particularly affected by any galvanic coupling
between bare steel and layer-covered areas of the steel surface. Consequently, if a
given pipeline is subject to TLC, metal loss is expected to occur continuously over
the production life, assuming that the operating conditions do not change dramatically
and that no successful mitigation method is implemented.

However, some evidence collected through multiple, consecutive in-line inspec-
tions seem to indicate that the TLC rate, although initially high, decreases with time
and eventually stabilizes a fairly low value. This is indicated by the observation that
TLC features do not appear to progress in depth after a certain time. If correct, this
behavior would have strong implications for the design of new pipelines because
added corrosion allowance would represent a relatively simple and efficient TLC man-
agement method. As mentioned earlier, some experimental work has been performed
to explain how the conditions at the bottom of a pit become less corrosive as localized
corrosion progresses [47,48]. This could explain why some TLC localized features
may cease to progress in depth after a period of time.

However, the constant renewal of the condensed water dictates that a corresponding
Fe2þ release must be maintained at the same time. Existing TLC features may then
grow in width rather than in depth, and new features may be initiated. This would
explain the wide and open characteristics of typical TLC features. However, once these
pits become wide enough, the mass transfer limitations associated with TLC stabiliza-
tion do not hold anymore.

Consequently, actual stabilization of TLC features, i.e., significant slowing of the
wall thickness loss rate over time, cannot be fully explained theoretically. Validation
of this phenomenon with actual field data is also challenging, as the lack of accuracy of
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most ILI results leaves a lot of room for interpretation [43,65,67], especially when the
variation of production conditions is taken into account. The experimental validation
of TLC stabilization is also problematic, as it would require a very long testing time.

16.3.1.2 Hydrocarbon/water co-condensation

In real field conditions, the rate of hydrocarbon condensation is expected to be at least
an order of magnitude higher than the rate of water condensation. In this environment,
issues related to water wetting of the pipe become extremely relevant.

Most of the experimental work performed so far completely ignores the presence of
light hydrocarbons, and only one study has been performed looking at the effect of
hexane and decane [80,81]. The results of this study confirmed the tendency of liquid
water to wet the steel surface in the presence of light liquid hydrocarbons. This is also
validated by field experience showing that corrosion actually occurs in co-
condensation environments.

However, the experimental data also highlighted that, although areas of the steel
wetted by water did corrode at expected rates, areas wetted by hydrocarbon did not.
The alternation of wetting conditions over time and their effect on overall corrosion
severity has not been well characterized until now. Again, pipelines do corrode due
to TLC, so there is no doubt liquid water eventually finds a way to wet the steel surface.
The extent of the corrosion attack may not be fully understood, and therefore corrosion
prediction by existing TLC models that do not take the presence of hydrocarbons into
account may lack accuracy [70].

16.3.1.3 Sour TLC

The underlying mechanisms of sour corrosion and sour TLC are obviously identical.
Beyond the specificity of a condensing scenario, both types of corrosion share the
same fundamental chemical and electrochemical reactions and the same overall corro-
sion product characteristics. They also suffer from the same uncertainties related to the
overall corrosion mechanisms and, more specifically, to the kinetics of corrosion reac-
tions, the kinetics of corrosion products formation and transformation, and initiation
and propagation of localized corrosion. In this sense, sour TLC inevitably lags behind
the slow progress of sour corrosion understanding [82e85]. It also suffers from a rela-
tive lack of interest when compared to its sweet counterpart as actual field cases of sour
TLC are relatively rare and not usually well documented.

In general, sour TLC seems to occur at low temperature, when the corrosion product
layer is less protective. However, field experience is neither coherent nor conclusive on
this aspect, as sour TLC does not systematically happen whenever the fluid tempera-
ture falls below a certain critical value. Also, no strong correlation could be found be-
tween the water condensation rate and the extent of corrosion. The influence of
operating parameters on the characteristics and protectiveness of formed corrosion
products is definitely key in determining the extent of uniform corrosion and the occur-
rence of localized corrosion. By itself, this topic is vast and complex.
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As it pertains to TLC, most of the reported cases involve the injection of hydrate
preventers such as methanol and monoethylene glycol (MEG) [75e77]. The chemistry
of H2O/H2S/CO2/MeOH or MEG systems and the associated formation thiols or
dithiols [86] deserves further investigation. In addition, the effect of potential ingress
of oxygen and the formation of elemental sulfur could also be key in understanding the
underlying mechanism behind reported sour TLC pipe failure.

Overall, severe sour TLC is a rare event compared to sweet TLC [74]. The reasons
behind this have not been fully elucidated. The low solubility of FeS corrosion product
layers in water and their high protectiveness against corrosion must play a key role in
the understanding of sour TLC.

16.3.2 Uncertainty related to mitigation principles
and applications

Effective mitigation of TLC is a difficult process, as most commonly used methods,
such as continuous injection of inhibitors, do not guarantee any protection at the top
of the line, especially if the flow regime is stratified. To be successful, TLC inhibition
requires that the inhibitor contact the steel surface on the entire inner pipe
circumference.

Periodic batch treatment can ensure proper TLC mitigation but the selection of the
correct application frequency is quite a challenge as well. The key to address this issue
is to determine the inhibitor persistency. This can be done by performing laboratory
testing in simulated field conditions or by conducting frequent ILI runs. However,
the implementation of this method is costly in terms of both direct cost and production
loss.

16.3.2.1 Volatile inhibition

Continuous injection of inhibitor is often the preferred solution for operators due to the
low cost and relative ease of application. Typical surfactants included in inhibitor
packages are long chain molecules that are effective in developing strong bonds
with the metal surface and insulating it from the surrounding bulk water phase. How-
ever, these molecules are not typically volatile and are not present at the top part of the
pipe unless they are physically transported there via droplet transport or nonstratified
flow.

The search for inhibitors that retain sufficient inhibitive properties (usually held by
long chain molecules) and present superior volatility (more common for smaller mol-
ecules) is of strong interest for the industry. However, this search has so far proven
elusive, and only limited success has been achieved in the development and use of vol-
atile corrosion inhibitor (VCI) in the field [87]. VCI is not a new concept. It is
commonly used in the packaging industry, and attempts have been made, although
only recently, to expand its domain of validity to multiphase flow systems [88e91].
Most current VCIs are made of complex mixtures of imidazoline salts and light
amines. Their inhibition effectiveness obviously depends on their chemical structure,
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the characteristics of the metal surface, the operating conditions, and the environments
they are exposed too.

In order to select effective molecules, a “trial and error” approach is still much more
common than a systematic theoretical approach. Fundamental investigations of the
type of adsorption (either physical or chemical) and of the adsorption/desorption ki-
netics are not often performed, which greatly limits the validity domain of this type
of mitigation method and, more importantly, the confidence that operators may have
in the VCIs effectiveness in specific environments.

As pertains to TLC, recent efforts have been made in this direction [92], looking at
the adsorption mechanism of amines (used as single components rather than part of a
package). The low TLC inhibition reported and the lack of filming properties of the
molecules tested highlight the gap in understanding between fundamental mechanism
and field application. In addition, the influence of the steel surface characteristics
(roughness, scale, presence of oxide or other corrosion product layers) on the effi-
ciency of the volatile inhibitors has not been studied at all.

16.3.2.2 Foam matrix

The use of a foam matrix as an alternative to batch treatment has been proposed to
physically transport the inhibitor to all parts of a pipeline potentially suffering from
TLC. The main advantage of this method is that its application would not require
any significant reduction in production rates, as is the case for batch treatment. The
foam matrix concept relies on injected inhibitor liquids being carried with the foam
slug along the line with the gas flow. The foam carrier would provide homogeneous
delivery of the inhibitor through the pipe, which would then form a protective film
all over the internal pipeline surface.

A “proof of concept” validation of this novel TLC mitigation method was success-
fully conducted in a small-scale laboratory setup consisting of a foaming cell and a
corrosion cell used to simulate intermittent contact between the foam and the steel sur-
face [93]. The TLC rate was reduced effectively by periodic treatment using the foam
containing a tall oil fatty acid (TOFA)/diethylenetriamine (DETA) imidazoline corro-
sion inhibitor. Further validation was performed in a large scale flow loop to enable a
more realistic simulation of the corrosive environments as well as the flow conditions
typically encountered in the field [94]. Similar results were obtained, but the inhibition
persistency was estimated between 3 and 20 h, depending on the inhibitor selected.

Although the use of a foam matrix to transport corrosion inhibitor to the top of the
line appears to be a very promising technique, several challenges still need to be over-
come before considering deployment in the field environment. Chemical compatibility
with liquid hydrocarbons needs to be investigated, as the integrity of the foam matrix is
likely to be strongly affected. Optimization of the type and concentration of corrosion
inhibitor also needs to be addressed. Finally, considering an application in the field, the
properties of the selected foaming agent need to be carefully studied in order to ensure
that the foam matrix forms and remains as a plug for the first few hundred meters of
line but disintegrates further along the line, thus avoiding issues with processing
facilities.
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16.3.2.3 Droplet transport

The atomization of liquid droplets can represent an effective means of transporting in-
hibitor through the vapor phase and combat TLC. Ensuring that droplets of inhibited
fluids do reach the top of the pipe requires the correct sets of gas and liquid velocities,
fluids density, and pipe geometry. Droplet deposition by itself may also not be enough
to inhibit TLC, as it will have to “compete” against the water and hydrocarbon conden-
sation rate, which would dilute the inhibitor concentration. Defining the onset of
droplet deposition depending on operating parameters would constitute a useful tool
that could help in the design and operation of wet gas pipelines. Recent efforts have
been made to improve prediction of droplet transport in pipelines [95] and to link it
to TLC mitigation applications [96].

16.3.3 TLC prediction

Compared to other types of corrosion, efforts to model and predict TLC have been
relatively successful, especially in sweet environments. This is due to the simpler
chemistry of condensed water, which leaves less room for assumptions both in terms
of modeling and field data collection. An extensive effort to develop methodology for
comparison between field data and model prediction has been undertaken, raising the
operator confidence in using TLC prediction software for failure analysis and design.
However, a number of uncertainties still remain, as models are just a representation of
the current state in the understanding of mechanisms. The description of the modeling
approaches developed for TLC is presented in Chapter 29.

16.4 Discussion on the corrosion trends to close gaps

Since much progress in the understanding of mechanisms has been achieved, the focus
of new developments in the area of TLC is driven mostly by the need to improve and
validate methods to predict and effectively mitigate corrosion. TLC prediction is
covered in Chapter 29, and this section focuses on mitigation methods. On the labora-
tory side, there is a strong interest and need in developing standard methodology for
corrosion testing and inhibitor evaluation in condensing conditions. On the field oper-
ation side, a number of TLC mitigation options that have been proposed to ensure that
pipeline integrity still requires optimization.

16.4.1 Development of testing methodology for TLC
assessment

16.4.1.1 Laboratory testing setups

Over the past 20 years or so, many experimental setups have been proposed to study
corrosion under dewing conditions [97]. Typical CO2 TLC setups involve low-
pressure glassware under stagnant or low flow conditions [6,27,80], high pressure
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autoclave systems [26,34,98], and large scale flow loops [30,32,99]. Sour TLC has
also been investigated using similar setups, although the use of cracking resistant al-
loys is often required [57,61,100].

Each system holds its own set of advantages and drawbacks, but it is recognized
that the proper simulation of the condensing conditions (i.e., condensation rate and sur-
face wetting) is key in developing accurate and representative experimental system. It
is also important to recognize that specific field conditions cannot entirely be repro-
duced in any laboratory setup. However, the desired outcome of most experimental
study does not require exact reproduction of field conditions. If the study focuses on
mechanisms, a simplified setup is often pursued where single operating parameters
can be investigated separately. High-pressure and flow loop setups tend to reproduce
field operating conditions more accurately but are also far more difficult to control.
Proper interpretation of the results is always necessary in order to understand how
experimental data and trends can be extended to field conditions. Consequently, the
multitude of laboratory systems used to characterize TLC can become cumbersome
in terms of interpretation of results obtained using different methods. This is especially
true when it comes to validation of VCIs.

16.4.1.2 Toward a standard for volatile inhibition evaluation

Several experimental setups have been developed with the sole objective of evaluating
the performance of VCIs [88,91,92,101,102]. The measured inhibition efficiency has
enormous importance on the selection of inhibitors for field application and on the
management of inhibition programs. It is important, therefore, that the experimental
method influences the outcome of the test as little as possible. Standardization is an
effective method to ensure that all tests are run following the same methodology
and that the results can be compared. However, the adopted standard must be relevant
and represent accurately the problem at hand. The only existing standard for VCI
testing was developed for the packaging industry [103] and is not practical when it
comes to TLC studies.

16.4.2 Design of multiphase pipelines

Most of the underlying mechanisms related to CO2-dominated TLC have been eluci-
dated in laboratory environment and are backed to some degree by extensive field
experience. However, design of new pipelines still relies on the operator’s in-house
knowledge and on a set of guidelines specific to each company. Gunaltun presented
a comprehensive review of the best TLC management practices [49] and stated that
“there are still questions about the availability of sufficient know how, adequate spec-
ification and standards, and reliable prediction, corrosion control and monitoring sys-
tems.” This section presents a summary of these technical “best practices”. It is also
important to stress that this summary applies to sweet environments, as sour TLC
remains a rare event.

400 Trends in Oil and Gas Corrosion Research and Technologies



16.4.2.1 CRA, cladded pipe, and internal coating

The most obvious way to combat internal corrosion in general and TLC in particular is
by using corrosion resistant alloy (CRA), cladded pipe, or internal coating. If applied
to the entire length of the pipe, this option can also be the most expensive and is, there-
fore, seldom applicable. However, cladded pipe would be used along the first few hun-
dred meters of pipe where the fluid is the hottest and when high water condensation
rate and TLC rates are expected. The cladded section is purposely not thermally insu-
lated in order to ensure maximum heat exchange and rapid decrease in the fluid tem-
perature. The length of the cladded section is determined using flow assurance and
TLC prediction models to ascertain the temperature, water condensation rate, and
TLC rate profiles. Several corrosion concerns exist at the CRA/CS (carbon steel) tran-
sition. First, care must be taken to avoid galvanic coupling. Second, issues related to
the so-called “hungry water” could also appear as rivulets of condensed water, coming
from the cladded section and transitioning to the CS section, and are free of corrosion
products and so very corrosive [104]. This condition is not TLC per se but is a direct
consequence of the condensation of water in the cladded section. It is also difficult to
mitigate without clever design of the CRA/CS.

16.4.2.2 Corrosion allowance

If the use of CRA is not an option, enough corrosion allowance needs to be considered
during the design phase. Gunaltun proposed a minimum corrosion allowance of
10e12 mm for the warmest sections of the pipeline (above 50�C, 122�F), which
can be reduced to 6e8 mm for colder sections [49]. The use of proper heat insulation
could also reduce these values accordingly. These specifications are made based on
field experience and also counting on TLC stabilization, which is “also the most
controversial aspect in the TLC mechanism” [49]. Rather than using fixed corrosion
allowance derived from a limited number of field cases, another approach is to use
available TLC prediction models in order to calculate the expected metal loss during
the operating life of the field.

16.4.2.3 Thermal insulation and pipe burial

The application of thermal insulation (typically polyurethane elastomers or polypro-
pylene) can be used to reduce the water condensation rate. Full pipe burial is even
more effective in ensuring low heat exchange with the outside environment. These
methods, if applied well, can reduce the TLC rate considerably, but the fluids flowing
inside the pipe can remain hot all along the insulated section, prohibiting any interrup-
tion in thermal insulation or pipe burial that could lead to cold spots. It is important to
stress that partial pipe burial yields no benefit in terms of TLC. In addition, antiexternal
corrosion coating such as three layer polypropylene (3LPP) and concrete weight
coating cannot be considered effective thermal insulation as they are either too thin
(3LPP) or have too high a thermal conductivity (concrete). The proper U-value of
thermal insulation can be determined using fluid flow and TLC simulations.
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16.4.2.4 Corrosion inhibition via chemical means

Chemical inhibition of TLC can be achieved, at least partially, with pH control, MEG
injection, or volatile corrosion inhibition.

pH control involves the use of a nonvolatile base, most often methyl diethanol-
amine (MDEA), to neutralize organic acids present in the bulk aqueous phase. These
acids dissociate into their ionic conjugate base and cannot evaporate anymore. How-
ever, this has no effect on standard CO2 TLC as the acid gas content in the condensed
water is not affected by the pH of the bulk liquid solution. Care must be taken to select
the proper base dosage for this method, which only has practical applications at low
produced water flow rate because scaling issues must also be avoided.

Similarly, the use of MEG can be used in wet gas lines to decrease the water
condensation rate. As mentioned earlier, the presence of MEG in the condensed water
in any substantial amount is doubtful in typical operating conditions. A significant
effect is seen at MEG content above 70 wt% which, again, limits its application to
systems with low water flow rates. The proper MEG injection flow rates are selected
using flow assurance tools and TLC prediction models.

The use of VCI is probably the inhibition technique generating the most interest
today due to its ease of application and its relatively low cost compared to other tradi-
tional techniques. However, evaluation of the efficiency of VCIs in laboratory and field
environments has rarely exceeded 70%. The key challenge is to develop the right
molecules or package of molecules “light” enough to evaporate and capable of high
corrosion inhibition efficiency. Other requirements must also be taken into account,
such as solubility in the hydrocarbon and water phases, compatibility with other
chemicals used in oil and gas production, environmental friendliness, and health
and safety. Once these challenges are overcome, VCI continuous injection could
become the most practical and cost-effective TLC control system.

Finally, most current gas fields with high TLC risk operate with periodic batch treat-
ment: a plug of fluid containing high inhibitor content is periodically pushed through
the pipeline system between two pigs. A similar method involves the use of a specially
designed spraying device [43]. This technique does not require the use of VCI, as it
directly provides a means for the inhibitor to reach the top of the line. The line
obviously has to be pig-able and the batch treatment must be carefully calibrated by
evaluating the inhibitor persistency, because the inhibitor film will tend to desorb
from the metal surface between two batch treatments, as pure condensed water
continuously condenses.

16.4.2.5 Monitoring (corrosion probe and intelligent pigging)

Monitoring is a very important aspect of any corrosion management plan. As pertains
to TLC, a number of tools exist to monitor corrosion in the field but the search for an
accurate and practical tool has proven to be elusive. Common ILIs involve monitoring
devices mounted on “smart” inspection pigs. Although pigging does not require a
complete halt in production, it still involves slow down and consequent loss of
revenue. Magnetic flux leakage (MFL) and ultrasonic testing (UT) are the two main
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techniques currently used [43,65,69]. MFL detects pipeline defects through magneti-
zation of the ferrous metal, and UT is based on measuring the ultrasonic signal prop-
agated through the pipe wall.

Newer and possibly more appropriate monitoring methods are also available.
Among them, field signature method (FSM) is very promising for TLC applications.
FSM is a stationary and current-based method of internal corrosion monitoring. If posi-
tioned optimally, it could prove quite useful for TLC.

Other, much less expensive methods involve the use of electrical resistance or
weight loss probes installed at specific locations in order to monitor the corrosion.
The probes are cooled artificially to simulate condensing conditions. As with FSM,
the relevance of the results is highly dependent on the location of the measurements
[87]. Comparatively, the use of electric-chemical probes such as linear polarization
resistance can be problematic in condensing environments due to the low conductivity
of the electrolyte.

16.5 Conclusions

More than 40 years after it was first encountered, TLC remains a serious asset integrity
concern for many oil and gas producers. The understanding of the mechanisms
involved in TLC has improved tremendously, especially in CO2-dominated condi-
tions, and operators now have access to a set of tools and methods to effectively
manage TLC risks in wet gas pipelines. However, the effects of several factors,
such as the presence of H2S, on TLC are still not fully understood. More importantly,
more work is needed to develop a cost-effective technique to mitigate TLC using
corrosion inhibitors. Sharing of field experience and strong collaboration between
research and operation remain critical to any progress in this area.
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Corrosion under insulation 17
Neil Wilds
Sherwin-Williams, Bolton, United Kingdom

17.1 Introduction

Corrosion under insulation (CUI) is one of the costliest problems facing the oil and gas
industry today. According to many corrosion engineers, problems such as major equip-
ment stoppages unexpected maintenance costs stemming from CUI result in more un-
planned downtime than all other causes. In the 1950s there were reports of incidences
of CUI, but it was not until the 1980s that there was an increased effort to mitigate CUI.
Today it is a widespread problem in the oil and gas industry counting for as much as
80% of all pipe maintenance costs. As an example a study carried out between 1999
and 2001 detailed the direct cost of corrosion in the United States was estimated to be
$276 billion dollars a year, i.e., about 3% of the gross domestic product. $121 billion
dollars was spent on preventing corrosion, and 88.3% was spent on organic coatings.
How many of these figures were exclusively related to upstream and transmission sec-
tors was not quantified but is expected to be substantial. The use of coatings under
insulation as part of a thermal insulation system has been shown to be a good solution
to mitigate CUI. A very aggressive corrosive environment can occur under the insula-
tion, but the installed insulation will hide the onset of corrosion, and the damage might
not be discovered until serious event occurs, potentially causing injury or even a fatal-
ity. Because inspection or nondestructive onstream examination is difficult and almost
as costly as in situ repainting of the pipes in the field, very high demands are set for the
coatings.

In oil and gas production, areas such as steel piping, storage tanks, container ves-
sels, and other process equipment are all subject to a variety of temperature fluctua-
tions. Thermal insulation installed onto the pipe or vessel mitigates these effects.
However, the occurrence of seams and gaps, inadequate system design or incorrect
installation, damages resulting from poor maintenance practices, or other discontinu-
ities in the insulation system makes them susceptible to ingress of water and contam-
inants. Sources of water can include rainfall, cooling tower drift, steam discharge,
wash downs, and, because insulation is not vapor tight, condensation. Once wet, the
insulation system’s weather barriers and sealants trap the water inside, so the insulation
remains moist for extended periods of time creating a very aggressive corrosive
environment.

Typical types of insulation may be calcium silicate, expanded perlite, man-made
mineral fibers, cellular glass, organic foams, or ceramic fiber. Depending on the
type of insulation employed, this will vary in its water retention, permeability, and
wettability characteristics. The real issue is that the insulation and cladding hides
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the protective coating system that is protecting the steel substrate. Inspection ports,
which provide less than 1% visibility to the metal surface, are not likely to be repre-
sentative of the whole asset. Removal of insulation is usually a last resort because
of cost and is typically performed only on a 15e20 year cycle. Therefore with no
full removal of the thermal insulation for metal surface inspection, over time the
coating system that was intended to protect the asset against corrosion can prematurely
fail. It is therefore often likely for a maintenance engineer to come along, and during
removal of insulation, to complete a minor repair job and likely to unearth a degree of
corrosion that represents a bigger problem.

CUI not only affects carbon steel (CS) but also has a damaging effect on austenitic
and duplex stainless steel (SS) substrates. In CS, CUI occurs in piping or equipment
with a skin temperature in the range of �4 to 150�C (25e302�F) [1], where the metal
is exposed to moisture over a period of time under any kind of insulation. The rate of
corrosion varies with the specific contaminants in the moisture and the temperature of
the steel surface. Waterborne chlorides and sulfates concentrate on the CS surface as
the water evaporates.

In austenitic and duplex SSs, a phenomenon called external stress corrosion
cracking (ESCC) occurs, but the temperature threshold is higherdbetween 50 and
150�C (120e302�F) [1]. For ESCC to develop, sufficient tensile stress (residual or
applied) must be present. Here again, waterborne chlorides concentrate on the SS
hot surfaces as water evaporates.

17.2 Examples of CUI failures

The first case [2] was a failure of an ethylene vapor line as shown in Fig. 17.1(a)e(c).
The original engineering specifications of the plant reported that the line was operating
at �24�C (�12�F). During inspection surveys, this was considered as high risk. How-
ever, after investigation, it became apparent that this operating temperature was only

Leak location

(a) (b) (c)

Figure 17.1 (a) Location of the leak, (b) corrosion of the vent line at 1400 branch connection,
(c) corrosion of the vent line at 1400 branch connection.
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correct when the pressure control valve was open and flowing. The normal operation
of the valve was to be in the closed position, creating a stagnant leg with no flow.
Therefore in reality the typical temperature of the line was only slightly below ambient.
On removing the insulation at the location of the leak, it was found that the corrosion
extended beyond the area of the leak and traveled further down the pipe back to a 14-
inch line. On further inspection and removal of insulation the CUI issues were found to
be more prevalent.

The second example (Fig. 17.2) was a storage tank that contained hot asphalt. Dur-
ing a heavy storm, its cladding and insulation were blown away, revealing extensive
corrosion that had not been anticipated because no external evidence had been
observed. There were areas of very significant metal loss after only 14 yearsdlikely
requiring a total replacement of the tank.

The third example is shown in Fig. 17.3 illustrating a pipe coated with inorganic
zinc (IOZ)erich primer that had been under insulation running at less than 93�C
(200�F). The worst part of the corrosion was found in temperatures between 71 and
82�C (160e180�F). The key issue in this case was the incorrect specification of
IOZ silicate for use in this temperature range under insulation.

The images in Fig. 17.4 show other typical examples that have been seen in oil and
gas facilities during inspections. In all cases the corrosion was found at a late stage and
had progressed to a point that in one case resulted in shut down and replacement of the
steel.

17.3 Current understanding and industry knowledge

17.3.1 Mechanism of corrosion under insulation

CUI of CS is essentially an electrochemical reaction that consists of an oxidation re-
action and a reduction reaction. Most metals and alloys prefer the ionic state rather

Figure 17.2 Corrosion under insulation on Naptha tank.
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than remain in an elemental state. An oxidation reaction is where the metal atoms give
up electrons and enter an ionic state. The site at which an oxidation reaction occurs is
the anode. The two common iron oxidation reactions are

Fe ¼ Fe2þ þ 2e� and Fe ¼ Fe3þ þ 3e�

The electrons are then transferred and become part of another chemical species as
part of a reduction reaction. When the steel surface is in contact with water containing
dissolved oxygen and the presence of the free electrons, this results in the reduction
reaction:

O2 þ H2O þ 4e� ¼ 4OH�

The site at which the reduction reaction occurs is the cathode. The OH� anions react
with the Fe2þ and Fe3þ to form Fe(OH)2 and Fe(OH)3, respectively. The final reaction
is the reformation of the H2O and the precipitation of the Fe2O3 oxide. The total chem-
ical reaction is

4Fe þ 6H2O þ 3O2 ¼ 4Fe(OH)3 ¼ 6H2O þ 2Fe2O3 (precipitation)

Figure 17.4 Further examples of corrosion under insulation. These photos are very typical of
what is found on daily basis.

Figure 17.3 Corrosion under insulation on inorganic zinc pipe section.
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CS that is insulated corrodes because of being in contact with aerated water. The
role of insulation provides a crevice that retains the water and corrosive media, the
material may wick (i.e., absorbs or transports moisture via capillary action) and absorb
water, and the material may contribute contaminants that increase or accelerate the
corrosion rate. The primary water sources are infiltration from external sources and
condensation. Contaminants in water can increase the conductivity of the water
environment.

It’s a common knowledge among experienced corrosion engineers dealing with
CUI that dry insulation systems simply do not exist, and there is no such thing as
100% waterproof insulation throughout the life of the installed insulation. It is also
a myth that at elevated service temperatures, that moisture could never get trapped
within the insulation system. This leads to the fact that in many piping systems, no
coating other than a basic inorganic shop primer was ever applied. The truth is that
the primary function of jacketing is weatherproofing and not vapor barrier. Depending
on service temperature and ambient conditions, condensation within the insulation sys-
tem may not be avoidable and therefore needs to be addressed in the design/engineer-
ing phase. However, it is common that water enters into the insulation system through
failed or broken cladding/jacketing. This is primarily caused by:

• Foot traffic on the cladding/jacketing itself
• Inadequate design
• Incorrect installation
• An insufficient maintenance strategy

When containing hot or cold fluid in a tank, pipe, or other equipment, insulation
will be important to avoid heat loss or condensation. These, together with the require-
ment for protection against potential health, safety, and environment issues, are the
main reasons to insulate. However, because of the temperature difference between
the insulation and the steel, condensation may occur. This is a potential root cause
of CUI. If there is water present, depending on temperature cycling and chemical
composition of the water phase, it may develop a very aggressive corrosive environ-
ment at the steel surface. The most destructive CUI temperature range for CS is from
60 to 120�C (140e248�F), as the water evaporates at higher temperatures. However,
in a closed system, corrosion may occur also at higher temperatures as the vapor may
be hindered to escape the insulation by the jacketing. The vapor may condense at the
inside of the jacketing and maintains the moist environment. In addition, studies by
SigbjØrnsen [3] has shown that the presence of water in insulation even at temper-
atures in excess of the usual range for CUI occurrence can suppress the temperature
of the steel to well within the range of CUI. Therefore areas that were previously left
out of risk-based inspection because they had “too high temperature” could indeed be
actually corroding due to CUI.

Fig. 17.5 shows the corrosion rate as a function of temperature in an open and a
closed system [1]. The closed system shows similar corrosion rate as is measured
for CUI. It is observed that although the corrosion rate decreases at higher temper-
atures for the open system, it increases for the closed system, which is also the case
for CUI.
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17.3.2 Insulation solutions

Fig. 17.6 illustrates a typical cross section of an insulated pipe. The choice of insula-
tion does not only affect the ability to maintain the temperature but also the corrosion
rate. Typical types of insulation used today are calcium silicate, expanded pearlite,
man-made mineral fibers, cellular glass, and organic foams, and ceramic fibers are
common insulation materials used by the industry. Some types of insulation, such
as phenolic foam and polyurethane foam, contain halides such as chlorides and bro-
mide ions that can dissolve when the insulation is subjected to constant wetting.
This will result in a decrease in the pH of the trapped water, which will result in an
acceleration of the corrosion rate of the insulated steel. Across the range of insulation
types there are also large differences in the wicking properties. For example, calcium
silicate, a very popular choice of insulation, may absorb water up to 400% of its own
weight, whereas another such as cellular glass (foam-glass) is a nonwicking insulation
that will not absorb water, provided that the insulation cell structure is still intact. To
add to this, wet calcium silicate has a pH of 9e10, which will create an adverse cor-
rosive environment for coatings such as alkyds and IOZ. Therefore it is critical to
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Figure 17.5 Corrosion rate of steel in water at different temperatures, open and closed systems.
The plotted circles represent field values measured for corrosion under insulation [4].
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understand that when choosing insulation for austenitic and duplex SSs, the chloride
content should be carefully considered because of the susceptibility to chloride-
induced stress corrosion cracking.

Insulation materials can be roughly subdivided into permeable (open celled) and
impermeable (closed cell) materials. For insulation requirements below ambient con-
ditions, where surface condensation or icing is possible, closed-cell materials such as
PUR/PIR foam or cellular glass are often chosen. On the other side of the spectrum for
hot systems, mineral wool or expanded perlite are commonly employed.

Another added complication on the choice of insulation to use is the geographical
location or for historical reasons. For example, Europe commonly uses mineral wool
for hot insulation but in the United States, calcium silicate, perlite, or cellular glass
are more common. In specifications, it is a common practice not to refer to product
names. Therefore, many insulation specifications refer to general technical require-
ments such as:

• Water absorption (ASTM C610 or ASTM C612)
• Leachable chloride content (ASTM C871 or ASTM C795)
• Hydrophobicity
• Compressive strength
• Dimensional stability

17.3.3 Insulation jacketing/cladding

In all conventional insulation systems the first line of defense against the environment
is the protective jacketing or cladding. This is not only used as a waterproofing system
to protect from the ingress of moisture but also protects the insulation system against
mechanical damage, chemical attack, and fire damage. Jacketing can come under two
basic categories:

1. Metallic jacketing
2. Nonmetallic jacketing

Weather barrier/
jacketing

Insulation

Coating

Pipeline

Figure 17.6 Typical cross section of an insulated pipe.
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17.3.3.1 Metallic jacketing

Metallic jacketing is predominately formed from thin sheets of 304 SS, aluminum, or
galvanized steel with the internal surface coated with a moisture-resistant coating to
mitigate corrosion of the jacketing. The advantages of using metallic jacketing are
long service life and ease of installation. However, the disadvantages are key to the
CUI issues we face today in the respect that they are difficult to seal and are easily
damaged from foot traffic often from maintenance and repair operations.

17.3.3.2 Nonmetallic jacketing

Nonmetallic jacketing is generally produced from materials such as thermoplastic ma-
terials or fiber-reinforced plastics. They can be used in two forms. Preformed jacketing
is usually found in sheet form and, together with the recommended adhesives, can pro-
vide water tight seals that are much more resistant to damage by foot traffic than the
metallic jacketing. Formed in place jacketing is glass fiberereinforced epoxy or poly-
ester, which is applied to the outside of the insulation and in the case of the polyester
formed into the required geometry before being cured rapidly with UV light.

17.3.4 Coatings solutions

Protective coatings under insulation are effectively used to prevent the contact between
the water that has infiltrated through the insulation system and the steel and hence,
mitigating corrosion. However, all types of coatings will not have an indefinite life-
time, and there are several limitations to the conditions under which they should be
used. In the selection of a coating to protect against CUI, various questions are usually
required to be answered:

1. What is the operating temperature?
2. What is the surface preparation?
3. What is the application method?

The most commonly used coating systems for mitigation CUI are the 2-component
phenolic epoxies and novolac epoxies. However, process temperatures are increasing,
and where 150�C (302�F) was used before, 205�C (401�F) might be used today. This
imposes tougher performance requirements for the coatings, and new chemistries for
high-temperature coatings were therefore needed to be developed.

Industry guidance, provided by the trade association NACE, holds that immersion-
grade protective coatings are the best defense against CUI in both insulated CSs and
austenitic and duplex SS. CUI is treated as an immersion condition because of the trap-
ped water under the insulation. Coatings and linings formulated for immersion service
are ideal for CUI because the contaminants that pass through the insulation along with
the water create an aggressive operating environment. Coating systems incorporated
into NACE Standard SP0198-2016 [1] have a track record of success and include
2-component epoxy aluminum or mastics, epoxy phenolics or epoxy novolacs, metal-
izing or thermal spray coatings, thin film silicones, and organic/inorganic hybrids. A
crucial consideration when determining the appropriate protective coating system to
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use under insulation is the expected service temperature of the equipment or piping,
especially when intermittent thermal cycling is present. The coatings on the market
are engineered to work at various temperature ranges because one size does not fit
all. The most common systems are phenolic epoxies, for temperatures of �45 to
150�C (�50 to 302�F) and novolac epoxies, for temperatures of �45 to 205�C
(�50 to 401�F). Additionally, coatings that can be categorized as inert multipolymeric
matrix (IMM) or inorganic copolymer (IC) have shown a temperature range from �45
to 650�C (�50 to 1200�F). Modern facilities are running at temperatures as high as
205�C (400�F), where 150�C (302�F) was more standard previously. And although
most equipment does not run at the high end of the temperature design, spikes can
occur for various reasons and must be taken into account when specifying the appro-
priate coating system. Coatings suitable for use in oil and gas environments must
demonstrate superior resistance to wet/dry cycling. In fact, product testing can involve
as many as 30 cycles, 30 days in total duration at 450�C (842�F) dry, and cooling to
23�C (74�F) wet [4], to certify results where rusting, blistering, and coating disbond-
ment do not occur. These coating systems can be used as tank linings as well, so they
are immersion grade by their nature. One of the most useful resources within the
NACE SP0198-2016 standard itself are the coatings tables, which outline, for given
coating system temperature ranges, the recommended surface preparation, surface pro-
file, and categories of prime and finish coats. Table 17.1 “Typical Protective Coating

Table 17.1 Typical protective coating systems for austenitic and
duplex stainless steels under thermal insulation [1]

System
Temperature
range Generic first coat Generic second coat

SS-1 �45 to 60�C
(�50 to 140�F)

High build epoxy N/A

SS-2 �45 to 150�C
(�50 to 302�F)

Epoxy phenolic Epoxy phenolic

SS-3 �45 to 205�C
(�50 to 401�F)

Epoxy novolac Epoxy novolac

SS-4 �45 to 540�C
(�50 to 1000�F)

Air-dried silicone or
modified silicone

Air-dried silicone or
modified silicone

SS-5 �45 to 650�C
(�50 to 1200�F)

Inert multipolymeric
matrix coating or
inorganic copolymer

Inert multipolymeric
matrix coating or
inorganic copolymer

SS-6 �45 to 595�C
(�50 to 1100�F)

Thermal spray Al Optional sealer

SS-7 �45 to 540�C
(�50 to 1000�F)

Aluminum foil N/A

Adapted from SP0198-2016.
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Systems for Austenitic and Duplex Stainless Steels Under Thermal Insulation,” and
Table 17.2 “Typical Protective Coating Systems for Carbon Steels Under Thermal
Insulation and Fireproofing,” are both adapted from NACE SP0198-2016 standard.
Table 17.2 includes the addition of new protective coating system technologies and

Table 17.2 Typical protective coating systems for carbon steels
under thermal insulation [1]

System
Temperature
range Generic first coat Generic second coat

CS-1 �45 to 60�C
(�50 to
140�F)

High build epoxy N/A

CS-2 (shop
application
only)

�45 to 60�C
(�50 to
140�F)

N/A Fusion-bonded epoxy

CS-3 �45 to 150�C
(�50 to
302�F)

Epoxy phenolic Epoxy phenolic

CS-4 �45 to 205�C
(�50 to
401�F)

Epoxy novolac or
silicone hybrid

Epoxy novolac or
silicone hybrid

CS-5 �45 to 595�C
(�50 to
1100�F)

Thermal spray Al Optional sealer

CS-6 �45 to 650�C
(�50 to
1200�F)

Inert multipolymeric
matrix coating or
inorganic copolymer

Inert multipolymeric
matrix coating or
inorganic copolymer

CS-7 60�C (140�F)
maximum

Thin film petrolatum or
petroleum wax
primer

Petrolatum or petroleum
wax tape

CS-8 inorganic
zinc shop-
primed pipe

�45 to 400�C
(�50 to
750�F)

N/A Typically coatings from
system CS-3/4/6

CS-9 under
fireproofing

Ambient Epoxy or epoxy
phenolic

Epoxy or epoxy
phenolic

CS-10
galvanized
steel under
fireproofing

Ambient Epoxy or epoxy
phenolic

Epoxy or epoxy
phenolic

Adapted from SP0198-2016.
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elimination of outdated ones, the addition of metallic coating systems, and a modifica-
tion of the recommendation for new bulk piping that is primed with an IOZ-rich
coating. This standard has just been reaffirmed and reissued in 2016. Although it is
common in the oil and gas industry to use a shop-applied IOZ coating as a primer
on new CS piping because it dries quickly and is cost-effective, IOZ provides inade-
quate corrosion resistance in closed, sometimes wet, environments. At temperatures
greater than 60�C (140�F), the zinc may undergo a galvanic reversal where the zinc
becomes cathodic to the CS. Shop-primed pipe will be finish-coated at the job site
depending on the service conditions needed.

The standard recommends top coating the IOZ to extend its service life, and that it is
not be used by itself under thermal insulation in service temperatures up to 175�C
(347�F) for long-term or cyclic service. In cases where pipe is previously primed
with an IOZ coating, it should be top coated to extend its life. The CS coatings table
in the NACE document should be referenced, and the coating manufacturer should be
consulted for the generic coating, dry film thickness (DFT), and service temperature
limits.

17.3.4.1 Epoxies

Conventional epoxies have been used for many years in the form of aluminum pigment
filled or “mastic” formulations. These were generally high-solids materials, i.e.,>80%
volume solids and performed adequately up to temperatures of 120e150�C
(248e302�F). To this date many specifications still use conventional epoxies as part
of the solution to combating CUI. However, as previously mentioned, the push to
higher process temperatures has seen the demise of these types of coatings. They
have been replaced by either the phenolic or novolac epoxies for temperatures up to
205�C (401�F) or by modern organic/inorganic hybrids for higher temperatures.

17.3.4.2 Metallic coatings

Thermally sprayed aluminum (TSA) is a very common metallic coating used for CUI.
TSA has a maximum operating temperature of 595�C (1103�F), and it has no limit to
the surface temperature when it is applied, as it is arc or flame applied. SSPC-SP10,
near-white blast cleaning, is needed as surface preparation. The application and surface
preparation are crucial for the corrosion-resistant properties of the TSA, but when
correctly applied, it has demonstrated a lifetime of 20 years with no maintenance. In
rural areas it will not function as a sacrificial anode, but in marine environments con-
taining chlorides it will have this effect.

A protective layer of Al2O3 is formed at the surface and slows down the corrosion
rate. However, TSA has a porosity of 5%e15%, and therefore sealer paints are often
applied as a final coat, because the porous surface forms a good base for the paint.

Zinc has a thinner passive film area in a chloride-containing environment and will
therefore often be an active layer, which implies higher corrosion rate. When using
zinc as protection against corrosion, the film will thus corrode away after much
shorter time than the TSA coating. Also it has been found that for temperatures
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higher than approximately 60�C (140�F), the corrosion potential for zinc increases
more than that for iron. There is no reversal in the standard electrochemical potential
between zinc and iron, but in closed-circuit conditions, corrosion products will form
at the zinc surface but not on the iron surface, and the corrosion potential for the zinc
will become greater than for the iron. This implies that zinc will transform from sacri-
ficial anode to cathode with respect to the CS substrate [5]. However, this is depen-
dent of the presence of dissolved oxygen, temperature, and the composition of the
water. This should be taken into account when using zinc for cathodic protection.
For an insulated surface, NACE SP0198-2016 stipulates that zinc should not be
used at temperatures 50e175�C (120e347�F). The maximum DFT of many zinc sil-
icates is 75 mm (3 mils), which is not sufficient for protection against CUI. The
extremely harsh corrosion conditions observed under insulation will accelerate the
corrosion rate of zinc. If steel is primed with an IOZ-rich material the coating should
be top coated to extend the service life.

17.3.4.3 Epoxy phenolics/novolacs

Epoxy phenolic coatings are known to perform well beneath insulation but have a
limited temperature resistance to around 205�C (401�F). On CUI pipe testing [4]
the epoxy phenolic coating performed well at the lower temperature end of the pipe;
however, the portion that was subjected to temperatures above 230�C (446�F) showed
the coating degrading, flaking off, and allowing corrosion to take place. This correlates
exactly with the performance that is seen of epoxy phenolics in the field. They provide
good long-term protection against CUI up to 205�C (401�F) but are destroyed when
subjected to high-temperature cycling, subsequently allowing corrosion to take place.
Some phenolic epoxies are also used, and the coating tested has a higher maximum
operating temperature of 230�C (446�F). At these higher temperatures, typically,
the coating will become brittle and crack. Phenolic epoxies normally have a narrow
DFT range, and it must not exceed 300 mm (12 mils) to avoid cracking. Typically,
two coats of 100 mm (4 mils) each are used. The application temperature should not
be less than 3�C (37�F), and temperatures lower than 10�C (50�F) result in longer
curing times.

17.3.4.4 Aluminum silicones

Silicone-based coatings are formed when inorganic silicone pigments are added to a
coating. They have high operation temperature limit and high resistance against
moisture and weathering. However, they are somewhat expensive and will not with-
stand acids and alkalis. Several types of silicone-based coatings have been devel-
oped. IOZ silicate coating can endure temperatures up to 400�C (752�F), but
because of unsatisfactory long-term corrosion resistance it is not used for CUI.
Also the thermal cycling and shock properties of these early silicon-based coatings
are poor.

Aluminum silicone coatings are another commonly used elevated temperature tech-
nology and are generally applied in two or three thin coats of 25 mm (1 mil) each.
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Industry has learned that these coatings do not provide adequate protection against
CUI because of their thin films and limited barrier protection, despite being able to
withstand temperatures up to 540�C (1004�F).

17.3.4.5 Organic/inorganic hybrids

The first of these types of coatings were introduced in the mid-1990s and were plagued
with issues of film microcracking and hence did not live up to their original perfor-
mance aspirations. These types of products are no longer present and have been
replaced with more robust coating systems. The next-generation inorganic/organic
hybrid CUI coatings have been developed and are in use since the turn of the century
and were dominated by two chemistry types:

• TMIC/IC, titanium modified inorganic copolymer/inorganic copolymer
• IMM, inert multipolymeric matrix

These types of products are now used in CUI operations across the full CUI tem-
perature range and beyond. The chemistry used allows cryogenic usage as well as tem-
peratures in excess of 600�C (1112�F) in the case of the IMM coatings. The first
generation of IMM coating materials provided an improved solution for CUI, but a
few limitations were spotted. Prolonged dry time to handle and poor sprayability (over-
spray) have been the main drawbacks in terms of application features. Poor mechanical
resistance (softness, poor flexibility, and poor impact resistance) is the other key draw-
back, making shop-painted steel prone to damage during transportation from shop and
at erection on site.

A second generation of IMM coating has been developed, and it has been used in
the field since 2012. This second-generation IMM overcomes the drawbacks of the
earlier generation.

17.3.4.6 Insulation coatings

An alternative coating solution to mitigate CUI is to install spray-applied, nonclad
thermal isolative coatings that provide a monolithic barrier to water, chemicals, UV
rays, and heat transfer. Such sprayable insulative coatings (SIC) provide personnel
burn protection, thermal insulation for energy conservation, and protection from
radiant solar heating. Coatings companies have worked to develop multipurpose insu-
lative acrylic coating engineered to optimize thermal properties. These products enable
dangerously hot systems such as piping and ductwork to stay cool to the touch, pre-
venting burns and protecting the safety of personnel. They can be applied directly
to ambient or hot surfaces offering facility operators the chance to reduce downtime
by keeping systems online during coating. Such coatings are suitable for any industry
where conventional insulation and cladding are required. To date, this type of technol-
ogy does not cover the full range of operative temperatures and insulation needs, as the
cladding approach does. But it is already able to replace cladding systems in a number
of scenarios, as a viable option for providing insulation while effectively removing the
source of the CUI phenomena.
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Table 17.3 provides a generic snapshot of this technology and lists the range of uti-
lization scenarios that SIC can cover today, at current stage of development of the
technology, using waterborne acrylic resins with ceramic microspheres.

Formulated from waterborne acrylic resins with ceramic and glass microspheres
that minimize energy transfer through the film because of its high air content, these
coatings adhere to the underlying primer and prevent water or moist air from corroding
the steel.

The air content is so high in these coatings that the specific weight of the liquid paint
typically ranging from 0.6 to 0.7 Kg/L, with an important fraction of that weight evap-
orating out during the drying process.

17.4 Vapor-phase corrosion inhibitors

Vapor-phase corrosion inhibitors (VCIs) are completely different alternative protec-
tion method to that of coatings. A VCI is a volatile chemical compound that forms
a stable bond at the interface of the metal, preventing penetration of corrosive species
to metal surfaces. These inhibitors are easy to apply and can be used to protect a se-
lection of metal types used in various corrosive environments. VCIs work through a
series of chemical characteristics:

• Stable metal passivation
• Strong surface adsorption properties
• Excellent surface wetting properties
• Thermally stable to 176�C (349�F)

When applied usually by injection into the insulating jacket either through a gravity
feed system or a portable injection pump, they form a clear, dry, hydrophobic film of
approximately 6 mm (0.24 mils).

Table 17.3 A generic snapshot of the technology and a list of the
utilization scenarios for SIC

Snapshot • Industrial WB acrylic resin with engineered ceramic microspheres
• Low thermal conductivity (0.097 W/m � K)
• Lightweight due to high air content
• Expected service life of 10e20 years with recommended primers and topcoat

Uses Replacement for conventional insulation and
cladding

Service temperature
range (all applications)
from �51�C (�60�F) to
177�C (351�F)

Personnel protection coating

Hot or cold process insulation

Control radiant heating of storage containers
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17.5 Nondestructive inspection techniques to prevent
CUI failures

The real issues with CUI is the fact that the only 100% certain way of knowing that
there is no problem on pipes and vessels is to completely remove the insulation system.
This is not the approach that corrosion engineers/end users wish to adopt because it is
also the most expensive way of inspection. This created a challenge for researchers to
provide techniques that eliminate the need to completely dismantle insulation systems
for inspection. The techniques are required to be nondestructive (NDE) technologies
and portable to be used on site. These techniques can be used along with conventional
techniques to provide economical, comprehensive CUI inspection of piping networks.
Some of the proven NDE techniques are as follows:

• Neutron backscatter
• Infrared (IR) thermography
• Guided wave ultrasonic technology (UT)
• Profile radiography
• Computed radiography (CR)
• Pulsed eddy current (PEC) testing

Out of these methods, profile radiography and guided wave UT are accepted in API
581 [6] as alternatives to insulation removal for inspection.

17.5.1 Neutron backscatter technique

It is effective in scanning large areas of pipe to determine wet/saturated insulation in a
short period of time. It uses a radioactive source that emits high-energy (fast) neutrons
into desired location of insulation. The high-energy neutrons travel through the insu-
lation and collide with light elements such as hydrogen transforming into low-energy
neutrons. A sensitive detector designed to detect low-energy neutrons is used to iden-
tify the “wet insulation” by measuring the count of low-energy neutrons. The count is
proportional to the amount of water in the insulation and therefore could potentially
signify a potential for CUI. This technique is a quick and accurate way to identify po-
tential areas where CUI could occur. It is very portable and, in some cases, will negate
the need for scaffolding. However, it does require a radiation source with the associ-
ated health and safety issues, and it will not directly detect CUI.

17.5.2 Infrared thermography

IR thermography can be effectively used to identify wet insulation in pipelines and is
much more effective than traditional moisture density gauges in addition to being a
much faster technique. An added benefit is that pipelines can be scanned with this tech-
nique from a distance, negating the need for costly and time-consuming construction
of scaffolding. Inspections can be carried out on either heat-traced or nontraced insu-
lated pipelines. The technique is dependent on the fact that wet insulation retains heat
longer than dry insulation, and therefore carrying out the inspection after sunset or
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when the pipelines are shaded will allow the inspector to distinguish between hot wet
lines and cooler dry lines. Because the temperature between wet insulation and dry
insulation is not large, it is recommended as best practice to use a small temperature
span to increase the sensitivity of the technique.

17.5.3 Long-range ultrasonic testing

The use of guided waves in long-range ultrasonic testing (LRUT) to scan pipelines is
particularly useful for the inspection of pipelines that are otherwise inaccessible for in-
spection. The ultrasonic waves are transmitted into the pipe wall from a loop of equally
spaced ultrasound probes supported by a collar wrapped around the pipe. Once trav-
eling along the pipe the ultrasonic waves are reflected by discontinuities such as girth
welds, branches in pipeline circuit, and, more importantly, reductions in wall thick-
ness. These reductions in wall thickness are associated with areas of corrosion, and
once detected they can be analyzed via computer software.

LRUT can typically scan a length of straight pipeline up to a maximum 120 m.
However, this will be reduced dependent on the type of insulation on the pipeline
and the complications on the line such as supports, connections, and bends. Even
so, LRUT is considered one of the most effective tools in identifying CUI in pipelines
where removal of insulation is difficult.

The interpretation of LRUT can be complicated in comparison to the aforemen-
tioned IR technique and therefore is best used with trained specialists. However, it
is recognized as one of the most reliable techniques to carry out the inspection of insu-
lated pipelines in hard-to-access or inaccessible locations, especially lengths of pipe-
line passing under inaccessible culverts, buried piping, and at road crossings.

17.5.4 Profile radiography

Profile radiography is a technique that allows the internal wall thickness reduction of
small diameter 800pipelines to be inspected. For this reason it can also be used to find
CUI as long as the source to film distance is sufficient to assess the entire line diameter
in one measurement. When the pipeline diameter is more than 800 then multiple mea-
surements will be required to cover the full pipe diameter. The obvious disadvantage of
this type of technique is the requirement of a radioactive source and the associated
health and safety issues.

17.5.5 Computed radiography

This technique uses equipment similar to that used by conventional radiography except
that in place of a film to create the image, an imaging plate is used. To fully exploit this
technique for the detection of CUI under insulation, effective segregation of the target
area is required to remove interference from pipe supports and the like. The images
produced and data obtained from inspection is stored digitally, and hence the data
can be accessed quickly to aid increased inspection efficiency.
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17.5.6 Pulsed eddy current

The PEC has been a popular choice for inspection for a number of years and uses the
principle of eddy currents. It consists of a probe that contains a transmitter and
receiver. The transmitter is basically a coil to produce eddy currents in a conductor,
typically a metallic substrate, i.e., pipeline or vessel. This method is a noncontact elec-
tromagnetic method for the determination of average wall thickness. The system works
via a probe coil generating a magnetic field, which is used to magnetize the target sub-
strate. This generates eddy currents in the pipe wall and thus diffuses inwards. If there
are anomalies detected the eddy pulse is stopped, causing a sudden fall in the applied
magnetic field. This is picked up by the PEC receiver probe. The thicker the pipe wall
thickness, the longer it takes for the eddy currents to bounce back from the back wall of
the metal. Using this data then, corrosion can be calculated as a percentage reduction in
pipe wall thickness. This technique is not restricted by insulation material and can be
used in situ up to operating temperature in excess of 450�C (842�F). The downside of
this technique is its sensitivity. Compared with the radiographic technique it is rela-
tively low because of the footprint of the test and therefore is predominantly used
for wall loss measurements rather that the pitting corrosion caused by isolated CUI.

17.6 Knowledge gaps and future trends

Although the problem of CUI has been documented for decades, there are still
numerous avenues of research remaining, to further prevent the effects of CUI. The
key areas of research to fill the knowledge gaps in the oil and gas industry can be split
into three categories.

17.6.1 Development of new CUI coating technologies

At present, as previously mentioned, there are numerous coatings for the mitigation of
CUI, but all have their particular advantages and disadvantages. There are some key
coating properties that all coating suppliers are trying to improve to further enhance
coatings performance:

• Mechanical properties both before installation and in-service
• Temperature resistance both isothermal and cyclic
• Substrate tolerance
• Ease of application, one component versus two components
• Corrosion performance
• HT immersion resistance

It is not enough to focus on one of the aforementioned properties, but the coating sup-
plier needs to address as many of them as possible to advance the coating performance.
Developments in IMM have been achieved from the initial formulas and have gone a
long way to address the issues mentioned. There have also been recent developments
in increasing the temperature resistance of epoxy chemistry to beyond previous limits
as referenced in NACE SP0198-2016 [1] of 205�C (401�F), reaching up to 250�C
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(482�F) in some cases. However, as with all new developments that change the bound-
aries of known performance, long-term data is not available, and therefore these epoxy
new based coatings need to be proven before they should be widely specified.

17.6.2 Development of new test methods

The knowledge of how coatings perform in the CUI environment is still not fully un-
derstood. This means that the ability to predict the performance of a coating in the field
compared to accelerated laboratory test data is still not at a high level of confidence. As
previously mentioned, there are multiple committees, standards, and JIPs by various
groups, but until now there is no sight of agreement on a test or test methods.

The key issue facing the test method developers is to reproduce the extent of failure
seen in CUI, which means that severe pitting within the most destructive CUI temper-
ature range for CS (60 to 120�C (140e248�F)). However, this has to be reproduced in
weeks or months, and not years, and has to include all the elements of the insulation
system i.e., insulation and jacketing. One of the key issues in previous years has been
the ability of the coating manufacturers to access trial areas in oil and gas facilities,
which has been difficult. The importance of this type of correlating data has now
been recognized with some major oil and gas producers who have now actively carried
out research in CUI testing.

The key influencing group at present is NACE Task Group 516 (TG516), which has
been set up to assess all currently published CUI test methods and to develop a new
standard for the prequalification of coatings for use under insulation and consistently
is attended by over 30 worldwide technical professionals to discuss new test methods.
A committee for the TG has been formed, comprising coatings suppliers, testing com-
panies, and end users to finalize this as a testing protocol to approve coatings for use
under insulation.

17.6.3 New insulation developments

The development of insulation coatings is being concentrated into two main routes

• Higher temperature resistance
• Ability to apply higher film build in less coats

Current technologies for atmospheric liquid insulation are hampered by their chem-
istries. Generally, technology available today is based on either waterborne acrylic
technology that has temperature limitations to 177�C (350�F) or epoxy syntactic ma-
terials with temperature limitations of 200�F (392�F). In the cases of the waterborne
acrylic and the epoxy the temperature resistances come from the binder resin. The
waterborne acrylic also has issues with the need for multiple coats at 300e500 mm
(12e20 mils) and because they are waterborne, the epoxy can be applied at
>5000 mm (200 mils) per coat. New potential technologies to try to alleviate the issue
are based on solvent-borne or solvent-free materials, using silicon or polysiloxane
technologies, which have been shown for many years to have better thermal stability.

Significant advances in insulation technology have been observed in the materials
added to binder systems to impart thermal insulation performance. Traditional glass or
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polymer beads in insulation formulations have been replaced with materials such as
aerogels, nanogels, and hollow oxides.

However, even with significant progress, no material has yet solved both high-
temperature resistance and high build requirements.

Appendices

Standards committees/forums

There are various active NACE committees that share knowledge and experience in
the industry. These are very well attended by all types of professionals:

a. Major oil companies
b. Engineering procurement and construction companies (EPCs)
c. Coating suppliers
d. Coatings test companies
e. Academics

The current committees are listed below.

NACE TEG 351X—Advances in Coatings Under Insulation (CUI) Technologies

Assignment: Discussion of the development of recommended test procedures for qualification of
coatings used under insulation service.

NACE TEG 399X—Evaluation, Testing and Specifying Coatings Materials for Elevated Tem-
peratures for Insulated and Uninsulated Service

Assignment: Exchange information, create task group for state-of-the-art report followed by for-
mation of a task group to write a standard practice, and sponsor symposium.

NACE TG 325—CUI: Reaffirmation of NACE SP0198 (formerly RP0198), “The Control of
Corrosion Under Thermal Insulation and Fireproofing Materials—A Systems Approach”

Assignment: To reaffirm NACE SP0198 (formerly RP0198).

NACE TG516—Standard Practice for Evaluating Protective Coatings for Use Under Insulation

Assignment: To write a standard practice for testing coatings for CUI prevention.

International Organization for Standardization, ISO

The formation of ISO committee to look at the development of a test method for prequalification
of coatings for CUI is a relatively new development and is again attended by the same industry
professional as for NACE, indeed some of the same experts.

European Federation of Corrosion, EFC

The European Federation of Corrosion, EFC, Working parties WP13 and WP15 have worked
to provide guidelines on managing CUI together with a number of major European refining,
petrochemical, and offshore companies. The guidelines within this document are intended for
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use on all plants and installations that contain insulated vessels, piping, and equipment. The
guidelines cover a risk-based inspection methodology for CUI and inspection techniques
(including nondestructive evaluation methods) and recommend best practice for mitigating
CUI, including design of plant and equipment, coatings and the use of thermal spray tech-
niques, types of insulation, cladding/jacketing materials, and protection guards. These are
available in the “Corrosion Under Insulation (CUI) Guidelines (EFC55)” [7].

Test methods for prequalification of test methods

Although there is no dedicated standard to prequalify CUI coatings, there has been a
lot of effort from various sources in trying to simulate the type of failure on a labo-
ratory scale. It is fundamental to understand that this is not an easy task, and this is
why today we still do not have one test, or a series of tests, which is fully endorsed
by all interested parties. Some of the most reported test methods are given below
in brief.

• ASTM G189dLaboratory Simulation of Corrosion under Insulation [8]
This guide covers the simulation of CUI, including both general and localized attack, on

insulated specimens cut from pipe sections exposed to a corrosive environment usually at
elevated temperatures. It describes a CUI exposure apparatus, preparation of specimens,
simulation procedures for isothermal or cyclic temperature, or both, and wet/dry conditions,
which are parameters that need to be monitored during the simulation and the classification
of simulation type.

• ASTM D2485dEvaluation of coatings for elevated temperature service [9]
This test method covers the evaluation of the heat-resistant properties of coatings

designed to protect steel surfaces exposed to elevated temperatures during their service
life. Two test methods are described as follows:
• Method AdInterior Service Coatings
• Method BdExterior Service Coatings

• K. Haraldsen, Statoil Test Method 2010 [10]
The test cell consisted of test spools of coated CS tube sections flanged together in open

containers. The containers are filled with seawater and then drained immediately after the
spools were fully submerged, taking in the order of 20 min to complete. The spools were
heated internally via steam to 140�C (284�F). The cycle was carried out three times per
week. After testing to varying periods of time the coated spools were evaluated for rusting,
blistering, and cracking.

• CUI Cyclic Corrosion Pipe Test (CCCPT) [4]
A coated pipe is insulated with calcium silicate, sealed with aluminum foil, and placed on

a hot plate at a temperature of 450�C (842�F) with the top of the pipe measured at approx-
imately 60�C (140�F). The system is cycled 30 times with 8 h of heating followed by 16 h of
natural cooling. Before and after each heating cycle the insulation is wetted with 1 L of 1%
NaCl solution. The coatings are evaluated for rusting, blistering, and cracking.

• HTC Cell [11]
The heart of the HTC environmental test is the heat exchanger, cell, and chamber. The

coated cell is a carbon or SS 400 � 400 square pipe section 24 in. long with a 1/4 in. wall thick-
ness. The cell is placed horizontally in the chamber in a closed-loop system. Hot oil from a
heat exchanger is circulated through the cell, and the temperature is controlled from ambient
to 250�C (482�F). No insulation is used for this test allowing the flexibility for immersion
testing, and the test media can be modified on agreement of the end user. The bottom portion
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of the cell is under continuous immersion for the duration of the wet cycle. The test protocol
is set for alternating wet and dry 4-h cycles. The vertical surface is scribed to the substrate to
asses undercut corrosion evaluation.

• CUI Simulation test [12].
This test method is intended to test a coating that has been designed to prevent corrosion

under thermal insulation.
The coatings under test are applied to steel panels in duplicate (300 � 600 panels are recom-

mended) to both sides of the panels. The edges of the panels are sealed, and the panels are
allowed to cure for 7 days at ambient conditions or heat cure according to manufactures
recommendation. The coated panels along with an uncoated panel are placed between pieces
of insulation, mineral wool, or calcium silicate, which have been cut to fit a stainless steel
pan. The pan is then covered with aluminum foil and placed in an oven maintained at
350�F (177�F) for 7 days. After 7 days, remove the pans from the 177�C (350�F) oven,
saturate the insulation with tap water, and reseal, maintaining saturation during the entire
7-day period. Place the pans into an oven maintained at 66�C (150�F) for 7 days. After
testing, the coated panels are evaluated for rusting, blistering, and cracking.
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18.1 Introduction

Corrosion and scale are two major production chemistry issues in oil and gas production
systems. These two phenomena occur simultaneously at equipment surface and they are
interlaced processes. Field observations have shown that scale deposits can either act as
a physical barrier to protect the underlying metal from corrosion or induce localized
corrosion, while corrosion product can facilitate the scale formation by serving as the
heterogeneous sites for scale nucleation or contributing directly to heavy deposition
as a major component. Also, dissolved iron released from corrosion and corrosion prod-
uct particles can sequestrate scale inhibitor and reduce the effectiveness of the scale
treatment program. Corrosion and scale are generally studied independently and the
potential impact of scale formation is usually not considered in the corrosion studies.
The importance of the interplay between corrosion and scale could become too signif-
icant to be ignored in high pressure high temperature (HPHT) environments.

Effective corrosion control is an integral part for the safe and efficient hydrocarbon
recovery operation, in particular, to productions from unconventional resources
including deep and ultradeep water. The encountered production conditions in these
resources can experience temperatures over 200�C (392�F), pressures over 1379 bar
(20,000 psig), total dissolved solids (TDS) in excess of 300,000 mg/L in produced
water, and likely considerable amounts of carbon dioxide and hydrogen sulfide.
Such harsh environments make production from these reservoirs challenging partially
due to escalated corrosion risks. Unanticipated corrosion can damage production sys-
tems quickly. If corrosion were to break through tubing in an offshore well and expose
the casing and cement to the extreme high pressures and temperatures of the formation,
the economic damage could be enormous and the environmental impact is disastrous.

Development of a robust corrosion management plan starts with risk assessment
using model prediction or laboratory testing. Current prediction models are able to pre-
dict the worst case corrosion in a simple solution. When a complex matrix or protective
scale is introduced, these models fail to predict representative corrosion rates [1]. Pre-
liminary work by Huang et al. [2] has shown that scaling tendencies have a large effect
on the corrosion product formed and therefore on the corrosion rate. There is a clear
need for corrosion studies that incorporate the effect of water composition and the
presence of scale to improve the prediction results. It is also important that data collec-
tion experiments simulate the field conditions as closely as possible, and that the
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results are modeled to enhance the predictive ability. Finally, even less is known about
the rate of scale formation and corrosion, the stability and the effect of scale and corro-
sion inhibitors, as well as the interaction between scale and corrosion at these extreme
pressures, temperatures, and flow rates conditions.

Extensive efforts have been devoted by the oil and gas industry in understanding
corrosion, scale, and fluid properties, generally up to about 150�C (302�F) and
482 bar (7000 psig) to 689 bar (10,000 psig), with limited work being done at higher
temperatures and pressures. Fig. 18.1 illustrates the temperature and pressure limits of
current knowledge on corrosion and scale processes. Literature data, even for calcite
(CaCO3) scale for which a significant amount of data is known, vary from the pre-
dicted value for solubility at high pressure high temperature (HPHT) conditions.
Data used by predictive models for some species do not take into account the pressure
dependence of critical equilibrium constants [3]. This alone can cause a variation of
plus or minus 0.5e1.0 in logarithmic units in saturation index (SI), or a factor of
3e10 times in supersaturation. Similarly, for modeling of the gas/oil/saltewater
mix the literature is mostly related to these lower pressure and temperature conditions.
It is known that many of the accepted theoretical frameworks, such as
PengeRobinson-like equation of state models and Pitzer theory [4,5] are reaching their
limits of the expected applications. Moreover, new corrosion and scale processes could
become important in HPHT environments.

In this chapter, we summarize some new developments in corrosion and scale
studies pertaining to HPHT oil and gas production systems. In the first part, we present
the corrosion studies using brines with different scaling tendencies at 200�C (392�F)
and 250�C (482�F). Test results demonstrate the importance of scale formation on
corrosion. Pitting corrosion is developed with the formation of scale deposits on
mild steel surface. Then, we examine the solubility results on iron-containing scale
(siderite, iron sulfide, and magnetite) at temperature up to 250�C (482�F) and pressure
up to 1655 bar (24,000 psig). We also provide a summary on recent work of inhibitor
evaluations at 100�C (212�F) and 250�C (482�F). Finally, we discuss the cyclic polar-
ization results on pitting resistance of alloys at high temperature and high TDS brine. It
is hoped that this chapter will not only serve as a useful summary of recent works, but
also clearly illustrate the many areas where further research is needed.
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Figure 18.1 Illustration of current knowledge for scale and corrosion at various temperature and
pressure conditions.
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18.2 Corrosion in different scaling tendency brines

Existing corrosion models are sufficient in predicting corrosion rates in controlled lab-
oratory testing conditions. Unidentified conditions not included in the development of
the models such as mixed brine compositions cause large variations in the predicted
corrosion and scale values. The corrosion prediction accuracy is limited by both the
accuracy of the input data and the accuracy of the model itself [6]. Therefore, it is
important to study the conditions observed in the oilfield and incorporate those obser-
vations and results into valid corrosion models.

Corrosion tests reported in the literature often use simple brine to study corrosion
rate on metals and alloys. In a real field scenario with complex brine compositions,
scale formation may coexist with corrosion. For example, at downhole conditions it
can generally be assumed that equilibrium is reached and there should be no effect
of scaling on the corrosion process, at least at the very bottom of the well. As temper-
ature and pressure drop in rising tubing, scale formation usually occurs simultaneously
with corrosion processes and may have a significant effect on corrosion rate. Nucle-
ation and growth of scale species such as calcium carbonate may have an effect on
the formation and growth of passive layers of corrosion products and on the corrosion
rate. The effects of mineral scaling and deposition on corrosion are not well under-
stood, especially at HPHT conditions.

This section shows the effect of scale formation on corrosion process at high temper-
atures, using calcite as an example. The test brine was selected from the United States
Geological Survey (USGS) database for deepwater wells in the Gulf of Mexico. There
are about 11,000 data points in the USGS database. The average concentration was
2198 mg/L calcium, 695 mg/L bicarbonate alkalinity, and 39,007 mg/L chloride. The
test brine used in this study was based on the data point of USGS #14821 (Table 18.1).

Test brine solution was saturated with CO2 and the pH was adjusted to 5.0 with
deoxygenated NaHCO3 solution (1 M) [7]. The test brine was in equilibrium with

Table 18.1 Summary of brine composition

Dissolved ions (mg/L) USGS (average) USGS #14821 Test brine

Naþ 22,115 59,200 46,200

Kþ 32 235 195

Mg2þ 360 972 960

Ca2þ 2,198 3,272 2,400

Sr2þ 112 128 88

Ba2þ 52 109 55

HCO3
� 695 206 305

Cl� 39,007 78,020 78,377

USGS, United States Geological Survey.
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respect to calcite at 200�C (392�F), and calcite scale formation was expected based on
scaling tendency calculations by ScaleSoftPitzer model [8]. A carbon steel coupon
(C-1018) was immersed in the test solution for 20 days at 200�C (392�F) in a Hastel-
loy C-276 autoclave. Fig. 18.2 shows the coupon at the end of experiment. There was
no severe corrosion observed on the coupon surface.

The surface scale was analyzed by scanning electron microscopy (SEM) and X-ray
diffraction (XRD) techniques. Fig. 18.3(a) and (b) shows that this scale consisted of
siderite (FeCO3) and ankerite (Ca(Fe,Mg,Mn)(CO3)2). Neither calcite nor magnetite
(Fe3O4) precipitates were detected on the steel surface. It should be noted that ankerite,
as a mixed Ca and Mg scale species, would not be formed if a simple NaCl brine
solution was used.

The coupon surface was cleaned using Clark’s solution for corrosion rate determi-
nation and localized corrosion was analyzed using vertical scanning interferometry
(VSI). The uniform corrosion rate was found to be 0.14 � 0.02 mm/year, while no
localized corrosion was found, as shown by VSI analysis (Fig. 18.4). The corrosion
rate obtained by both weight loss and VSI analyses was in good agreement. We can
conclude from the corrosion rate results that corrosion of carbon steel C-1018 is
low when water is at equilibrium with calcite.

A similar corrosion test was performed with the same brine at 250�C (482�F). The
test brine became supersaturated with calcite at this temperature due to the inverse sol-
ubility behavior of calcite. Scaling tendency calculation showed that test brine had a
calcite SI of 1.15. The C-1018 coupon was heavily corroded after only 7 days
(Fig. 18.5) of exposure, corrosion rate could not be measured because the scale that
formed was hard and not removable using the NACE procedure. The SEM image
(Fig. 18.6) shows that a porous layer was formed on the steel surface, and the shapes

Figure 18.2 Picture of coupon after 20 days in test solution at 200�C (392�F).
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of the crystals were irregular and heterogeneous. The result was very different from the
calcite equilibrium scenario shown in Fig. 18.3, however, little is known about the pro-
tective properties of ankerite for corrosion. The XRD spectrum showed that scale was
a mixture of calcite, ankerite, and magnetite. The corrosion was significant in the rising
tubing scenario compared to the downhole conditions.

Additional test was conducted at 250�C (482�F) in a simple NaCl (2 M) brine so-
lution, which contained no dissolved calcium. This test brine was undersaturated with
respect to calcite (SI < 0). The test results were similar to the calcite equilibrium sce-
nario at 200�C (392�F) (see Table 18.2). No localized pitting was observed and
magnetite was detected on the coupon surface. These results indicated that the severe
corrosion in the calcite-supersaturated brine was caused by scale deposition, rather
than test temperature. Ankerite, which was formed in the complex analog brine, was
not detected in this simple NaCl solution.

The different results suggest that scale can cause corrosion and also alter the corro-
sion product film formation. The accelerated corrosion with calcite is probably due to
formation of an incomplete calcite film on the steel, thereby focusing corrosion on the
unprotected anodic regions.
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Figure 18.3 Scanning electron microscopy (a) and X-ray diffraction analysis (b) of the coupon
surface after the test at 200�C (392�F) in brine equilibrium to calcite.
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Figure 18.4 Vertical scanning interferometry image of coupon surface showing no localized
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Figure 18.5 Picture of heavily corroded coupon after 7 days at 250�C (482�F) in solution
supersaturated to calcite.
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Figure 18.6 (a) Scanning electron microscopy morphology of scale and (b) X-ray diffraction
composition of scale and corrosion product formed at 250�C (482�F) in solution supersatu-
rated to calcite.

Table 18.2 Summary of corrosion testing results in brines
with different calcite scaling tendencies

Brine
equilibrium
to calcite (SI[ 0)

Brine
supersaturated
to calcite (SI > 1)

2 M NaCl
solution (SI < 0)

Corrosion rate (mm/y) 0.14 Severe 0.10

Localized corrosion No Yes No

SI, saturation index.
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These results demonstrate the importance to study corrosion and scale together.
Also, the accurate representation of the field conditions using complex analog brine
composition, strictly anoxic conditions has resulted in unexpected results. There are
clear differences in corrosion severity in brines with different scaling tendencies. To
our knowledge, this is the only such realistic systematic data at high temperature con-
ditions in the literature. There is a need for more experimental works at realistic field
conditions that accurately represent the production systems.

18.3 Solubility of iron-containing scales

Iron-containing minerals, such as such as siderite, iron sulfides, and iron oxides, are
often observed on metal surface in the form of either thin layer or thick-scale deposits.
A dense and uniform layer can act as a physical barrier to protect the underlying steel
parts, but heavy scale negatively affects operation efficiency and system productivity
[8]. For example, siderite scale deposition was considered as one of major mechanisms
for the oil production decline in the Prudhoe Bay field [9]. Iron sulfide and iron oxide
scales on production tubing and liner have interfered with downhole surveillance,
limited well intervention, and reduced productivity in some high temperature sour
gas wells [10,11].

The source of the iron for these iron-containing minerals could be generated from
corrosion reaction or supplied by the produced water. Iron is commonly found in a
variety of rock and soil minerals as in ferrous (Fe2þ) and ferric (Fe3þ) states. The
dissolution of naturally formed minerals may contribute to the high iron concentration
in the reservoir formation water. If the rate of produced water is 1000 bbl/day and the
total Fe concentration is 50 mg/L in produced water, then approximately 33 Kg of
siderite or 30 Kg of iron hydroxide (Fe(OH)3) could potentially form each day. The
total Fe concentration at downhole conditions under a strictly anoxic environment
could be larger than the value measured at the surface.

Compared to the common sulfate and carbonate scales, much less is known about
the thermodynamics and kinetics of these iron-containing scales. In this section, we
present the new solubility studies on siderite, iron sulfide, and magnetite at HPHT con-
ditions. Knowledge of mineral solubility behavior is necessary for the reliable predic-
tion of corrosion risk and scale severity.

18.3.1 Siderite

Siderite is a common corrosion product in sweet systems at intermediate temperatures
60e150�C or (140e302�F), respectively, forming a passive layer to protect the metal
surface and prevent further corrosion [12]. Accurate solubility constants for siderite
will benefit not only the understanding of FeCO3 scale formation, but also the trans-
formation processes of passive layers for corrosion studies.

Although the solubility of siderite has been studied at different temperatures, ionic
strength, electrolytes, and CO2 partial pressures [13e19], most of the experimental
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work has been conducted below 100�C (212�F) [13e19]. Limited research on the
effect of high temperature, high pressure, and high ionic strength has been performed
until recently. Recent works have extended the siderite solubility (Ksp) measurements
to high temperature, up to 250�C (482�F) and high pressure, up to 1655 bar
(24,000 psig). Test results showed that the predicted solubility values were in
good agreement with the measured values at 150�C (302�F) and lower pressur-
es � 689 bar (�10,000 psig), with differences less than 0.1 in pKsp. At high temper-
ature of 150�C (302�F) and 250�C (482�F) and high pressure, �1379 bar
(�20,000 psig) the predicted pKsp values varied from 0.22 to 0.41 from these
measured values. Experimental details and results can be found in Yan et al. [20].

Work to expand knowledge of siderite species solubility and phase transitions at
HPHT and realistic field compositions is needed. Preliminary work shows fundamental
differences between the predicted and the observed solubility and phases.

18.3.2 Iron sulfide

Formation of iron sulfide (FeS) precipitates in gas and oil production systems can
reduce flow, plug safety valves, and downhole equipment, reduce or accelerate corro-
sion, and reduce oil quality. Once FeS scale is formed in wellbore or on production
tubing, it can become impractical to remove chemically and could cost large amounts
of money and long production downtime to clean the system mechanically [10,21].
Accurate prediction of FeS formation at reservoir conditions has great benefit for scale
control and flow assurance. Also, iron sulfide formation can be either beneficial or
detrimental to corrosion control, related to the integrity of the attached layer. Although
of high importance, there is little understanding on its formation and transformation and
the influence of operation parameters, e.g., temperature, pressure, oilegasebrine
composition, chemical additives, etc., on its thickness and physical and chemical
properties.

Much of the knowledge on FeS chemistry was gained by studies in aqueous sys-
tems related to marine sediments at low temperatures [22,23]. The phase stability, pre-
cipitation kinetics, reaction pathway, or inhibition of iron sulfides largely remain
unknown at oilfield conditions. This is mainly due to the complex FeS chemistry
and difficulties in experimental works. Solubility of amorphous FeSm or mackinawite,
was investigated at ambient condition from 3 to 10 pH and with various concentrations
of H2S gas in both synthetic and natural waters [24,25]. In these cases, the solubility
product of iron sulfide was presented in terms of iron and bisulfide ions, HS�, because
the concentration of the S2� ion is insignificant in solution and the uncertainty of the
secondary equilibrium constant of H2S (K2) is considerable. At 25�C (77�F) and 1 atm
(1 bar) the K2 value has been reported to be 10

�12e10�19 and no one has been able to
establish a true value [26,27]. The activity of iron changes linearly with respect to pH
at various H2S gas concentrations.

In a recent work in one of the author’s lab, FeS solubility was measured up to 250�C
(482 �F) at 1654 bar (24,000 psig) in 1 M NaCl brine using troilite. Experimental re-
sults are shown in Table 18.3 and experimental details can be found in Yan et al. [28].
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These results also suggest that more experimental work is needed to constrain the
solubility values.

Observations suggested that pyrrhotite was more stable than troilite at the test con-
ditions. This was in agreement to the previous observations in corrosion studies. Troi-
lite has been viewed as low temperature and stoichiometric pyrrhotite [29,30].

18.3.3 Magnetite

Magnetite appears to be the main deposit on oil and gas production systems under high
temperature conditions >150�C (302�F) and anoxic conditions, especially on carbon
steels [31,32]. Even though various models have been developed to predict Fe3O4 sol-
ubility, predictions made from these models are only applicable below 100�C (212�F)
at low pressure and in low TDS brine [33]. Limited research on the effect of high pres-
sure and salinity on solubility of magnetite has been conducted.

Measuring the magnetite solubility has proven to be more difficult than that of other
oxides, such as NiO, due to the reductive dissolution of magnetite from Fe(III) to Fe(II)
[32]. Thus the reduction potential of the entire system plays an important role in
magnetite solubility. In more complicated synthetic brines with high ionic strength,
the reductioneoxidation (redox) potential, which controls the dissolved iron concen-
tration in the produced saltwater may cause large differences in the observed solubility.

Magnetite solubility experiments were conducted to determine the Ksp value at
different temperatures and pressures. The results vary from the ones reported in the
literature. For example, at room temperature and 345 bar (5000 psig) the total dis-
solved iron concentration is 0.068 mg/L, which is about six times lower than the liter-
ature reported total Fe concentration (0.44 mg/L). The effects of various reaction
parameters on magnetite solubility were also studied and detailed results can be found

Table 18.3 Predicted and experimental FeS solubility values
in 1 M experiments

Temperature 8C
(8F)

Pressure
(psi)

pKsp from prediction
model

pKsp from experimental
results

100 (212) 5,000 3.56 1.82

100 (212) 15,000 3.28 1.58

100 (212) 24,000 3.06 1.32

175 (347) 5,000 4.34 3.08

175 (347) 15,000 4.08 2.43

175 (347) 24,000 3.83 2.31

250 (482) 5,000 5.45 4.93

250 (482) 15,000 5.16 4.29

250 (482) 24,000 4.96 3.87
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in Yan et al. [34]. A change in pH or Eh has a much greater effect on magnetite sol-
ubility than pressure and temperature in this preliminary investigation.

18.4 Scale inhibition at high temperatures

The common approach to prevent scale formation is to apply threshold scale inhib-
itors by squeeze treatment or continuous injection. Scale formation can be effec-
tively controlled with only a few milligrams per liter of scale inhibitors, which is
significantly lower than the concentration needed to sequester or chelate the divalent
metal ions. Prevention of scale deposition is important not only for well productiv-
ity, but also for corrosion control. A thin-scale layer might not affect the pipe car-
rying capacity, but can accelerate corrosion reaction, as discussed early in this
chapter.

The performance of scale inhibitor can be influenced by many factors, such as
temperature, water composition, pH, saturation state, suspended solids, dissolved
oxygen level, other treatment chemicals, etc. Among these, temperature is the
most determining factor. Thermal stability of inhibitor product at high temperatures
is a significant concern. Products may experience phase separation, solid formation,
and the decomposition of active inhibition ingredient. Therefore, study of thermal
stability of these inhibitors under simulated lab conditions is vital to determine how
much of these inhibitors will degrade, and what inhibitor dosage should be used to
protect the well.

A trace amount of dissolved oxygen, even as low as 10 parts per billion (ppb), will
significantly affect experimental results. Because the equivalent weight of one electron
of oxygen is only 8 g/equiv and that of iron (II / III) is 55.85 g/equiv, 10 ppb of dis-
solved oxygen will oxidize about 70 ppb of Fe(II), which will produce about 134 ppb
of Fe(OH)3,colloid: these oxidized colloids in the brine are known to be very surface
active, to adsorb inhibitors, and to impact nucleation and crystal growth. Dissolved
oxygen can also have a large effect on siderite nucleation and surface properties, which
may lead to different solubility results and corrosion protective layer formation as
discussed earlier in this chapter. Dissolved oxygen could also cause the degradation
of inhibitor chemicals and even react directly with polymeric inhibitors under high
temperature and pressure.

The scale inhibitor performance at high temperatures was studied recently by Tom-
son [7] and Yan et al. [35]. Various scale inhibitors, such as polyvinyl sulfonate (PVS),
maleic acid copolymer (MAC), sulfonated polycarboxylic acid (SPCA), polyacrylic
acid (PAA), carboxymethyl inulin (CMI), and phosphinopolycarboxylic acid and
bis-hexamethylene triamine-penta(methylene phosphonic) acid (BHPMP), were eval-
uated at 180�C (356�F) and 250�C (482�F) for inhibition of several scaling minerals
including barite, calcite, celestite, hemihydrate, and anhydrite. At 180�C PVS and
MAC showed better performance than the other inhibitors for barite inhibition.
BHPMP appeared to lose its inhibition ability after 70 min of temperature exposure
for all scales. PAA showed poor performance for all tested scales under these condi-
tions. At 250�C (482�F) MAC had slightly better performance than the other inhibitors
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for barite inhibition. PVS had slightly better performance than other inhibitors for
celestite inhibition. All of the tested inhibitors had similar performance for calcium
bearing scales.

Inhibition of iron-containing scales remains a challenge. Existing scale inhibitors,
developed for BaSO4 and CaCO3 scales, have been proven not effective in prevention
of iron carbonate and iron sulfide formation. A possible explanation is due to the for-
mation of Fe-inhibitor pseudoscale, whose solubility is much lower than the Cae
inhibitor complex. Also, the scale inhibitors might adsorb onto the steel and colloid
particles and thereby not be available in solution for inhibition. Yean et al. [36] showed
that sodium citrate could inhibit siderite nucleation in the simple brine solution, but the
citrate inhibition efficiency is very temperature sensitive and may not be effective at
65�C (149�F) and above.

Recently, we studied the nucleation kinetics of siderite and its inhibition 100�C
(212�F) and 250�C (482�F) using the dynamic tube blocking apparatus. The scale in-
hibitors studied were SPCA, PVS, CMI, MAC, and sodium citrate. Test results
showed that at 100�C (212�F) the SPCA and PVS inhibitors not very effective,
whereas the green inhibitor CMI at 10 mg/L showed better inhibition against siderite
nucleation than the others. At 250�C (482�F), 1e10 mg/L SPCA will keep 80% of
total injected Fe in solution for at least 2 h. 10 mg/L PVS and MAC will not prevent
decrease of Fe concentration in solution. When the SPCA concentration was
increased to 50 and 316 mg/L, dramatic decreases of Fe concentration occurred, indi-
cating the formation of Fe-SPCA pseudoscale. Overdoses of scale inhibitor in iron
rich wells may cause formation damage, not only due to the pseudoscale formation,
but also due to the formation of barite or calcite as a result of the decrease of effective
inhibitor concentration.

In general, scale inhibition remains a challenge for complex brines and in HPHT
environments. There is an urgent need for inhibitors that can prevent the precipitation
of iron-containing solids, such as siderite, magnetite, pyrite, and other iron sulfides.
Thermal degradation, formation of cation inhibitor precipitates, and cation-assisted
adsorption hinder the performance of common scale inhibitors.

18.5 Pitting corrosion potential at high temperatures

Localized corrosion in the form of pits and crevices in corrosion resistant alloys
(CRAs) is one of the biggest challenges for material selection for applications in the
oil and gas industry. Unlike general corrosion, which is a slow process, pitting corro-
sion may start and propagate very quickly leading to significant damage [37]. Moni-
toring for pitting corrosion requires frequent inspections over time since no
corrosion may occur for a long time followed by aggressive pitting.

Pitting resistance equivalent number (PREN) has been used to describe the suscep-
tibility of steel types to pitting or crevice corrosion [38e40]. PREN can be calculated
from the alloy composition. For example, for nickel-based alloys:

PRENNi ¼ %Cr þ 1:5ð%Moþ%Wþ%NbÞ
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PREN can be a good tool to estimate the pitting resistance of certain alloys. PREN
values greater than 32e40 are often specified. From this first estimation, SS 2507
(UNS S32750) should have the best pitting resistance among the five alloys, whereas
SS 316L should have the worst (Fig. 18.7). At extreme temperature, pressure, and TDS
conditions often encountered in deep reservoirs, the use of PREN as the criteria for
evaluation of the localized corrosion resistance of alloys may not be reliable, as will
be shown below.

Electrochemical techniques such as polarization have been used in the laboratory to
evaluate the localized corrosion susceptibility of CRAs at relatively low
temperature <100�C (212�F) and salinity levels (<500 mg/L) [41e49]. Very little
work has been done at temperatures over 200�C (392�F). Recent work shows reliable
test equipment and procedures using electrochemical measurements to experimentally
study the corrosion of alloys at extreme temperature and salinity conditions [50]. With
the cyclic polarization technique, features such as the critical potential related to local-
ized corrosion of CRAs, at conditions close to actual production in deepwater reser-
voirs can be determined, and the pitting susceptibility of different alloys can be
evaluated directly.

The methodology and procedures for using an electrochemical technique, specif-
ically cyclic polarization, to evaluate pitting tendency of CRAs at extreme tempera-
ture and salinity conditions was modified from the NACE/ASTM standard G61 [51].
With this new method, cyclic polarization measurements can be conducted success-
fully at extreme temperatures up to 250�C (482�F) and extreme TDS up to
180,000 mg/L conditions with five different alloys, including stainless steel and
Inconel alloy. From the cyclic polarization, characteristic potentials such as corrosion
potential, i.e., open circuit potential (OCP), pitting potential, and repassivation poten-
tial (sometimes called protection potential [44]) of each alloy were identified at
different temperature and salinity conditions. The repassivation potential can be
defined in different ways. It can be defined as the potential at which the anodic for-
ward and reverse scan intersects. It can also be defined as the potential at which the
current density reaches its lowest readable value on the reverse portion of the
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Figure 18.7 Comparison of PREN for different alloys.
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polarization scans [52]. In this study, the former definition was chosen for all the cy-
clic scan analyses.

As outlined in NACE/ASTM standard G6 [51], in cyclic polarization scanning, the
potential is scanned from OCP and the current is monitored until a sustained/sharp in-
crease; above that of the passive current is obtained. The scan then returns from a set
value back to OCP. Reliable determination of the characteristic potentials such as
pitting potential, repassivation potential for each scan has big challenges but can poten-
tially provide insights for the pitting evaluation of the CRAs at conditions close to
deepwater production.

Fig. 18.8 shows the cyclic polarization curve for SS 316L (UNS S31603) after
immersion for 20 h in a 3 M NaCl solution with 0.05 M dissolved CO2 at 250�C
(482�F). Several features can be obtained from the polarization scan. It can be seen
that 316L (UNS S31603) had an OCP of �0.495 V at this 250�C (482�F) condition.
During the cyclic polarization process, it went through active corrosion first, where the
corrosion current density increased with increasing potential, until it reached a point,
labeled “activeepassive transition”. From this point onward, the steel became passive,
as indicated by no change in corrosion current with increasing potential. The polariza-
tion was continued until the potential reached �0.257 V, after which the corrosion
current increased abruptly again, indicating the breakdown or dissolution of the passiv-
ation. The forward polarization continued until the 10 mA/cm2 limit was reached,
where the polarization started going backward toward OCP. During the backward
scan at the end, the potential where the forward and backward polarization curves
meet is called repassivation potential. The value of the repassivation potential and
its value toward the OCP also comprises the characteristic features used to evaluate
the localized corrosion resistance of the material [39]. The repassivation potential
does not necessarily appear in every polarization curve, it depends on the material
properties and experimental conditions. At the end of the polarization, it can also be
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observed that the final potential did not return to the original OCP, but stabilized at a
potential more positive than the original OCP. This indicates that the steel went
through an anodicecathodic transition process. The whole cyclic polarization curve
shows positive hysteresis, which indicates the good pitting resistance of 316L (UNS
S31603) at these test conditions.

Experiments were conducted with all five selected alloys at different test conditions,
following the same procedure as described above. Not all of the alloys showed all of
the features in their cyclic polarization curves. Fig. 18.9(a) and (b) is the pitting poten-
tial of the five alloys obtained at 100�C (212 �F) and 250�C (482�F) with two different
salt concentrations. It can be seen that in a higher salt concentration, the pitting poten-
tial was more negative than in the lower salt concentration solution for most alloys. For
SS 316L (UNS S31603), no passivation region was observed on the cyclic polarization
curve at both salt concentrations studied. The polarization showed active corrosion
during the entire forward scan.

From cyclic polarization, the tendency of pitting corrosion of each alloy can be
evaluated. Cyclic polarization measurement is able to tell if pitting is possible, how-
ever, it cannot tell when and where it will occur. Corrosion tests at different exposure
times are needed to estimate the appearance of pitting and also steel surface analysis,
such as VSI is required to verify the pitting rate and locations. A 3-week exposure
experiment was performed with I-825 (UNS N08825) at conditions used for cyclic
polarization. Fig. 18.10 shows the image of the test coupon scanned by a white light
interferometry after the 3-week experiment. The use of white light interferometry
was found to be very powerful for both localized and uniform corrosion analysis
of CRAs [53]. The uniform corrosion rate of the coupons from this experiment
was 0.004 � 0.001 mm/year, calculated from both the weight loss method and white
light interferometry analysis. The uniform corrosion rate is equivalent to a
0.20 � 0.01 mm thickness of the metal loss. As shown in Fig. 18.10, pits were found
on the steel surface as large as 37 mm deep. It is clearly shown that uniform corrosion
is not an issue for CRA I-825 (UNS N08825), but localized pitting corrosion is very
significant at the test conditions discussed here, and may require batch-to-batch
testing of CRAs.
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As mentioned before, the difference between pitting potential and OCP is important
to characterize an alloy in terms of localized corrosion. The difference between pitting
potential and the OCP is denoted in this work as “pitting driving force”, DEpit. The
larger the DEpit, the harder (or more force required) to break down or dissolve the pas-
sive film that forms on the steel surface; therefore, the better the material’s resistance is
to pitting. Fig. 18.11(a) and (b) shows the values of DEpit for all alloys at 100 and
250�C (212 and 482�F). All of the alloys showed larger DEpit at lower salt concentra-
tion at 250�C (482�F). For G3 (UNS N06985) and I-825 (UNS N08825), at 3 M NaCl
condition, the DEpit was not affected by temperature. The passivation driving force at a
lower salt concentration was about 100 mV lower than that at 250�C (482�F). The re-
sults indicate that the passivation of G3 (UNS N06985) and I-825 (UNS N08825) at
250�C (482�F) is more stable, since it required more potential to break down or
dissolve the passive films.

It may be proposed that an alloy will have good localized corrosion resistance if its
repassivation potential is more anodic (noble) than its corrosion potential, i.e., OCP
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[52]. Also, although the repassivation potential values themselves are important, their
relative values to the corrosion potential (OCP) are even more important. The differ-
ence of the repassivation potential and the OCP is denoted as DErep. A larger DErep
means it is easier to repassivate during the reverse polarization; therefore, the material
can better resist pitting.

During the polarization measurements, it was found that in some cases a secondary
passivation was observed. For example, it is very likely that in the case of I-825 (UNS
N08825), a nickel-based alloy with 22% chromium, at less noble (positive) potential
ranges during the forward polarization, Cr(III)-oxide will be formed first. In the pres-
ence of strongly oxidizing conditions, this Cr(III)-oxide passive film transitions into
the Cr(VI) oxidation region, where the soluble species Cr(VI) species are thermody-
namically favored [54]. For cyclic polarization, there are various criteria to take into
account when determining what the best alloy would be at the conditions studied. A
summary of pitting resistance ranking, depending on the category used for the alloys
evaluated in this work, is shown in Table 18.4.

Table 18.4 Summary of best alloy for pitting resistance at various
conditions based on different evaluation criteria

Criteria
2508C 1 M
NaCl

2508C 3 M
NaCl

1008C 1 M
NaCl

1008C 3 M
NaCl

Passivation driving force I 825 I 718 I 718 I 825

Repassivation potential
vs. pitting potential

G3 SS 2507 I 718 SS 2507

Hysteresis G3 & I 718 SS 2507 &
SS316L

G3& SS2507
& I 825

G3 & SS 2507

PREN SS 2507

PREN, pitting resistance equivalent number.

SS 316L G3 SS 2507 I 825 I 718 SS 316L G3 SS 2507 I 825 I 718

 100 C, 1 M NaCI
 100 C, 3 M NaCI

 250 C, 1 M NaCI

250 C, 3 M NaCI
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Figure 18.11 Comparison of “passivation force” (potential difference between pitting and
OCP), DEpit, of different alloys at (a) 100�C (212�F) and (b) 250�C (482�F) at different salt
concentrations.
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It can be seen that each criterion needs to be considered for overall evaluation of
material using cyclic polarization. PREN number does not consider the experimental
conditions in the calculation; therefore, the results are the same for all cases. More
experimental work is needed to evaluate the materials and create a model to incorpo-
rate all the evaluation criteria.

18.6 Current knowledge gaps and future research
trends

As mentioned throughout this chapter, a lot is still unknown in the area of corrosion
and scale, especially at extreme temperature and pressure conditions. Corrosion and
scale are two processes that happen simultaneously in production tubing, however,
the effects of mineral scaling and deposition on corrosion and vice versa are not
well understood, especially at HPHT conditions. As shown throughout this chapter,
more experimental work needs to be performed at reservoir conditions with complex
brine compositions, high temperature, high pressure, and strictly anoxic conditions.
Both corrosion and scale research should be performed under these realistic conditions
and study the effects of one on the other.

The knowledge gap in scale formation and corrosion protective scales is especially
large for iron species, siderite, iron sulfide, and magnetite to mention a few. Work to
expand knowledge of iron species solubility and phase transitions at HPHT and real-
istic field compositions is needed to better understand scale and corrosion processes
and develop an effective prediction and prevention strategy. One specific area of
uncertainty is the solubility values for these iron species at different conditions,
more research is needed to obtain a general agreement on the solubility constant for
iron species at temperature, pressure and anoxic conditions.

Additional data and methods are needed to classify materials performance in the
working environment. More data is needed to validate the new proposed cyclic polar-
ization method to determine the pitting tendency of steel materials and obtain more
information about the performance of CRAs in the working environment. An alterna-
tive to the PREN number has been proposed and more research is needed to build a
knowledge database.

18.7 Conclusions

Scale formation and water composition can have a significant impact on the corrosion
rate and treatment program. It is important to incorporate the water chemistry and
scaling tendencies into corrosion prediction and well design strategies. Experiments
performed need to closely resemble the field conditions of water composition, strictly
anoxic (<<1 ppb O2) environment, temperature, and pressure, for results to be reli-
able, to simulate the corrosion and scaling reactions at the wateremetal interface.

Solubility of scale species is a key parameter for scale risk assessment and also
should be incorporated in corrosion prediction. There is very limited knowledge
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on the solubility behaviors of iron-containing scales at elevated temperatures and
pressures, partially due to oxygen contamination and difficulties to control redox
potential. Industry should focus on more effort to determine the solubility of iron-
containing scales at HPHT range. Meanwhile, current scale inhibitors are not
effective to control iron-containing scales, especially in complex brine at high tem-
perature. New inhibition chemistry and innovative mitigation strategies should be
explored.

Material selection for HPHT application should be based on tests that mimic the
field conditions, instead of PREN number. Cyclic polarization can be a powerful
tool to evaluate the pitting resistance performance of alloys under extreme conditions
of salinity and temperature. Several areas of knowledge gaps and current future
research trends have been identified.
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19.1 Introduction

Corrosion inhibitors are oil field chemicals used at small concentrations (usually less
than 1000 ppm) that reduce the corrosiveness of the fluid and environment for the
material. The corrosion inhibitors most commonly used in oil and gas production
and transmission environments are imidazolines, amides, amines, phosphate esters,
carboxylic acids and their derivatives, and sulfur-containing organic molecules. In
this chapter, advances in testing as they relate to the use of corrosion inhibitors in
oil and gas production systems and transmission lines will be presented.

The purpose of testing corrosion inhibitors is to identify the best performing corro-
sion inhibitor for a given application and ensure that the chemical is compatible with
the system, especially the separation system where corrosion inhibitors can sometimes
cause emulsions, making it difficult to separate oil and water [1]. Selection of a corro-
sion inhibitor requires assessment of the production and transmission systems,
compatibility with system materials and fluids, use of simple screening tests and for
important projects, and corrosion testing that mimics the most difficult system condi-
tions [1]. Qualification of corrosion inhibitors for a given production and transmission
system requires the determination of the worst case conditions for the material and
inhibitor and the design of test conditions that best simulate these conditions [2,3].
Typical information needed to be collected for corrosion inhibitor selection is provided
in Table 19.1.

Multiphase flow simulations are used to determine the corrosive gases, the temper-
ature and pressure, the composition and ratios of brine and liquid hydrocarbon, and the
flow regime of the system. Determination of the flow regime alerts one about how the
pipe wall may be contacted by different phases. In stratified flow at low velocity for oil
and water flow, the bottom of the pipe will be wetted by water and the top by hydro-
carbon. As velocity increases, oil droplets form in the aqueous phase, whereas water
droplets are present in the hydrocarbon phase. In the three-phase flow involving
gas, when a system is in the slug flow regime it can experience intermittent periods
of high wall shear stress. It is also useful to know when liquid droplets are elutriated
in the gas phase. Results from such simulations help in designing appropriate corrosion
test procedures [2,3]. Field conditions differ from laboratory conditions so it is impor-
tant to assess the physical properties that need to be replicated. It is always important to
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test corrosion inhibitors for ancillary properties such as compatibility with production
and transported fluids and compatibility with materials used in the production and
transmission environments. This is especially true for deep water and arctic systems.

This chapter will confine itself to advances in the testing of corrosion inhibitors.
The advances occur in testing products at high shear stresses, testing inhibitors with
sand, corrosion inhibitor testing for mitigating pitting corrosion, corrosion inhibitor
testing under conditions of under deposits, and testing of corrosion inhibitors for
top-of-the-line conditions.

19.2 Corrosion inhibitor testing to prevent corrosion
in multiphase flow with high shear

Ideally, corrosion inhibitors should be tested under the most realistic conditions. A
review of corrosion laboratory testing with inhibitors indicated that the parameters
that were the most challenging for successful corrosion inhibition in mild steel systems

Table 19.1 Information needed to be collected for corrosion inhibitor
selection

Information needed Use of information

Piping and instrumentation
diagram

This information helps us understand the system to
identify flow regimes and phases present. This
information is used to identify places where corrosion
inhibitor is needed

Production rates of gas, oil,
and produced water

This is used to locate regions of water wetting, high and
low velocities, and identify different flow regimes in
the system

Composition of gases The composition of gases quantifies the amount of
corrosive gases in the system, such as carbon dioxide,
hydrogen sulfide, and oxygen

Composition of brine The composition of brine helps find scaling regions in the
system. It is important to analyze the brine for organic
acids as high concentrations of organic acids can
indicate that the system is more corrosive

Temperatures and pressures in
the system

This helps us identify corrosive regions in the system
where concentrations of carbonic acid and aqueous
hydrogen sulfide are high and conditions where
corrosion inhibitor selection requires attention

Composition of hydrocarbon
phase

It is best to obtain a sample of field condensate where H2S
and sulfur are present as the condensate has a role in
causing pitting corrosion

Metallurgy of tubing and
piping

It is useful to have tubing and piping samples especially
for sour corrosion as certain metallurgies are more
amenable for pitting corrosion

456 Trends in Oil and Gas Corrosion Research and Technologies



experiencing corrosion by carbon dioxide are temperature, shear stress, total dissolved
solids in brine, and predicted corrosion rate in the system [4]. Normal oil and gas pro-
duction conditions occur in the absence of oxygen. Therefore, it is extremely important
for inhibitor selection to test at appropriate conditions (e.g., ensuring no oxygen
ingress in the test apparatus). High-shear flow apparatus may see evidence of oxygen
contamination [5]. It is important during corrosion inhibitor testing that the fluids are
kept at oxygen levels below 40 ppb [5].

Internal corrosion failures of a 10-inch production pipeline atWytch farm in 1997 led
to an analysis that carbon dioxide corrosion ofmild steel is severe in slug flow conditions
with high Froude number [7]. The system atWytch farm did not have corrosion inhibitor
[6]. In some studies, corrosion inhibition of pipelines in slug flow has been believed to be
difficult at high Froude number owing to different hydrodynamic factors such as bubble
collapse and high shear stresses [7]. In offshore deep water production, there is concern
in protecting the deep offshore catenary riser [8]. The catenary is the natural shape that
the piping follows as it moves upward from the sea floor to the platform. Blank corrosion
rates vary with inclination rates [8]. Risers often introduce conditions that make it easy to
experience severe slugging in the system. In one study it was found that themost difficult
system to treat with corrosion inhibitor was at an inclination of 45� and high velocity [8].
Corrosion inhibition testing undermultiphase flow conditions is difficult, expensive, and
limited to a small number of facilities. There are several examples of corrosion inhibition
testing under multiphase flow conditions [8e11].

It was found in some studies that corrosion inhibitors that exhibited strong perfor-
mance in high-shear single-phase test apparatus such as single-phase flow loops [9],
rotating cylinder electrode apparatus [10,11], and rotating cage apparatus [12] corre-
lated well with performance in challenging multiphase field conditions. In other tests,
rotating cylinder electrode corrosion tests did not mimic pipe flow [13].

The corrosion tests using a rotating cage have been used to select corrosion inhib-
itors in a challenging 45e60 mol% carbon dioxide field where mesa-type severe
corrosion was experienced without the correct inhibitor [14,15]. In one study it was
suggested that the rotating cage be judged as the top-ranking method to choose inhib-
itors in pipeline systems [16]. Rotating cage corrosion tests often mimic the most
corrosive parts of a field. Often inhibitor performance at high rotation rates is consis-
tent with excellent performance in field conditions.

Jet impingement devices have also been used to simulate environments where car-
bon dioxide corrosion of mild steel occurs with high shear stresses [17]. The jet
impingement device and the rotating cage apparatus have been used for corrosion
inhibitors in challenging deep water locations where the system was expected to expe-
rience slug flow [18]. Localized corrosion was observed in studies of carbon dioxide
corrosion of mild steel with inhibitors using an innovative method of localized corro-
sion monitoring (LCM) using an electrochemical technique [19].

Thin flow cells have been used to study corrosion inhibition in acidic environments
[20] and mild steel corrosion at high temperatures, high carbon dioxide concentrations,
and high velocities [21]. Thin flow cells allow one to use linear polarization as the mea-
surement technique and allow for in situ visualization of corrosion.

Features of the different corrosion test apparatus used to test corrosion inhibitors for
high-shear applications are provided in Table 19.2.
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Table 19.2 Comparison of different high-shear corrosion test apparatus

Test method Advantages Disadvantages

Multiphase flow
loop

Corrosion measurements are made in a representative flow regime
where real-time electrochemical measurements of corrosion rate
can be made

The units are expensive to operate and hard to clean
from inhibitor contamination

Single-phase
flow loop

Performance at high velocities in this flow loop has correlated well
with performance in multiphase flow in several instances. The
shear stress and mass transfer in the single-phase flow loop are
easy to calculate and real-time electrochemical measurements of
corrosion rate can be made in the apparatus

This is less expensive than a multiphase flow loop but
hard to clean from inhibitor contamination

Rotating
cylinder
electrode
apparatus

This apparatus is less expensive to test and easy to clean from
inhibitor contamination. The shear stress and mass transfer in
this apparatus are easy to calculate. Real-time electrochemical
measurements of corrosion rate at high temperatures and
pressures are possible

Performance at high rotation rates in some studies
correlate well with performance in multiphase flow
loops but in other studies the correlation was not
found

Rotating cage
apparatus

The apparatus is used to test corrosion inhibitors that work in
challenging systems. It is easy to clean and is relatively
inexpensive to test corrosion inhibitors

The shear stress and mass transfer in the system are hard
to calculate. Currently no real-time electrochemical
measurements can be made with the apparatus just
weight loss experiments are available

Jet impingement
test

This apparatus is used to test corrosion inhibitors that work in
challenging systems. It is easy to clean after inhibitor testing.
The test is relatively inexpensive. The shear stress and mass
transfer in the system are easy to calculate

This test is difficult to operate for systems with
high oil cut

High-
temperature
thin flow cell

This apparatus is used to test corrosion inhibitors in challenging
flow conditions. The shear stress and mass transfer in system are
easy to calculate

At present no published studies are available on the use
of this apparatus to compare inhibitors
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Correlating inhibitor performance obtained in the different tests to each other and to
field performance is difficult. Correlation between tests requires an understanding of
boundary layer effects in turbulent flow testing [22e24]. In rotating cylinder electrode
experiments one has well-developed hydrodynamic and concentration profiles at the
boundary layer. Flow loops have well-developed hydrodynamic profiles but do not
have well-developed concentration profiles. The jet impingement’s hydrodynamic
and concentration boundary layers vary with position so one tries to use a thin concen-
tric electrode. Rotating cage and multiphase flow loop tests in slug flow do not have
well-defined boundary layers so the corrosion rates are expected to be most severe
in these conditions. One attempt to correlate corrosion inhibitor performance in labo-
ratory tests to field performance is provided in reference [12].

In this section, state-of-the art performance testing of corrosion inhibitors to inhibit
corrosion in conditions of high shear in a multiphase flow regime system has been dis-
cussed. In all systems that will face high shear conditions in multiphase flow, it is
important to have the corrosion inhibitor tested in conditions that experience high
shear. The accumulated experience in the oil field is to choose more difficult corrosion
inhibitor tests in a laboratory testing protocol to avoid possible field failures. Very
often the field life exceeds the field design life and water cuts in mature fields are nor-
mally higher than expected.

19.3 Corrosion inhibition testing in systems
experiencing erosion corrosion

The presence of sand in carbon dioxide systems introduces erosive effects in corroding
systems. In scale-forming conditions, corrosion tests without sand can lead to low
corrosion rates. The presence of sand in these conditions can increase the corrosion
rate because of partial removal of scale by sand impingement [25,26]. In the laboratory
experiments, it is important to measure the shape and particle diameter of the sand [26].
Most producing gas wells produce some amount of sand. Corrosion inhibitor studies
with sand in carbon dioxide environments have been conducted in flow loops [26,27],
rotating cylinder electrode tests [28], jet impingement tests [29,30], and rotating cages
[31]. In studies with carbon dioxide, sand, and inhibitor, it is important to distinguish
the effects of corrosion, erosion, synergistic effects of corrosion and erosion, and
assessment of inhibition [32]. For this reason it is useful to conduct studies that allow
for the simultaneous use of electrochemical probes and metal loss with a material
capable of corrosion and erosion and metal loss from a probe that does not corrode
but may erode [33]. It is ideal to be able to experimentally measure electrochemistry,
weight loss, or electrical resistance (ER) on a corrosive material and weight loss or ER
on a noncorrosive material at the same conditions to be able to distinguish the effects
of corrosion, erosion, and synergistic corrosion and erosion. A new apparatus to mea-
sure erosion corrosion was designed with three plugged test cells arranged in-line with
one another that could use an ER probe with carbon steel to measure erosion corrosion,
an ER probe with stainless steel to measure erosion, or a linear polarization probe to
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measure corrosion without effects due to erosion [33]. The test cells were designed so
that probes could be interchanged to check if there is variance in measurement due to a
change in location [33]. Design of experiments has been used to investigate the effects
of sand loading, corrosion inhibitor, and velocity [34]. Currently, it is state of the art to
use flow loops or jet impingement devices to test inhibitors in carbon dioxide systems
with sand. Often the effects of sand are ignored in the design of corrosion inhibitor for
wells and pipelines. This is unfortunate as low amounts of sand are always present in
oil and gas producing environments. In scaling conditions, the need to have corrosion
inhibitor is most probably due to the low amount of sand in the operating environment,
which was not considered during laboratory evaluation of inhibitors for such systems.

19.4 Pitting corrosion

Localized corrosion is the most common mode of failure [35]. In corrosion due to car-
bon dioxide, pitting propagates whenever the pH at the bottom of the pit is lower than
at the top of the pit [36]. An increase in acetate concentrations decreases the pH at the
bottom of the pit [36]. Pitting corrosion in carbon dioxide systems is a strong function
of temperature, salt content, in situ pH, and acetate concentration [36]. The pitting
corrosion of X65 pipeline steel by carbon dioxide has been studied using a high-
speed camera to monitor the corrosion rate of the specimens and pitting initiation
and growth [37]. Pitting corrosion in carbon dioxide systems has been observed in a
system with a sand-covered steel specimen utilizing microchemical techniques, such
as localized electrochemical impedance spectroscopy (LEIS) and scanning electrode
vibrating electrode technique [38]. The pitting process was visualized as a function
of time using LEIS [38].

Pitting corrosion is most often seen in sour systems. Severe pitting is seen in exper-
iments with hydrogen sulfide and carbon dioxide with glycol [39]. This is in contrast
with what is seen with pH-stabilized glycol in carbon dioxide environments. Increases
in salt concentration accelerate pitting in H2S/CO2 systems [40]. Sulfur is also used to
accelerate pitting in sour systems [41]. Precorrosion of a carbon steel coupon initially in
a carbon dioxide environment with subsequent introduction of the coupon in a sour
environment causes pitting in H2S/CO2 environments [42,43]. Studies of pitting corro-
sion require the statistical analysis of pit depth, size, and distribution using an
automated high-resolution vertical scanning interferometer. In inhibitor testing it is
important to establish a blank rate where one can reproduce pitting corrosion several
times. It is important to have the results of several coupons exposed to similar condi-
tions as pitting is a stochastic phenomenon. It is useful to plot the pit depth for each pit
with each coupon and compare different conditions [43]. Inhibitor studies must also be
performed for several coupons in similar conditions [43]. Effective studies of the inhi-
bition of pitting corrosion will involve the statistical analysis of pit depth, size, and
distribution. Optical profilometric techniques are important in this assessment [44].

Electrochemical techniques for localized corrosion motoring (LCM) have been used
in several studies [38,43,45]. These techniques have the promise of allowing the nonde-
structive monitoring of pitting corrosion. The LCM technique was shown to provide in
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situ quantitative information on pitting event for experiments relevant to important sour
corrosion systems [45]. Other electrochemical techniques used for localized corrosion
measurements are electrochemical noise analysis andwire beam electrodemethods [46].

There exist a few studies where pitting corrosion tests are incorporated into corro-
sion inhibitor evaluation. One example is the examination of a corrosion inhibitor to
prevent pitting corrosion in 7-day tests at 49�C (120�F) in a rotating cage with a
90 vol% brine and 10 vol% hydrocarbon system for CO2 corrosion [47]. In this
example, optical profilometric techniques were used to examine corrosion coupons
from corrosion tests with statistical analysis of pit depth, size, and distribution for
five corrosion inhibitor formulations [47]. In another study on corrosion inhibition
of systems in a CO2/H2S system, four corrosion inhibitor formulations are studied
in small autoclave and wheel bomb tests where the coupons were examined using
optical profilometric techniques and the results compared using statistical analysis
[48]. In this study, the LCM method was also used to establish inhibitor performance
[48]. It was seen that experimental runs where no pitting was found on the coupons
correlated to runs where no potential transients were found with LCM [48].

Owing to the difficulty of creating pitting corrosion, and the need to have several
experiments, studies evaluating corrosion inhibitors for pitting corrosion are limited.
Better experimental methods are necessary for more rational optimization of corrosion
inhibitors in carbon dioxide systems and safer and cost-effective methods for produc-
ing sour oil.

19.5 Under-deposit corrosion

Methodologies to test corrosion inhibitor performance with sand and carbon dioxide
have involved characterization of the sand, assessment of the adsorption of inhibitor
by the sand, and corrosion testing with a bed of sand [49]. General corrosion of mild
steel in carbon dioxide systems has been observed to decrease in kettle experiments
with sand [50]. Pitting corrosion in oil pipeline systems is due to under-deposit corro-
sion [51]. Pitting corrosion in a carbon dioxide system with a layer of sand was seen in
studies that used LEIS [38]. Multiarray sensors have been used to detect under-deposit
and microbially influenced corrosion [52]. Inhibitor performance in carbon
dioxide systems with deposited sand was studied using a coupled multielectrode array
[53]. Some tests involve galvanic coupling that anodically polarize the electrode. This
may not be representative of field conditions [46].

It is well known that stagnant conditions in sour environment create conditions
conducive for severe pitting corrosion. A review of over 125 sour gas field cases
covering 45 reservoirs found that, in most cases, corrosion occurred at the bottom
of the well associated with the buildup of a thick iron sulfide deposit [54]. Experiments
with different forms of iron sulfide showed that under-deposit pitting corrosion was
most severe with synthesized iron sulfide that is carefully prepared and introduced
in the corrosion experiment to exclude oxygen [55]. The finding explains localized
corrosion observed in sour gas systems where iron sulfide is deposited [55]. The effect
of FeS deposit was investigated with sand and it was found that the highest penetration
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rates occurred in systems where FeS concentrations are high in the presence of brines
with high chloride levels [56]. Corrosion testing with inhibitors was performed in a
system with two sparged beakers with two working electrodes of the same dimensions,
made from UNS G1080 [57]. In one sparged beaker, the working electrode was
covered with a freshly formed FeS surface [57]. The two electrodes were connected
by a salt bridge [57]. Great care was taken to keep the system free of oxygen [57].
Inhibitors were introduced in one cell or the other or in both [57]. Measurements
were made of the galvanic corrosion rates when both electrodes are connected to
each other as well [57]. Measurements were also made of the general corrosion rate
of the UNS G1080 electrode. Best results in reducing the galvanic current occurred
when inhibitors were introduced on both electrodes [57]. This indicates that it is impor-
tant to ensure that the corrosion inhibitor reaches both iron sulfide covered regions and
bare regions in a given system. One method that can be used to test transport of the
corrosion inhibitor through a bed of deposits is liquid chromatography to analyze
the inhibitor [49].

In mature fields, under-deposit corrosion is among the most common modes of fail-
ure. In areas where pigs can be used, they can be used to clean the pipeline. There are
many systems that cannot be cleaned using a pig. To defer abandonment, chemical
methods to clean or treat the low-volume pipelines are needed. When inhibitors are
used, the corrosion inhibitor should be tested in an apparatus that mimics the effect
of having metal under iron sulfideecovered region and parts of the surface without
deposit [57]. It is also useful to assess the ability of the inhibitor to transfer through
a solid bed [49].

19.6 Top-of-the-line corrosion inhibitor testing

The corrosion of the internal surfaces of gas pipelines is a complicated electrochemical
process [58]. The importance of top-of-the-line corrosion (TLC) has been highlighted
by observation of significant TLC in a multiphase gathering line in Indonesia [59].
Corrosion of the internal metal surface of the gas pipeline is caused by the presence
of moisture, CO2, O2, and/or other contaminants [60,61]. TLC of pipelines has been
demonstrated to be caused by water condensation [62,63]. In one instance it was
found that TLC occurred in pipe sections where the condensation rate was above
0.15e0.25 mL/(m2s) [64]. The water condensation rate in gas pipelines depend on
the heat and mass transfer in the gas phase [65]. Oxygen entering through the gas
pipeline has been shown to be a significant source of corrosion problems [66].
Acetic acid is also an important contributor to TLC; in some studies increasing the
acetic acid concentration has doubled the corrosion rate at low condensation rates [67].

Testing for TLC requires an apparatus that allows for significant condensation on
the surface. Significant work has been conducted in an experimental flow loop
especially designed to measure TLC [68]. This flow loop has a section cooled by
copper coils. Samples of condensed liquid and pH measurement can be made in the
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test section. Weight loss coupons are used to measure corrosion rate in this flow loop
[68]. The flow loop has been used to study the effects of H2S and acetic acid on TLC
[69]. Flow loop testing is always difficult to perform, so there is an attraction for
studies with simpler and easier to use apparatus. In another paper, steel coupons are
rotated above the corrosive liquid in an autoclave kept at a warm temperature while
the coupons are internally cooled to create conditions of condensation [70].

Inhibitor testing for top-of-the-line conditions needs to replicate rates of condensa-
tion. As rates of condensation increase, the performance of inhibitors decrease. It is
also important for a volatile corrosion inhibitor to have a low minimum effective con-
centration as it is difficult to condense sufficient corrosion inhibitor necessary for
inhibition. One autoclave apparatus used to test TLC inhibitors involved placing a
U-shaped mild steel tubing inside a pressure reaction vessel with liquid below the
U-tube in a corrosive environment at the appropriate temperature and pressure [71].
Inhibited coolant is circulated inside the U-tube to create conditions for condensation
[71]. In this test, it was found that one film persistent batch corrosion inhibitor showed
a significant reduction in film persistency as the condensation rate increased [71].
Another test that has been used for TLC inhibitor tests has been a test modified
from the Federal standard MIL-STD 3010B, Method 4031 [72,73]. This test is a sim-
ple test that does not measure the rate of condensation. The test also does not have the
ability to vary the rate of condensation. Quartz crystal microbalances have been used to
measure small weight changes in iron films. This method has been used to investigate
the effects of relative humidity, temperature of gas and the metal surface, and oxygen
and carbon dioxide on corrosion in sales gas conditions with condensation [74]. The
change of frequency in the system provides a sensitive method of measuring weight
loss. Careful experimentation using both gold-coated quartz microbalances and iron-
coated quartz microbalances allow for the calculation of water condensation rate
and corrosion product layer formation. The method was used to develop a corrosion
inhibitor and assess its performance as a batch inhibitor to prevent black powder for-
mation [75]. Four inhibitors were assessed with this method with significant differ-
ences in performance. The method was also used to assess the performance of three
volatile amines and a new TLC inhibitor [76]. It was found in this work that the
volatile amines had little effect on TLC in contrast with excellent inhibition by a
proprietary corrosion inhibitor [76]. The effect of the inhibitors on water
condensation was quantified. Morpholine and the proprietary corrosion inhibitor
reduced water condensation. The method quantified very small weight changes that
occurred with inhibitor adsorption to iron by the different inhibitors [76]. The
proprietary corrosion inhibitor adsorbed on the iron-coated quartz microbalance signif-
icantly more than the volatile amines [76].

The requirements for corrosion inhibitor testing at the top of the line require control
of the condensation rate in the apparatus and assessment of how inhibitor may change
condensation rates. Methods that do not have the ability to monitor the effect of water
condensation rate on corrosion inhibitor performance are not desirable as the conden-
sation rate has a great influence on TLC and the ability to inhibit corrosion under top-
of-the-line conditions.

Corrosion inhibitorsdadvancements in testing 463



19.7 Summary and conclusions

In this chapter, advances in corrosion inhibitor testing were reviewed. Appropriate
corrosion inhibitor selection occurs when sufficient analysis of the production and
transmission systems is performed to understand the regions with greatest risk for
corrosion. Often high-risk areas of corrosion are in places where slug flow occurs
and places where high shear stresses are present. Corrosion inhibitor selection for these
systems should incorporate relevant corrosion inhibitor tests under high-shear condi-
tions. Sand is present in small amounts in gas systems. The small amount of sand
can destroy protective iron carbonate scales. There have been several new studies to
test the effectiveness of corrosion inhibitors in a corrosive environment with sand.
Pitting corrosion is the most common cause of internal corrosion failures in the oil
and gas industry. Pitting corrosion tests require time to generate the pit. As pitting
is stochastic, several tests are needed. Each coupon needs to be examined. Advances
in corrosion testing have resulted in methodologies to generate pits, methods of micro-
scopically scanning coupons, and innovative electrochemistry. In low-velocity lines
deposition of solids occur. Innovative electrochemical methods can capture pitting
corrosion in sand systems. In sour conditions, some iron sulfides can conduct elec-
tricity, causing accelerated corrosion. It is important in corrosion experiments with
iron sulfide to exclude oxygen. Top-of-the-line corrosion occurs in gas systems with
high rates of water condensation. Apparatus that simulate these conditions have
been developed to select corrosion inhibitors for this system. Advances will continue
in the field of corrosion testing as operators experience more demanding conditions
and try to minimize their capital and operating costs.
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20.1 Introduction

Monitoring of corrosion and phenomena related to corrosion allow the proper use and
optimization of corrosion inhibitors in oil and gas production and transmission lines.
Corrosion monitoring is important in any facility to ensure asset integrity. Risk assess-
ment for corrosion is needed to set monitoring objectives. Risk assessment involves a
number of tools from multiphase flow assessment, water chemistry assessment, met-
allurgy assessment and knowledge of operating pressures, and pipeline thickness.
The objectives of any monitoring program can vary depending on local regulations,
location of the pipeline, asset integrity conditions, frequency of inspection, and corro-
sion inhibition optimization. The location of monitoring devices is selected carefully
using corrosion modeling in places of greatest corrosion risk. There have been a great
number of advances in corrosion rate measurement technologies in different operating
systems. Ideally monitoring and inspection should augment each other. Inspection
methods are briefly reviewed in this chapter. Monitoring is important for economic
and safe oil and gas transmission as it allows one to optimize the dosage of corrosion
inhibitors while minimizing the corrosion of the wells or pipelines. When corrosion
inhibitors are involved, it is important to monitor the concentration of corrosion inhib-
itors that are used. This requires measurement of the amount of chemical that is
pumped as well as the measurement of oil and water production rates. For best use,
monitoring data should be kept in a format that is easily accessible and provided in
a manner that ensures timely response to corrosive threats and feedback for continual
improvement. This will be discussed in the last section of the chapter.

20.2 Risk assessment

Corrosion risk assessment is important for developing a monitoring program. The
initial part of risk assessment is data collection. At the beginning of the development
of the field, data is acquired from appraisal wells. The collection of critical data for
materials and corrosion risk assessment has been carefully considered and assessed [1].
Methods for dry gas internal corrosion direct assessment are collected in NACE Inter-
national Standard SP0206-2016 [2]. NACE SP-0110-2010 provides a methodology for
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assessment of internal corrosion of wet gas pipelines [3]. This process includes four steps
of preassessment, indirect inspection, detailed examination, and postassessment [3].
Typical data needed for risk assessment are presented in Table 20.1.

Multiphase flow modeling is used to determine temperature, pressure, flow regime,
velocity, and liquid holdup in the pipeline or well [4,5]. Brine composition with acid
gas composition, temperature, and pressure determine the pH of the system, which can
be used with corrosion models to assess possible corrosion rates in the system. There
are a variety of corrosion models that are used in risk assessment [4,5]. SP0110-2010
has been used to implement an internal corrosion monitoring program on a high-
pressure gas pipeline in Kuwait [5]. Corrosion and flow modeling have been used
to determine the effects of water cut, flow rate, flow regime, gas oil ratio, hydrogen
sulfide, and bicarbonate contents on corrosion in production tubulars, flow lines,

Table 20.1 Typical data needed for risk assessment

Piping and tubing lengths and elevations

Metallurgy of tubing and piping

Hydrostatic test information

In-line inspection data

Leaks/failures history

Operating history

History of process upsets

Type of dehydration process (in case of gas transmission lines)

Internal coatings

Location of sampling points, temperature and pressure gauges and valves

Production rates of gas, oil, and produced water

Composition of corrosive gases (H2S, CO2, and possibly O2)

Composition of brine

Composition of hydrocarbon phase

Water cut

Temperatures and pressures

Flow regimes

Microbial populations and numbers

Corrosion product composition

Corrosion inhibitor treatment

Biocide treatment

Hydrate prevention treatment
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and trunk lines [6]. The influence of weld heat affected zones is important in incorpo-
rating the risk assessment [7]. Methods of failure analysis are incorporated in risk
assessment of risers and pipelines [8].

Risk assessment is performed using a qualitative risk matrix based on consequence
severity and event frequency [8,9]. Operating conditions and operating environments
need to be considered in risk assessment [10].

The most important regions to monitor are locations where the corrosion risk is high
and the consequences of failure are significant [10,11]. Corrosion risk assessment can
be linked to risk-based inspection using a methodology that quantifies the risk [11]. In
many instances, the information needed for risk assessment is incomplete. In this
instance, corrosion risk methodologies have been developed that incorporate existing
data with an in-house expert system [12]. Offshore sour gas pipeline systems have used
comprehensive corrosion risk assessment to select a cost-effective and safe corrosion
management system [13].

20.3 Monitoring objectives

Risk assessment is needed to develop monitoring objectives. Ideally change manage-
ment needs to be incorporated in the corrosion management program [14]. Frequent
monitoring can substantially reduce risks in operating an oil and gas production or
transmission lines. Corrosion monitoring tools need to be integrated in the operation
practice to increase efficiency. Monitoring aids compliance with governmental regula-
tions [15]. It is important to understand the regulation and assess what measurements
can be used to comply with regulations [15]. Another monitoring objective is to ensure
high life expectancy of equipment with minimal operating costs [15,16]. All informa-
tion obtained from monitoring needs to be organized to generate a quick response to
mitigate corrosion for unfavorable operating conditions and schedule inspections opti-
mally [16], preventing unplanned shutdown of production operations [17]. Possible
corrosion monitoring objectives are compiled in Table 20.2 [15e18].

Table 20.2 Typical corrosion monitoring system objectives

Safe operation

Risk reduction

Compliance with governmental regulations

High life expectancy of equipment

Minimized operating costs

Reduction in unplanned maintenance

Optimal inspection planning

Reduction in deferred production
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20.4 Monitoring device locations

The choice of location is among the most important decisions to make in a corrosion
monitoring program [19]. It is difficult to choose a monitoring location that actually
experiences the worst corrosion in the system [20]. The reason that this happens is
that often times operating conditions differ from the anticipated design conditions.

Often a large number of wells are connected to a production gathering line. Some
wells lose production and are shut in. This leads to some extremely low velocity pipe-
lines connected to the rest of the pipeline network. These low velocity pipelines can
collect water and are good choices for monitoring corrosion [16]. Leak and failure his-
tory is one factor in determining monitoring device location [21]. Multiphase flow
modeling with corrosion modeling is used to prioritize corrosion online monitoring lo-
cations [4,22]. Low lying locations, high shear stress locations, areas with periodic
high shear rates and liquid hold ups, and regions of frequent slugging were chosen
as monitoring locations in one study [22]. It is sometimes inconvenient to place probes
at locations where corrosion is most severe [23]. Computational fluid dynamics models
have helped with probe placement [24]. One way of ensuring that correct locations are
chosen for corrosion monitoring is to commission relevant corrosion modeling studies
and choose the locations using feedback from the study as well as from corrosion pro-
fessionals who have managed oil and gas systems with similar characteristics. If the
characteristics are new for the operating company it may be helpful to seek guidance
from professionals who have experience with similar systems in service or consulting
companies.

20.5 Monitoring corrosion in field applications

Methods to monitor corrosion rates in oil and gas production and transmission systems
can be classified as methods that measure a variable directly caused by corrosion and
erosion (direct method) and methods that record other variables that influence corro-
sion (indirect methods) [25]. Direct techniques involve probes that are directly placed
in the system (intrusive methods) or probes placed outside the system (nonintrusive
methods) [25]. Indirect methods such as hydrogen monitoring or dissolved oxygen
monitoring involve probes that measure these parameters associated with corrosion
as they change in the system (online). Offline indirect measurements such as dissolved
iron in water are conducted on samples or deposits after they are taken out of the sys-
tem (offline) [25]. Intrusive direct methods can be divided into those methods that
measure a physical property or those that make an electrochemical measurement.

The physical methods for direct intrusive monitoring are listed in Table 20.3 with
the description of the method [25].

Mass loss coupons are commonly used in oil field applications. They are commonly
used on both in-line and side stream locations. They allow the detection of general and
pitting corrosion [19]. A standard practice document guides the preparation, installa-
tion, and interpretation of these coupons in oil field operations [26]. Properly placed
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coupons in sour gathering lines and sour oil transmission pipelines can be used to
simulate the worst case corrosivity of a given pipe [27]. Examination of coupons using
optical profilometric techniques has been used to evaluate pitting corrosion when two
different inhibitors were used [28,29].

Electrical resistance probes measure the loss of metal by measuring electrical resis-
tance [30]. Accurate measurement of electrical resistance is needed to measure corro-
sion rates. The choice of a sensitive electrical resistance probe will lead one to choose a
probe with less probe life. Electrical resistance probes are ideal in systems with oil as
the oil will not interfere with the measurement method. Enhanced electrical resistance
monitoring has allowed some fields to have a continuous improvement process for
corrosion inhibitor evaluation and development [31]. Electrical resistance monitoring
has been used to monitor corrosion rates and verify corrosion inhibitor effectiveness in
downhole CO2 flood conditions [32].

Electrochemical methods for direct intrusive monitoring can be divided into
methods that use direct current and those that use alternating current. The methods
are listed in Table 20.4 [25].

Different electrochemical methods that use direct current are polarization resis-
tance, electrochemical noise (EN), probes with dissimilar electrodes, single electrode
arrays, coupled multielectrode arrays, and potentiodynamic and galvanodynamic po-
larization methods [25].

Linear polarization methods are the most commonly used electrochemical
technique in oil and gas production and transmission systems [25,33]. Generally
accepted procedures and practices for electrochemical techniques for field corrosion
monitoring used in oil and gas environments have been recently reviewed [34]. In a
study that compared several methods in a sour oil and gas production environment,
the linear polarization resistance (LPR) method has been found to correspond well
to general corrosion rate measurements obtained by other methods [27]. LPR methods
require electrically conductive media to work [25,34]. A bypass loop can be
constructed at the wellhead to ensure that the probe is placed in aqueous media
[35]. The basis of polarization resistance method has been thoroughly reviewed
with discussion of the most common errors that invalidate results [36]. The

Table 20.3 Physical methods for direct intrusive
monitoring

Method Description

Mass loss
coupon

Placement of metal similar to pipe material in the
system for a given duration of time

Electrical
resistance

Placement of wire made of metal similar to pipe
material and measurement of its resistance

Visual
inspection

Visual inspection of metal using boroscope or
video camera
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effectiveness of linear polarization probes, electrical resistance probes, and metal loss
coupons in process streams that included wet crude oil, effluent water, and brackish
water has been assessed [37]. In this study, it was found that mass loss coupons
were effective in monitoring both general corrosion rates and pitting corrosion [37].

Table 20.4 Electrochemical methods for direct intrusive monitoring

Method Current Description

Linear polarization
resistance (LPR)

Direct Working electrode perturbed from corrosion
potential. At small perturbations current is
linear to the perturbed voltage. This allows
determination of corrosion rates.

Electrochemical noise Direct Two identical working electrodes coupled
using a zero resistance ammeter (ZRA).
Fluctuations in corrosion potential are
measured with the fluctuations in the
current between the two identical
electrodes. These fluctuations are related to
corrosion rate and pitting corrosion.

Galvanic probes Direct Dissimilar electrodes are connected to each
other using a ZRA. The current is
measured. This gives the galvanically
coupled current.

Coupled multiarray
electrode sensors
(CMAS)

Direct Several electrodes are coupled to each other
using a ZRA. The electrode material could
be similar or dissimilar. The current
between the electrodes is measured. This
technique provides uniform and pitting
corrosion rates.

Potentiodynamic/
galvanodynamic
polarization methods

Direct The potential or current is systematically
varied on a probe and the changes in
current or potential are measured.

Electrochemical impedance
spectroscopy

Alternating Alternating sinusoidal voltages of different
frequencies are applied on an electrode and
the alternative current is measured. Often
impedance is measured as a function of
frequency and this is analyzed to assess
pitting corrosion rates.

Harmonic distortion
analysis

Alternating Alternating sinusoidal voltage of a low
frequency is applied on a three electrode
system. The current is measured and
analyzed for harmonic on the applied low
frequency. The harmonics are interpreted
in a way to obtain Tafel slopes.
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Electrical resistance probes provided a rapid assessment of general corrosion rates in
crude and effluent systems [37]. LPR methods in this study were found to be ineffec-
tive in crude and oily water systems with fairly high water cuts [37].

EN methods are used in a more limited way in the oil and gas industry [25,33]. In a
study comparing different monitoring methods in sour systems, EN method was found
to be extremely reliable [27]. The method is limited due to the difficulties of interpret-
ing the data [27]. For any electrochemical technique, it is important that the probe be
placed in the aqueous phase. Due to the speed in evaluating the possibility of pitting
corrosion EN method has been used to make important decisions on corrosion mitiga-
tion strategy [38]. The interpretation of EN data is complex [39] and offers the promise
of identification of specific features of different types of corrosion [40].

Conditions conducive for galvanic corrosion commonly occur in oilfield environ-
ments [41]. Galvanic probes are used to assess corrosion and the effect of inhibitor
to prevent this corrosion in field conditions [41]. Galvanic probes can be used to detect
oxygen ingress and pH excursions [42]. Use of coupled multielectrode arrays in
different systems has been reviewed [43]. Use of single electrode arrays and potentio-
dynamic and galvanodynamic polarization methods are other direct electrochemical
methods used in the industry [25].

Direct intrusive electrochemical methods that use alternative current are electro-
chemical impedance spectroscopy and harmonic distortion analysis [25]. It was
found in sour systems that accurate corrosion rates could be determined using
LPR with the SterneGeary constant obtained from harmonic distortion analysis
[43a]. Field tests using electrochemical impedance spectroscopy for field monitoring
are available in the literature [44]. Multielectrode array impedance analyzers capable
for direct current electrochemistry and electrochemical impedance spectroscopy
have been developed [45].

Nonintrusive direct techniques to monitor metal loss in oil and gas systems include
use of ultrasound, magnetic flux leakage, eddy current measurements, radiographic
field mapping, and electrical field mapping [25]. In subsea operations, due to the dif-
ficulty of accessing the installation and repairing the system, expensive corrosion
monitoring systems are used [46]. Guided ultrasonic lamb waves have been used to
monitor erosion/corrosion on subsea pipelines in the Gulf of Mexico [46]. The use
of ultrasound testing at fixed locations has become a popular method for both inspec-
tion and monitoring [24,47]. Ultrasonic measurements at fixed locations have enabled
the early detection of wet gas corrosion, corrosion inhibition optimization and offshore
gas production maximization of a sand producing well [48]. Ultrasonic corrosion
monitoring methods have become more precise [49]. Monitoring of corrosion using
eddy current measurements has been proposed [50]. Pulsed eddy current corrosion
monitoring has been used in refinery applications [51].

Hydrogen flux measurement is another means for measuring corrosion in oil-
field applications. Hydrogen permeation monitors have been successfully used to
monitor the effectiveness of an inhibition program in a sour gas transmission
system [52]. The technique has been used to determine the reduction in hydrogen
flux that occurs when corrosion inhibitors are used for rod pumped wells in sour
environments [53].
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20.6 Field application monitoring of phenomena
associated with corrosion

Corrosion monitoring is improved when ancillary phenomena associated with corro-
sion are monitored. Some ancillary phenomena associated with corrosion are listed
in Table 20.5 [25].

The design of deep water corrosion monitoring requires several measurements of
temperature, pressure, electric conductance, oxygen, pH, density, composition of
chemical components, corrosion measurements, deposition, and flow [54]. It is
important in any system to know the water composition of the producing system.
This is obtained by regularly collecting water samples, preserving the samples appro-
priately, and analyzing the water samples for metal ions. In systems where the fluids
do not contain dissolved sulfides or dissolved oxygen, measurement of iron concen-
tration in the fluid can act as a reliable measure for corrosion [55]. The method is
applicable for systems experiencing carbon dioxide corrosion and standard practice
regarding preparation, analysis methods, and interpretation are provided in the liter-
ature [55]. Recently, there has been research in developing an automated real-time
produced water composition device for scale risk prediction and prevention [56].
Portable field monitors that utilize a side stream of fluid have been developed that
contain a high pressure sampling vessel, a heated high pressure corrosion probe,
and an ambient pH/oxygen probe [57,58]. The device measures corrosion at the

Table 20.5 Ancillary phenomenon associated with corrosion

Phenomenon Need

Temperature Temperature can change corrosion and corrosion inhibitor
performance

Pressure Pressure can change flow regime, corrosion, and corrosion
inhibitor performance

Dissolved oxygen Dissolved oxygen will increase corrosion. Many oilfield
corrosion inhibitors are not designed for oxygen

pH Lower pH will increase corrosion. Oilfield production corrosion
inhibitors are not meant for pH below 4

Iron concentration Can be used to estimate general corrosion

Corrosion Inhibitor
concentration

Used to determine corrosion inhibitor availability

Bacterial concentration Used to assess potential for microbial corrosion

Carbon dioxide
concentration

Assessment of corrosion due to carbon dioxide

Sand concentration Erosion corrosion
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side stream and dissolved oxygen or ambient pH online [58]. The device enables the
offline analysis of the water composition and bacterial activity [58]. The device has
been used to diagnose corrosion in oil field systems in Europe [58], Africa [58], Asia
[58], and the Middle East [59].

For systems that use corrosion inhibitors, it is important that the corrosion inhib-
itor be present in the system. As an example, daily corrosion inhibitor residuals are
measured along with continuous corrosion inhibitor rate monitoring and continuous
corrosion inhibitor tank level monitoring for an important wet sour gas system [59].
Corrosion inhibitor availability has been an important means to control corrosion in
wet flow lines at Prudhoe Bay [60]. Different operators have different approaches
regarding corrosion inhibitor availability [61]. Managing corrosion inhibitor
availability requires a record of inhibitor availability achieved in the system, under-
standing the events that decrease corrosion inhibitor availability, and a process in
place to increase corrosion inhibitor availability [62]. The maintenance of corrosion
inhibitor availability requires chemical injection system reliability and feedback-
based control of dosage [63].

In certain instances, the composition of gas can change especially with oil produc-
tion using carbon dioxide as a means of enhanced oil recovery. The presence of higher
concentrations of carbon dioxide in producing wells in certain instances can create
conditions for serious corrosion [64]. Monitoring changes in the gas composition is
important. New developments in downhole optical spectroscopy have enabled the
downhole measurement of gas composition [65].

The collection of data such as production rates of oil, water, and gas, pressure and
temperature are important to help ascertain conditions in the system. This information
should be used to calculate flow velocities and flow regimes. Changes in temperature,
pressure, flow velocities, and flow regimes can change the type and concentration of
corrosion inhibitor needed to optimally protect the system.

Acoustic sensors are being used to monitor leaks and vortex-induced vibrations on
arctic pipeline spans [66]. Acoustic sand monitoring is used frequently to select opti-
mum choke sizes to have the highest gas production rates with a minimum amount of
sand [67,68]. Deposit collection and analysis are important in preventing blockage of
equipment by scale [69] and corrosion product [70].

20.7 System inspection

System inspection is performed on oil and gas production and transmission lines. In-
spection is carried out to identify defects in a pipeline so they may be repaired or moni-
tored, operate safely, reduce risk exposure and cost, extend life of the pipeline,
prioritize maintenance, and comply with regulations [71]. Magnetic flux leakage,
ultrasonic wall measurements, ultrasonic crack detection, transverse magnetic flux
leakage, caliper, and pipe deformation tools are often used in these inspections [71].
Ultrasonic in-line inspection tools are used to inspect large and long crude oil pipelines
[72]. A recent electromagnetic casingecorrosion evaluation tool provides total metal

Advances in monitoring technologies for corrosion inhibitor performance 479



thickness, tubular internal diameter, and defect imaging inside single and multiple cas-
ings [73]. This method uses an electrochemical field to induce eddy currents in the pipe
[73,74]. Electrical field signature mapping has been used to detect weld root corrosion
[75]. Inspection measurements serve as an infrequent monitor for facilities. The in-
spection covers a large area and this is important as often some corrosion mechanism
can be overlooked at the design stage. Correctly conducted inspections will ensure that
such mistakes do not prove to be costly. Different strategies can be devised to make
inspection strategies both effective and cost efficient [76]. Currently, most oil and
gas production systems utilize risk-based methods to prioritize inspection [19]. Inspec-
tion methods compromise visual testing, radiographic testing, ultrasonic testing, mag-
netic particle testing, penetrant testing, and eddy current testing [19]. Corrosion
monitoring provides an early indication for problems areas that may need more
frequent inspection [19]. Ensuring that corrosion rates are kept below 2 mils per
year at all monitoring locations allowed a facility to reduce the anticipated increase
of yearly inspections as facilities ages [19]. In a properly designed asset integrity pro-
gram, corrosion results are obtained from monitoring locations and inspection results
should be compared. If necessary, the monitoring locations can be changed to reflect
worst case inspection results. Equipment portability has made it convenient to use pre-
viously difficult to use equipment such as radiographic testing more frequently [24].
Remotely controlled drones carry cameras to inspect hard to access facilities [24].
Some low-cost inspection equipment such as drones with infrared cameras allows
in-service inspection resulting in a decrease in equipment downtime [24]. Electromag-
netic transducers allow inspection through coatings [24].

20.8 Monitoring for corrosion inhibitor optimization

Monitoring for corrosion inhibitor optimization requires one to have the ability tomeasure
low corrosion rates. It is also ideal to have probes capable for measuring pitting corrosion.
Thesemaybeweight loss coupons orENor coupledmultiarray electrode sensors.An elec-
trochemical corrosion technique that utilized harmonic distortion analysis to determine
Tafel slopes, and LPRwas used to optimize corrosion inhibitor in a water injection system
[77]. In systems containing oil, electrical resistance probes are often used. There is a trade-
off in electrical resistanceprobesbetweenprobe life and the smallest corrosion rate that can
measured with the probe. Electrical resistance probes have been developed to be sensitive
and allow corrosion inhibitor optimization [78]. Enhanced electrical resistancemonitoring
has been used to reduce the time of field evaluation of corrosion inhibitor for three-phase
production pipelineswhere there is continuousfield testing tomeasure and compare corro-
sion inhibitor performance [31]. Models incorporating both adsorption and partitioning in
different phases of the line have been used to evaluate corrosion inhibitor performance in
three phase flow lines [79]. Corrosive conditions vary with temperature, flow regime, wa-
ter, and gas composition. In a program that is optimizing its corrosion dosage, these con-
ditions need to be recorded to ensure that a comparison is made under similar conditions.
Often this is difficult to do, as pressures and production decline with time.
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20.9 Corrosion management and data organization

The fundamental aim of corrosion management is to improve safe operations and
extend asset life. Corrosion management is essential to optimize corrosion control
costs and reduce complexity [80]. This is achieved by organizing and storing informa-
tion so that the organization can collectively reduce corrosion. An integrated corrosion
management system consists of a corrosion control scheme, risk based inspection,
corrosion risk assessment, and operation risk assessment [81]. A recommended prac-
tice for pipeline corrosion management has been compiled that covers risers, transpor-
tation pipelines, and trunklines for liquids, gases, and multiphase fluids, flowlines and
gathering lines, manifolds, catenary/dynamic risers, pig launchers and receivers, flex-
ible pipelines, and injection lines [82]. One part of the recommended practice is to
store a full pipeline register that contains all basic data necessary to implement a corro-
sion management program [82]. Computerized corrosion management systems help
store and organize information [83]. The corrosion management policy and the risk-
based inspection process need to be part of the computerized system so that it provides
warnings and alarms to responsible personnel when corrosion rates are high [83].
Computerization allows a rapid summary of overall conditions critical for asset integ-
rity [83]. Implementation of corrosion management has been associated with the
steady decrease in corrosion failures in offshore and onshore pipelines [84]. Probabi-
listic assessment is used to estimate the probability of failure with time [84]. It has been
estimated that a corrosion management system has saved an oil company $3 million
per annum in Nigeria [85]. Implementation of a corrosion management system in
Oman led to a capital cost savings of $16 million and rapid assessment of the impli-
cations of a rupture caused by internal corrosion [86]. Integrated corrosion manage-
ment systems have helped operators of gas gathering projects in Australia to
optimize resources used for inspection and maintenance and decrease inspection
work scope [87]. Installation of such a system saved a Western Canadian gas process-
ing unit between $300,000 and $3 million by decreasing corrosion rates so that a
vessel that may have required replacement in 3.3 years could operate such that replace-
ment would be needed in 36 years [88]. Web-enabled corrosion management systems
allow for easy access and easy input for all relevant personnel to the corrosion
management system [89]. Best practices in the oil and gas industry utilize corrosion
management systems with appropriate corrosion inhibition and corrosion monitoring.
The use of this best practice allows one to economically and safely produce and
transport oil and gas.

20.10 Summary and conclusions

In this chapter, corrosion monitoring to achieve safe and cost effective operation using
corrosion inhibitors was discussed. Risk assessment needs to be conducted on the pro-
duction and transmission system. Data need to be collected. Flow and corrosion
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modeling should be performed on the process. A qualitative risk matrix should be
created for the facility. Monitoring objectives need to be clearly stated. Monitoring
locations should be chosen based on monitoring objectives and risk assessment. There
are many methods to monitor corrosion in field applications. The methods are
reviewed in this chapter. The methods that are commonly used are mass loss coupons
and electrical resistance probes. Phenomena associated with corrosion should also be
monitored. Water composition analysis, corrosion residuals, chemical injection rates,
oil and water production rates, and sand production are commonly monitored in
different oil and gas production and transmission facilities. Monitoring and inspection
need to be augmented. Monitoring can be used to plan and schedule facility inspec-
tions. Inspection results need to be examined to corroborate the placement of moni-
toring devices. Different inspection methods were reviewed in the chapter.
Monitoring to optimize corrosion inhibitor applications require the use of sensitive
electrical resistance probes. Ideally, inhibitor evaluations need to be made under
similar conditions. Data organization to collect and organize monitoring and inspec-
tion data in a manner to achieve quick and correct response to prevent corrosion
failures and use correct inhibitor dosages is needed for safe and efficient operation.
Corrosion management systems decrease operating costs and increase safety and asset
life expectancy.
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21.1 Current biocide practices for mitigating
microbial problems

Microorganisms have been identified in oil and gas systems for almost 100 years [1],
and today we know that they can and typically do cause problems in every facet of the
oil and gas industry that lead to extremely costly microbial-related problems. In
consideration of simply microbial influenced corrosion (MIC), the National Associa-
tion of Corrosion Engineers has estimated that MIC costs the US oil and gas produc-
tion industry approximately $1.372 billion a year, and MIC is estimated to account for
as much as or more than 40%e 50% of all internal corrosion. Other problems that mi-
croorganisms may cause in the oil and gas industry are reservoir souring. Numerous
papers have been published over the last 35 years extensively discussing the capability
of sulfate-reducing bacteria (SRB) to sour reservoirs [2,3], plugging of the rock
porosity leading to loss of production [4] or formation damage, emulsion formation
with oil interfering with oil/water separation [5], and decreased flow-line and pipeline
efficiencies. It would seem logical and convenient at this point to prevent or signifi-
cantly limit the amount or type of bacteria that are in these oil and gas systems. How-
ever, it is not that simple. Microorganisms that are found in the oil and gas industry
have two sources. The bacteria can be indigenous to the reservoir [6], or they can
be introduced to the reservoir, process trains, tanks, and pipelines through the
numerous operations that these systems endure from drilling, fracturing, stimulation,
tertiary recovery, hydrotest, water bottoms for cathodic protection in tanks, etc.

Current biocide application practices for the oil and gas industry are very simple.
The practices follow very closely the presence of oxygen as a primary decider for
the category of biocide to use, which is then followed by the second decider for the
biocide itself and the concentration to be applied. Theoretically, there are many factors
that should influence the selection of a biocide to be used as well as the concentration
and the application of the chemistry. However, the selection of the biocide, concentra-
tion, and application after establishing the category of chemistry, is typically status
quo. The status quo is typically what chemistry is offered by the service company,
what an operator is typically used to using, and one of the largest factors, cost.
What should be driven by scientific data is actually more influenced by political and
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preferential choices. Interestingly, through the review of numerous literature articles,
the percentage of microbial problems in the oil and gas industry is continuing to
increase, yet very little to no changes to biocides and their application are being
implemented throughout the industry. With microbial problems rapidly accelerating
within the oil and gas industry, and the lack of distinct improvements or optimization
programs in the use and application of biocides, it is no wonder there appears to be a
direct relationship. The standard biocide treatments of bimonthly, monthly, and quar-
terly will have absolutely no effect on the overall microbial populations within the
system after a few hours following the biocide treatment. Standard continuous
biocide treatments typically result in a failed mitigation approach as well. The standard
biweekly batch treatment has shown some signs of microbial mitigation, but only when
the right biocide was selected. These standard treatments are the status quo in the indus-
try and have been so for an exceedingly long time considering bacteria were seen in oil
and gas systems back in the 1920s, essentially over 100 years. It is the belief of some
experts that these treatments have not changed because testing and monitoring programs
have not evolved historically and have typically been insufficient to provide the data
necessary to make the proper decisions, or to provide the testing data to even select
the proper biocide in the very first step.

There is no one biocide that will work in all oil and gas systems. This must be real-
ized in the industry to truly begin to advance even testing and monitoring technologies.
As stated previously, biocides are the most common mitigation tool; thus it may be
assumed that the biocide(s) are not mitigating the problems for which the standard ap-
plication(s) were designed. Often, these same biocides are shown to control microbial-
associated problems quite well in a laboratory situation following established industry
practices, but do not perform well in the field. In both situations, the same standard
monitoring is used, and that is typically bacterial growth media. Treatment efficacy
is usually scored by monitoring changes in the population density of planktonic cells,
determined by conducting a dilution series and calculating bacterial density using the
Most Probable Number (MPN) approach or even more typically, a single serial
dilution series. Therefore a common assumption must be made, that is, all SRB or
acid-producing bacteria (APB), typical oil field bacteria as many believe, will respond
similarly to chemical treatments and thus the specific identity of any SRB or APB is
not important. This is almost certainly a gross simplification. By analogy, different
bacterial species have intrinsically different responses to antibiotics, and thus there
is no value in testing the effectiveness of antibiotic treatment on any organism other
than the specific strain whose control is required. Various molecular tools, such as
quantitative polymerase chain reaction (qPCR), microarrays, and high-throughput
DNA sequencing technologies, have been introduced to more accurately dissect bac-
terial populations of relevance to the oil field. These advanced techniques have
revealed that there is a larger microbial consortium that may be involved in MIC.
This information is extremely important to enhance and develop a greater understand-
ing of the resulting MIC corrosion mechanism, by understanding what bacteria are pre-
sent and more directly what impact they have on the observed corrosion. However,
currently, these techniques have not differentiated, or identified, a truly successful
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mitigation program to address MIC. In addition, these are almost entirely limited to
laboratory studies and are not widely used for field monitoring of treatment efficacy.

Another issue is that biocide efficacy tests focus on planktonic cells, whereas the
organisms actually responsible for any given microbial problem are often growing
in a biofilm. Planktonic and biofilm populations may have markedly different re-
sponses to chemical treatments. Much of this may be due to the structure of the biofilm.
For example, the exopolysaccharide (EPS) matrix produced by biofilm organisms may
exclude and/or influence the penetration of antimicrobial agents. Furthermore, bacteria
in a biofilm may not be rapidly growing and thus can escape short-term chemical ex-
posures. Poor penetration into, and reduced mass transport of the biocide chemicals
within, the biofilm results in significantly less concentration of active biocide at the
base of the biofilm where the problem actually exists.

Finally, environments have a profound effect on biocide efficacy. Typically, there
are only two major concerns for the systems for applying biocides, and they are
compatibility with the system such that the biocide chemistries do not damage the
integrity of the system and the chemistries must be compatible with other chemistries
and waters within the system. Numerous problems from foaming to emulsion forma-
tion and nullifying effects can occur. Interestingly, some biocides are sold trying to
leverage their ability on extraneous reactions such as scale removal or sulfide removal.
Ironically, when these chemistries have these cross-reactions, there is a significant
decrease in the biocide efficacy, which is never discussed. This decrease in biocide ef-
ficacy will most likely result in microbial cell injury rather than death or have no
biocidal efficacy at all. Injury is generally regarded as the sublethal physiological
and/or structural consequence(s) that the microorganisms can repair and recover
from very quickly.

Ultimately, there should be a significant pause before selecting and applying biocides
to an oil and gas system to mitigate microbial problems. One must consider the advances
in testing to understand and select the right biocide. Further consideration must be imple-
mented to understand the advances in monitoring techniques and which techniques are
going to best demonstrate the ability of a biocide to mitigate the problem. Finally, there
should be consideration for advances in understanding biocide efficacy versus injury as
well as our advances in understanding of biofilms and bacterial populations. Numerous
steps should be implemented to drive new and advanced selection criteria, and as
already eluded to in this discussion, advancements in testing and monitoring technol-
ogies will advance our understanding and ability to select and apply biocides such
that a more effective and optimized mitigation strategy can be implemented.

21.2 Biocides mode of action, limitations,
and advancements

21.2.1 Mode of action

To mitigate this microbial contamination through the majority of petroleum systems,
many rely on the application of antimicrobials, biocides, to kill the bacteria present,
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thus trying to eliminate microorganisms from these systems. There are a number of
biocides on the market to be used for such purposes and they fall into two basic
classifications. These classifications of biocides are inorganic, oxidizing, or organic,
nonoxidizing. Inorganic or oxidizing biocides are biocides that kill bacteria by
oxidizing protein groups within the cell, outside the cell, or in the cell wall or mem-
brane itself, resulting in the loss of normal enzyme activity necessary for respiration
and cell metabolism or disruption of the cell membrane itself. Examples of these
biocides are chlorine, hypochlorous acid, bromine, chlorine dioxide, monochlor-
amines, and peracetic acid. Organic biocides or nonoxidizing biocides describe
special chemical agents that function by mechanisms other than oxidation, including
interference with cell metabolism, structure, and DNA translation. Examples of these
biocides are glutaraldehyde, tetra-kis-hydroxy-phosphonium sulfate (THPS), dazomet,
2,2-dibromo-3-nitrilopropionamide (DBNPA), quaternary ammonium compounds
(Quats), and isothiazolines. There are two distinct systems within the oil and gas in-
dustry that require two different categories of biocides. The primary assumption within
the oil and gas industry is that the majority of the systems are anaerobic, devoid of the
presence of oxygen. However, this assumption is only plausible within the reservoir
through the production train. Oxygen can be found in upstream water process systems,
such as water injection systems, fracturing systems, hydrotest waters, and possibly
tanks. The application of these two primary groups of biocides follows the division
of the two very distinct systems within the oil and gas industry. Oxidizing biocides
are used primarily when there is the presence of oxygen and nonoxidizing biocides
are used through systems that are primarily anoxic, or devoid of oxygen. Nonoxidizing
biocides are used primarily in anaerobic systems such as down hole within the reser-
voir downstream of deaeration equipment, production systems, and pipelines.

Inorganic biocides are considered to be nondiscriminatory, fast acting, and more
corrosive. These biocides will typically oxidize organic molecules, which comprise
the cell wall and cell membrane. By oxidizing the organic molecules associated
with the cell wall and membrane, these biocides effectively destroy the cell for which
the bacteria cannot be repaired. This oxidation is relatively quick, on the order of
several minutes, but the true rate of kill is dependent on the concentration, pH, and
organic load within the system.

Organic antimicrobial chemistries are considered to be more specific in their mode
of action, longer acting, and considerably less corrosive than inorganics in situ. These
organic antimicrobial chemistries up to recently were all grouped together as biocides.
However, with advanced testing and monitoring, it became apparent that there were a
couple of “biocides” that were actually preservatives. Therefore organic antimicrobial
chemistries are subdivided into biocides and preservatives. Some examples of biocides
are glutaraldehyde, DBNPA, THPS, and Quats. Biocides can be effective from 30 min
to 6 h, and each has different target molecules whether it be cross-linking of exposed
amine groups on exposed proteins, oxidation of cell walls, disruption of metabolic
proteins, and membrane-active agents targeting predominantly the cytoplasmic
membrane. Preservatives chemistries are typically very slow acting but with long-
term control. These chemistries are dazomet, 4,4-dimethyloxazolidine (DMO) and
3,30-methylenebis[5-methyloxazolidine] (MBO). The rate of biocidal efficacy is not
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much of a concern for these chemistries as it is on the order of days, but rather how
long the half-life of the chemistry is in relation to the water chemistry.

21.2.2 Limitation of biocides

In the oil and gas industry, oxidizing biocides have some very specific limitations. As
the entire oil and gas industry comprises organic molecules, oil, these biocides can
only be used in pure water systems or when there is oil carryover as a cleaning chem-
istry for the water quality. The pH of these waters has a profound effect on the free
available molecule for biocidal action whether it is bromine, chlorine, or hypochlorous
acid. Fig. 21.1 shows the percent active HOCl in relation to pH.

Therefore at a pH of 7 with a projection of 5 ppm of free available chlorine, only
50% active is truly available for biocidal activity, 2.5 ppm. Finally, as inorganic bio-
cides react with anything organic, either organics or dissolved organics would react
with the inorganic biocides, decreasing the overall concentration of the biocides,
resulting in a decreased biocidal rate and efficacy.

Glutaraldehyde is a household name in the oil and gas industry. This biocide at one
point has been used ubiquitously in every application possible in the industry. How-
ever, this does not suggest that it is the best biocide for the industry. Technically,
glutaraldehyde is one of the most limited nonoxidizing biocides. The pH of many
production systems may be 7 or lower. Glutaraldehyde efficacy, similar to that of
chorine but opposite, is significantly limited by pH [7], as illustrated in Table 21.1.

Furthermore, there have been reports that glut can cross-react with polymers, even
though it is nonionic (Excerpt from Dow’s Gas and Oil Biocide Selection Guide).
Finally, temperature and ammonium ions will reduce the efficacy of glutaraldehyde [8].

THPS is probably the next most popular biocide used in the oil and gas industry.
This biocide is not used as diversely as glut, but it is used in many applications.
However, as advances in testing and monitoring grow, a number of limitations for
THPS are being revealed. Historically, THPS has been shown to be an effective
biocide, an effective iron chelator, and an effective iron sulfide scale remover.
Many researchers tested this biocide in the laboratory and saw that it was very
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Figure 21.1 Relative percent active HOCl in relation to pH.
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effective. However, applications in the field in certain systems revealed that it was not
as effective as in the laboratory [9]. Campbell et al. [10] demonstrated that in the
presence of ammonium ions, THPS would react with sulfide scales and soluble iron,
significantly limiting the chemistry’s biocide efficacy. This biocide is not, however,
impacted by temperature.

DBNPA is a fairly popular biocide in the oil and gas industry. Interestingly, this
biocide works very similarly as the oxidizing biocide bromine, but is not affected
by pH as the oxidizing chemistry. However, this chemistry is significantly reactive
to the presence of any sulfur molecules present in the system. Considering that
many oil and gas systems have sulfur present, this should not be used as often as it is.

DMO and MBO are some of the more common preservatives used in the industry.
However, these compounds are dependent on degradation to form formaldehyde.
Aldehyde-based chemistries, such as glutaraldehyde, are dependent on the pH of the
water and other chemistries to have a high level of efficacy.

Dazomet is a preservative that is used in numerous applications in the oil industry.
This chemistry is not as compatible as others in relation to the presence of other

Table 21.1 Glutaraldehyde rate of kill versus pH

Time
(hours)

pH 5.0 pH 6.5 pH 7.5 pH 8.0 pH 8.5

Microbial
population
(cfu/mL)

Microbial
population
(cfu/mL)

Microbial
population
(cfu/mL)

Microbial
population
(cfu/mL)

Microbial
population
(cfu/mL)

0 10.5 E7 10.5 E7 10.4 E7 10.4 E7 10.3 E7

1 10.5 E7 10.5 E7 0

1.5 10.5 E7 10.4 E7 0

2 10.5 E7 10.3 E7 0

3 10.5 E7 10.5 E6

4 10.4 E7 10 E5

4.5 10.3 E7 0

8 10 E7

10 10.7 E6

12 10.4 E6

14 10.8 E5

16 10 E5

18 10.4 E4

20 10 E3

22 0
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chemistries because of its alkaline nature as a neat chemistry. However, a very minimal
separation of application between chemistries will minimize and prevent this cross-
reaction. This chemistry will achieve a significant kill over a couple of days; however,
it has demonstrated a prolonged control over a system in excess of 200 days with a
single application.

21.2.3 Biocide advancements

As stated earlier, it is a gross simplification to assume that all bacteria will respond
similarly to chemical treatments. In complement to this, biocide activity varies greatly
between different types of microorganisms and it might also differ between different
strains of the same species [11]. Therefore it does not seem plausible to simply select
a biocide and apply it to a system. As different biocides have the potential to cross-
react with components in the water or other chemistries, it is now strongly suggested
that a complete water analysis is done through the system to find and understand
these cross-reactions. Furthermore, in many oil and gas systems, there are combination
systems. All of this dictates that advanced treatment systems are needed to fully miti-
gate systems with microbial problems. Two such advanced treatments are utilization of
a pulse treatment method rather than batch and utilization of a dual biocide treatment
system.

Finally, nanotechnology is the latest advancement in biocide technology that is just
beginning to evolve. Over the past 15 years with significant legislation by the govern-
ment, very strict governess is being placed on biocides because of their impact on the
environment. Therefore the costs to design, test, evaluate, and register biocides may
exceed $30 million. Therefore even the major corporations are searching for new ideas
utilizing old biocides. It is conceivable that reducing the particle size or increasing
the antimicrobial concentration to the levels applied in industrial systems [12e14]
will increase the antimicrobial effects. Results obtained demonstrate that this
novel biofilm control strategy may have potential public health, environmental, and
economic benefits by effectively limiting the levels of biocides used in cleaning and
disinfection practices [15].

21.3 Advanced testing revealing biofilms structure and
microbial cell injury theory

Reports of corrosion failures in oil transportation pipelines implicating bacterial
activity (in particular the activity of SRB) continue to appear in the literature and docu-
mented case histories [16]. This demonstrates that potentially many systems that are
mitigating the risk of MIC with the use of biocides are still experiencing failures, sug-
gesting that the biocide(s) are not mitigating the problems for which the application
was designed. This, however, should come as no surprise, considering that within
the petroleum industry, the majority of monitoring for bacteria to establish an MIC
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risk is accomplished by enumerating bacteria from a planktonic sample. Therefore
biocide efficacy testing is typically performed on these planktonic bacteria.

In relation to MIC, planktonic bacteria are not the problem; it is the sessile bacteria
that pose a direct risk of MIC to a metal substratum. Understanding biocide efficacy
against sessile bacteria, bacterial biofilms, cannot be accomplished by performing
biocide efficacy studies against planktonic bacteria. Because growth rate is known
to be a primary modulator of antimicrobial action and the recalcitrance of stationary
phase cells (within biofilms), these controls (planktonic controls) are not only inappro-
priate but also misleading [17]. This not only demonstrates that planktonic biocide kill
studies cannot be used to understand biocide efficacy against sessile bacteria but also
suggests that there are several factors that directly impact biocide efficacy against
bacteria within a biofilm, which begins to explain why planktonic kill studies are
inappropriate. In addition to a reduced bacterial growth rate [17,18], and stationary
phase of bacteria within biofilms, biofilms may provide a potent neutralization effect
on compounds [19], influence gene expression and regulatory systems, initiating
different phenotypes between planktonic and biofilm cells [20], and impose mass
transfer limitations of nutrient and waste products [21], and, most importantly, bio-
cides and antimicrobials. The EPS matrix, a component of biofilms, may exclude
and/or influence the penetration of antimicrobial agents [22,23]. Exclusion of the
impact of slow growth rate which has an attenuation on biocide efficacy; mass trans-
port of the biocide chemistry within the biofilm poses the greatest limitation on biocide
efficacy.

Factors that influence biocide efficacy against sessile bacteria are now being
revealed. However, as stated previously, a number of these factors are a direct result
of mass transport. Studies have been performed to understand the transport of biocides,
nutrients, oxygen, etc. within biofilms. These studies have revealed that even with the
presence of channels and pores within biofilms, the dominant transport mechanism is
diffusion; thus decreasing gradients as measured from the bulk fluid/biofilm interface
to the biofilm/substratum interface is established [24]. Brown and Gilbert [25] specif-
ically stated that diffusion limitation by the glycocalyx together with localized high
densities of cells creates gradients across the biofilm. Moreover, pores contribute to
mass transfer only locally, and under low flow rates pores do not contribute consider-
ably to global mass transfer [21]. Therefore as mass transfer is not significant within
sessile bacterial populations, a diffusion gradient of nutrients and other chemistries
including biocides is established as the transport through the biofilm. As stated previ-
ously, this phenomenon is further compounded by exclusion and/or reaction of the
chemistry with the EPS. Ultimately, the concentration of the chemistry, and specif-
ically in reference to this work, biocides concentration at the substratum/biofilm
interface, will be considerably reduced from concentrations that are found in the
bulk solution possibly approaching sublethal concentrations of antimicrobials at the
substratum/biofilm interface.

The concept of bacterial injury has been widely used and is presently used to
describe a temporary state in which an organism is unable to reproduce but still main-
tains limited metabolic capabilities [26]. Injury is generally regarded as the sublethal
physiological and/or structural consequence(s) resulting from exposure to stressors,
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such as suboptimal concentrations of disinfectants within aquatic environments [27].
Biofilms are resistant to biocidal treatments. With the potentiality that bacterial cell
injury may be a result of biocide applications to mitigate MIC within the petroleum
industry, current biocide treatment regimens to understand biocide efficacy in relation
to “kill” versus “injury” have been evaluated. Campbell et al. [28] demonstrated that
microbial injury is a real possibility to explain the rapid recovery of a biofilm following
a biocide treatment. All biocide efficacy studies were performed utilizing a dynamic
flow-cell system to mimic flowing systems as illustrated in Fig. 21.2. These dynamic
flow cells were not recirculating loops where the biocide would either remain constant
or would have to be physically removed but were once a dynamic flow-through system
on a laboratory scale mimicking a pipeline or flow-line system. They observed an
almost virtual recovery of the viable SRB within the biofilm on the biostuds within
the flow cells after only 48 h. The doubling time of the viable SRB within the system
was calculated utilizing the following growth rate equation [28]:

m ¼ ðlog10N� log10N0Þ � 2:303=ðt� t0Þ (21.1)

and the doubling time (dt) was determined according to the equation:

dt ¼ t=g (21.2)

where t ¼ total time of the log phase of growth and g ¼ the number of generations

g ¼ ðlog10N� log10N0Þ=log102 (21.3)
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Figure 21.2 Midplane of flow cell with contours of velocity (m/s) magnitude and black velocity
vectors (vector size proportional to magnitude) for the 2-mL/min case (top) and the 0.7-mL/
min case (bottom). Because of the low volumetric flow rate, the flow is almost direct from the
inlet to the outlet.
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The growth rate for general heterotrophic bacteria (GHB), APB, and SRB following
the glutaraldehyde treatment is 2.6, 2.6, and 2.4 h, respectively. For the THPS treat-
ment, the growth rate for GHB, APB, and SRB is 2.2, 1.8, and 2.4 h, respectively.
The reported approximate doubling time for SRB, in a consortium of viable bacterial
population, will be over 20 h. However, in the most ideal conditions such as a pure
culture, Desulfovibrio vulgaris has a reported doubling time of 3e5 h, and this was
dependent on the energy source availability, H2, and the appropriate carbon, acetate
[29]. As these growth rates are not even close to well-documented and reported growth
rates, it must be assumed that these growth rates represent not growth, but injured
bacteria recovering that are still present within the natural system. Furthermore,
biofilm cells will exist in a slow-growing state and in different metabolic states,
making them less susceptible to antimicrobial chemicals [30,31]. These studies and
the published literature confirm the presence of microbial cell injury theory in the
oil and gas industry, and therefore current assumptions of biocide efficacy must be
challenged. Further data could be obtained by implementing advanced monitoring
techniques to demonstrate the presence of injured but viable bacteria.

21.4 Advanced monitoring techniques

Where there is water, there are microorganisms. Throughout the oil and gas industry,
there is a significant amount of water from within the reservoirs, to stimulations
programs and water bottoms in tanks; therefore there are numerous areas that have
microorganisms that may cause problems. The real question is which of these micro-
organisms cause problems and which of these microorganisms actually help the
system. Molecular methods are the tools that can provide the data necessary to differ-
entiate these microorganisms, as well as understand the ecosystem as a whole for
better biocide treatments. The key to these techniques lies with interpreting the data.
However, the first step of understanding the data and what the data mean is paramount
before we can understand the system. This is difficult because there are a number of
advanced monitoring techniques that are being employed in the oil and gas industry
to better understand those microorganisms that are present in the various oil and gas
systems and the problems that they cause. There is also hope that these techniques
will be able to reveal or assist in designing more effective biocide programs. One of
the difficulties of monitoring with conventional methods such as using bacterial
enumeration bottles is that only a small fraction of the microorganisms in a sample
can grow under laboratory conditions on predefined growth media [32,33]. Therefore
high bacterial numbers derived from cultivation-based techniques such as the MPN
technique do not necessarily correlate to high SRB numbers causing MIC in a system,
and conversely, viable SRB that cannot be cultivated will result in false-negative SRB
counts, even though the noncultivated SRB might still be involved in MIC [34]. To
further this discussion, it must be noted that the use of the terms “SRB” and “APB”
are phenotypic, rather than genotypic, classification, and unrelated groups of bacteria
are capable of acid production or sulfate reduction. In many cases, the focus is on
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SRBs, yet the relative abundance and importance of sulfate-, sulfur-, and thiosulfate-
reducing bacteria in generating H2S in the oil field is unknown. Outside the fact that
cultivation-based methods can only detect <10% of the total population, understand-
ing the cosmopolitan population of bacteria in wells, pipelines, and storage and their
influence on corrosion in the oil and gas industry is paramount and needs to happen.

Advancements in monitoring are providing incredible insights into oil and gas
systems. Most of these techniques are culture-independent techniques, and thus do
not require growing microorganism. Therefore, the insights that are being provided
by advanced monitoring about the plethora of microorganisms within the system
will provide a significant amount of information to increase our understanding of
the ecosystem and the cosmopolitan populations within oil and gas systems. However,
there are several considerations that must be made before implementing these tech-
niques. Although the 16s rDNA approach, combined with other molecular techniques
(fingerprinting methods, real-time qPCR), has a great potential for the analyses of oil
field samples, there are many potential pitfalls when applying this method [35].
Currently, there are a large number of operators that have been applying these tech-
niques. Consideration is needed for the significant volume of information that will
be generated from these techniques as well as whom or what truly has the ability to
accurately differentiate the large volume of data and interpret the results such that the
data can be effectively applied to mitigating MIC, reservoir souring, etc. Second, as
all these techniques rely on extraction of genetic information, extraction of the genetic
material from oil field samples still requires significant efforts and further optimization.
Furthermore, inadequate coverage of the selected PCR primers may not allow certain
sequences to be discriminated compared with others [35]. Finally, different cloning
efficiencies for 16s rDNA gene fragments from different organisms cannot be ruled
out [35]. The following is a discussion about advanced techniques that are being imple-
mented in the industry to better understand the bacteria involved in MIC.

21.4.1 Genetic hybridization methods

There are two fundamentally distinct techniques used in the oil and gas industry,
although they are not prevalent at present with the application of PCR-related tech-
niques. These hybridization techniques are fluorescent in situ hybridization (FISH)
and microarray. FISH utilizes hybridization of rRNA targeted oligonucleotide probes
that allow for the quantitative determination of mixed bacteria populations of a com-
plex community in situ. These probes can be used for domain, division, genus, species,
and subspecies specificity, but it is essential that the hybridization and wash solutions
are adjusted for the specificity. However, to employ the FISH technique, an under-
standing of the organism present within the system is necessary; therefore these probes
are designed and made against known organisms. Fig. 21.3 is an image of a noncor-
roding biofilm that was cryosectioned and the FISH technique was employed to under-
stand the spatial distribution of bacteria present within the noncorroding biofilm [36].

Microarrays, another hybridization technique, can screen environmental samples
for hundreds of bacteria at a time and give information on the presence or absence
of a particular organism, but is not quantitative like FISH. Microarrays can be used
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to screen samples to obtain indications of the presence of certain microorganisms. This
information can then be used in other methods (e.g., PCR-based methods) to quantify
the results [35]. This technique has the ability to resolve phylogenetic relationships
among the bacteria in oil and gas systems [37]; it provides poor resolution at the
species level [38] and insufficient sequence information for determining the positive
signal when a short oligonucleotide probe is used [35]. However, very powerful
information can be obtained utilizing microarrays as demonstrated by Lee et al.
[39]. They studied sublethal doses of biocides and showed that bacteria will not
become immune to biocides, but rather will exhibit a defense by detecting what the
cell requires to defend itself by making new proteins and new cell components and
even the decision to leave a biofilm. Ultimately, this technique is still very important
when evaluating genetic expression, but is giving way to PCR-based and finger-
printing methods in the oil and gas industry.

21.4.2 Fingerprinting methods

Fingerprinting techniques can provide the ability to fingerprint systems. Therefore a
comparison can be made between a system that is not experiencing any microbial-
related problems and a system that is experiencing microbial problems. This comparison
between these two systems can then highlight the differences and further investigation
into the differences can be made by potentially sequencing the problematic organism(s).
Several methods are used for fingerprinting: denaturing gradient gel electrophoresis
(DGGE), temperature gradient gel electrophoresis, terminal restriction fragment length
polymorphism, and single-strand conformation polymorphism [35].

DGGE has been applied for over 10 years in the oil and gas industry. This method
uses a constant heat and increasing concentration of denaturing chemicals that cause

Figure 21.3 Fluorescent in situ hybridization image utilizing Oregon green with a propidium
iodide counterstain. Scale bar is equivalent to 10 mm. Leptothrix discophora is represented as
green, and when in contact with 316L stainless steel can potentially drive pitting corrosion [36].
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the DNA to unwind or melt. At the point that the DNA molecule melts, it stops trav-
eling in the gel matrix and creates a band when stained. The position at which the DNA
melts depends on the quantitative content of the G-C (guanineecytosine) bonds versus
the A-T (adenineethymine) bonds. Any variation of the DNA sequences within these
domains will result in different melting concentrations of the gel matrix. Therefore a
different cosmopolitan population within an oil and gas system can be compared
with that within another and the bands, or fingerprints, can be compared. One of the
significant strengths of this technique is that the different fingerprints or the bands
can then be excised and sequenced. Therefore the DGGE technique can be combined
with sequencing or PCR techniques to provide a more powerful evaluation technique
to understand the microbiology within oil and gas systems.

21.4.3 PCR-based methods

PCR consists of cycles of constant heating, which melts the genetic double strand, and
cooling, which allows for the enzymatic replication of the DNA. Primers are short
DNA fragments containing sequences complementary to the target region along
with a DNA polymerase, and these are used to initiate the replication process. As
PCR progresses, the DNA generated is itself used as a template for replication.
DNA polymerase is prone to error, however, which in turn causes mutation in the
PCR fragments that are made. In addition, the specificity of the PCR fragments can
mutate to the template DNA, due to nonspecific binding of primers. Thus there
must be correction factors and screening to be able to remove inconsistent data or
chimeras that are not valid. Nonetheless, this is a very powerful technique that is
the backbone to numerous techniques, such as cloning, sequencing, quantitation,
and fingerprinting. In the oil and gas industry, metagenomic sequencing, more specif-
ically, pyrosequencing, which targets functional genome rather than the whole
genome, and qPCR are applied extensively.

Pyrosequencing was used in conjunction with the gene clone libraries approach to
study bacterial community in aqueous and oil phases of water-flooded petroleum res-
ervoirs. However, pyrosequencing allowed the detection of more rare bacterial species
than the clone library method [40]. Wang et al. further state that the research suggested
that simultaneous analysis of DNA extracted from both aqueous and oil phases can
facilitate a better understanding of the bacterial communities in water-flooded petro-
leum reservoirs. Pyrosequencing was used to study MIC and the authors concluded
that identification of sulfur-oxidizing bacteria (SOB) and sulfate-reducing bacteria
(SRB) indicates that sulfur is prevalent in the system, which indicates that MIC may
be involved in the environment and that the application of this molecular method
facilitated the collection of this information [41]. Furthermore, qPCR helps to further
our understanding of the community structure and provides a quantification of the
community structure. qPCR has even demonstrated that there was a dramatic change
to the microbial community composition after the pipeline sample was inoculated to
the growth media [42]. Ultimately, qPCR can be a functional gene-based analysis
that can be successfully applied to the study of oil and gas systems to reveal the
distribution, abundance, and functional interactions of the bacteria within the systems.
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21.4.4 Flow cytometry

Flow cytometry is a laser-based technology that is used to count and sort cells, by sus-
pending cells in a stream of fluid and passing them by an electronic detection appa-
ratus. This method can allow for multiparametric analysis of up to thousands of
particles per second, such as physical properties, chemical properties, fluorescence,
and possibly morphology. This method can very accurately count cells within a
system. Despite advances in molecular methods, oil field biocide efficacy testing still
relies heavily on classical methodologies, such as serial dilution, which have disadvan-
tages, such as the inability to culture all genera of Bacteria and Archaea and the amount
of time needed to draw conclusions from results [43]. Thus bacterial enumeration is
still very much important in monitoring programs throughout the oil and gas industry.
An advanced technique such as flow cytometry can provide enumeration of bacteria
very quickly and reliably while potentially providing more information about the
viability or viable state of the microorganisms within the system. The ability of flow
cytometry to detect and count individual cells together with its capacity to indicate
specific physiologic states beyond alive or dead makes this technology particularly
useful for studies with complex microbial populations, such as those encountered in
the oil field [43].

21.5 Optimization

With the development and implementation of new testing such as true dynamic flow-
through systems for biocide efficacy, as well as the implementation of advanced moni-
toring techniques, steps are being taken to better understand how to apply biocides and
how to optimize treatments, as well as to explore alternative treatments. To discuss
new biocide applications, alternative antimicrobial treatments, and optimizations
separately is very difficult as optimization requires implementing the right applications
as well as the right biocide, which may require alternative antimicrobial treatments.
However, to be able to successfully implement an optimization program, each step
must be fully understood: the selection of the right antimicrobial treatment, the right
application, and the right monitoring technique.

21.5.1 Biocides, preservatives, and alternative antimicrobials

With the advancements in our understanding of the microbiology in oil and gas sys-
tems, testing, and monitoring, antimicrobial chemicals have progressed from simply
biocides to involve preservatives and alternative treatments, such as nanotechnology,
bacteriophages, and quorum sensing chemistries. Common biocides as discussed
earlier, glutaraldehyde, THPS, and DBNPA, have been used extensively throughout
the industry for well over half a century. Yet even with the application of these bio-
cides, microbial problems continue to increase. Therefore it is now necessary to under-
stand other types of treatments that, although are not the proverbial household name,
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may actually provide a significant improved level of microbial control. Preservative
biocides were introduced into the oil and gas industry approximately 10e15 years
ago; however, they were quickly dispatched as they were not seen to work because
the monitoring techniques did not actually successfully lend to the proper evaluations.
These chemistries do not kill in the typically 2e6 h, but rather require days to achieve
the control that is considered significant.

With the advancements in testing as well as our understanding of microbial cell
injury, proper evaluations of preservative chemistries can now be accomplished.
Biocide efficacy evaluations comparing a single treatment of glutaraldehyde with a
single treatment of a preservative chemistry revealed that glutaraldehyde had a
much more rapid reduction of viable SRBs, but only the preservative chemistry,
dazomet, was able to maintain undetectable viable SRB after 28 days (Fig. 21.4)
[44]. For example, drilling muds are contaminated with microorganisms and these mi-
croorganisms are known to degrade polymers, cellulose, lignosulfonates, and guar in
drilling systems, which can lead to microbial contamination of the reservoir [45e47].
Long-term preservation utilizing a preservative biocide can be applied to drilling muds
to preserve these muds both within the reservoir and in the storage.

Nanotechnology is defined as the engineering and utilization of materials, struc-
tures, devices, and systems at the atomic, molecular, and macromolecular scale,
which have a nanoscale dimension roughly between 1 and 100 nm and frequently
exhibit novel and significantly changed physical, chemical, and biological propri-
eties and functions resulting from their small structures [48,49]. Several engineered
and natural nanomaterials have shown strong antimicrobial properties. Nanoparticles
present other advantages such as high reactivity, unique interactions with biological
systems, small size, and a large surface to volume ratio optimized for mass loading
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Figure 21.4 AMA-324 and glutaraldehyde against formation of sessile bacteria in synthetic frac
water, pH 9.0, after 28 days with 1.0 � 106 bacteria/mL challenges at day 7 and day 14. No
additional biocide treatment. APB, acid-producing bacteria; GHB, general heterotrophic
bacteria; SRB, sulfate-reducing bacteria.
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and carrying of antimicrobials [50,51]. Antimicrobials can be loaded into nanopar-
ticles or physical encapsulations by adsorption or chemical conjugation and this
can present several advantages such as significantly improved antimicrobial in
contrast to the free product [52,53]. A commercially available antimicrobial chemi-
cal, FennoCide TR44, which is a nanopackaged biocide, was demonstrated to destroy
biofilms at lower total amounts of active substance than by standard biocide products
on the market, such that a higher proportion of added biocidal substances will reach
the machine surfaces and be able to combat the microbial film effectively where it
tends to grow.

The development of biocides is changing from chemical to biocidal utilizing
viruses. This is unique as chemical biocides are nonspecific and can be very toxic
to virtually all life forms. The new biocides, viruses, can be developed for specific or-
ganisms down to even a species level, and they would be host specific, thus not toxic to
other life forms. These new viruses are known as bacteriophages. More specifically,
the phages that are being targeted for application are bacteriolytic phages. These
phages infect a bacterial cell and take over the genetic replication machinery, resulting
in numerous copies of the new phages and lysis of the host cell. Upon lysis of the host
cell, the cell is no longer viable. Phages are the abundant and diverse natural viral pred-
ators of bacteria and are composed of protein and DNA [54e57]. Although this tech-
nology is still under development and will be so for some time before commercial
application, the use of phages for commercial applications is already a viable industry.
Commercial phage products are available in the United States for controlling plant
pathogenic bacteria on tomatoes and peppers as well as E. coli O157:H7 levels on
slaughterhouse cattle [58]. These results are very promising. However, the develop-
ment of effective phage products will ultimately depend on identifying or developing
phage with expanded host ranges.

Finally, biocompetitive exclusion chemistries such as nitrates or nitrites are an impor-
tant consideration. These chemistries are truly not new within the oil and gas industry,
and have been around for 20þ years for water injection systems. However, what is new
is the creative new application that these chemistries are being used for. These chemis-
tries are not antimicrobial or biocidal, but they have the potential to significantly curtail
SRB activity that leads to reservoir souring and corrosion. Essentially, nitrate works by
the following methods: (1) It introduces competition for carbon. (2) It competes for the
binding site of sulfate on SRB, not allowing sulfate to bind and be internalized for reduc-
tion. (3) The reduction of nitrate to nitrite increases the redox potential, shutting down
SRB activity. (4) It stimulates the activity of NRSOB (nitrate reducing sulfur oxidizing
bacteria) to utilize sulfide as an energy source, decreasing the amount of sulfide in a sour
system. (5) It provides a better energy source for some SRBs that can utilize nitrate as an
energy source, thus reducing the amount of sulfide produced. Nitrite is thought to work
the same; however, it does not provide the first step of mitigation of SRB activity. In
water floods, there are numerous reports that have documented the success of these treat-
ments and the potential to remediate a sour reservoir. However, the conclusions as to the
benefits that nitrite may provide to mitigate a sour reservoir are limited. Nonetheless,
initial testing and measurements of nitrate treatments to mitigate corrosion are being per-
formed with a level of success.
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21.5.2 Chemical applications

Throughout the oil and gas industry, the applications of biocides have been nothing but
extraordinarily consistent. These applications are biweekly, weekly, monthly, quarterly,
and/or yearly. Sadly, these are applications that have been implemented but with no
scientific data supporting them. What current data have shown is that these standard
treatment applications are not working and quite possibly microbial problems are
increasing because of their inadequacy. Every one of the above-mentioned treatments
should never be considered for applications in any system except weekly and biweekly.
This is because the doubling times of most bacteria is on the order of hours, and further-
more, biofilms can begin to form within minutes of microorganisms introduction to a
system. Therefore any biocide treatment longer than weekly will have no significant
impact on the mitigation of microbial activity and/or viable bacterial numbers, and
thus there will be no significant mitigation of microbial problems within a system.

In consideration of preservatives, alternative antimicrobial treatments, and bio-
competitive treatments, there can be no preprescribed treatment regimen in the indus-
try as seen for the last 80 years. New and progressive steps must be taken to establish
and discover new application programs for the oil and gas industry. For example,
preservative biocides can stay within a system for a much longer period of time and
thus retreatment will not be as necessary as required with a biocide. There is already
discussion for biocide nanotechnology to significantly reduce the amount of biocide
required as this technology can deliver a much higher dose per surface area of the
microbial as compared with a traditional bulk solution treatment with the same biocide.
Finally, in discussion of phage technology, one treatment of the appropriate phage may
be all that is required for a definitive reduction in viable problematic bacteria as phages
use the host microbial cell to propagate thousands of new viruses that can then
continue the infection.

21.5.3 Monitoring and optimization

Successful mitigation of microbial problems within the oil and gas industry utilizing
biocides begins with the selection of the appropriate mitigation chemistry whether it
be a biocide or preservative. Second, optimization of the selected treatments in relation
to costs and efficacy must be achieved. Therefore biocide efficacy testing must imple-
ment and follow rules accordingly to select a chemistry and its application that can be
used in the field for optimized control over microbial problems. These rules are as
follows:

1. Replica Testing: The selected chemistry(ies) must be tested appropriately in a system that
mimics the real-world system, such as flowing test for pipelines, process trains, and water
injection system; reactor testing with associated residence times for tanks; up-flow sand
column testing for reservoir souring evaluations.

2. Chemistry Leveraging: Biocides, preservatives, biocompetitive chemicals and possibly
phage treatments all have advantages and disadvantages. When designing antimicrobial
treatments, consideration of leveraging advantages together in separated treatments such
as a dual biocide treatment may be far more effective and overall more cost-effective.
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3. Targeted Approach: The test must be more designed to target the problem of interest directly.
If the problem is reservoir souring, then a minimal data set must include the production of
sulfide. If the problem is MIC, then a minimal data set must include pitting corrosion
analysis.

4. Injury Versus Growth Considerations: Bacteria are most vulnerable to chemical treatments
when they are growing or recovering from injury. Therefore consideration of these vulnera-
bilities and when they exist in the system is needed before testing to establish and evaluate the
application protocol.

5. Monitoring Application: Finally, the basic monitoring performed on the laboratory tests must
be able to be applied to field evaluations and optimizations such that data can be compared.

A combination of replica testing and targeted approach utilizing reactors and
Robbins devises can be very beneficial in understanding the proper chemical to use
and application within a system. Therefore multiple systems can be evaluated simul-
taneously with more accuracy. Dickinson et al. [59] demonstrated this combination
testing to evaluate the efficacy of a biocide and a preservative for mitigating MIC
for a tank farm, but at a laboratory scale (Fig. 21.5).

The corrosion rate was significantly decreased in the flow line with the dazomet
preservative biocide (Fig. 21.6). Furthermore, the testing revealed that treating the
tanks with the preservative rather than trying to treat the tank and the transfer flow lines
separately with biocides could protect the overall system. This evaluation was the first
of its kind to demonstrate the capabilities of a preservative chemistry in the oil and gas
industry. Therefore performing biocide efficacy testing focusing on the microbial
problem such as corrosion rather than focusing on the kill efficacy can be done.

Certain operations within the oil and gas industry may require the ability of multiple
biocides and therefore the implementation of chemistry leveraging. Hydrofracturing is
a prime example of chemistry leveraging due to the operation of the process.

Hydrofracturing has an upstream system that is full of oxygen and has a very short
residence time, thus oxidizing biocides would be the chemistry of choice for this
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Figure 21.5 Design of laboratory tank farm to evaluate MIC on flow lines utilizing tank reactors
and Robbins device [59].
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system. However, downstream from here in the reservoir there is significant organic
material; therefore oxidizing biocides will not work for full control. In the reservoir,
inorganic biocides and/or preservatives would be the most effective. Campbell and
Johnson [44] demonstrated that a dual biocide treatment system significantly brought
the system under control and continued to reduce the viable bacteria over the course of
6 months as compared with other biocide treatments.

21.6 Summary

Advancements in testing and monitoring technologies have only recently been
happening, yet in so many incidences, biocide applications are essentially the same
as to what they were 30e40þ years ago. Utilizing only a handful of biocides with
only a few effective applications has led to a significant increase in microbial-
related problems in the oil and gas industry. Advancements in our understanding of
the ecology of systems and how this influences microorganisms are leading to more
and more advancements in testing and monitoring. The testing and evaluations of bio-
cides are increasing our understanding of how chemistries truly control microbial pop-
ulations. Furthermore, the advancements in monitoring have led to the identification of
some bacteriophages that could in the future be a significant step toward controlling
microbial problems. However, many of the monitoring advancements are at best
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Figure 21.6 Scanning electron microscopy images of mild steel coupons that were within
a flow-line laboratory scale model evaluating biocide efficacy for mitigating microbial
influenced corrosion (MIC) damage. The preservative dazomet chemistry performed the best
in preventing MIC damage [59].
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only revealing the complexity of these oil and gas systems and simply only providing
insight into the complex system. Nonetheless, this is always the first step, and it is
required to truly advance the science, knowledge, and eventually the ability to mitigate
or even prevent problems.

Biocides themselves have not advanced much in the last 20e30 years as the costs
behind them from development to registration are in many cases pushing $10 million.
Therefore the advancements with testing and monitoring give us the ability to utilize
the old chemistries in new ways that are far more functional and effective than we pre-
viously thought possible. Knowing the limitations of these chemistries because of
advanced testing is leading to the development of new technologies such as nanopack-
aging of biocides or nanobiocides themselves. Although the majority of biocide eval-
uations for field applications are done against planktonic bacteria, advanced testing has
revealed the specific need to evaluate chemistries against a specific environment as
well as against sessile bacteria. There is no specific way to extrapolate planktonic
kill data to be effective against sessile bacteria, or more specifically to sessile bacterial
populations in virtually infinite different environments.

Finally, with advancements in testing and monitoring, a better understanding of
microbial cell injury is being achieved, and thus a better understanding of biocide
applications and a reuse of preservatives chemistries in the industry. Data are being
revealed that demonstrate it is more important to preserve a system than achieve a
quick kill due to microbial cell injury. With advanced testing, preservative chemistries
have shown a capacity to control downstream systems utilizing upstream equipment,
either by themselves or in conjunction with fast-acting biocides that can actually show
an extended control in previously contaminated systems with very high microbial
contaminates.

Through the discussion in this chapter, it is apparent that there is a significant push to
bring new monitoring technologies into the oil and gas industry. However, these
technologies are subject to a plethora of different interpretation possibilities as the
data are not truly defined. Therefore it is important to utilize the data in a manner that
will be beneficial to mitigating microbial problems. Optimization in the oil and gas
industry is to achieve the most effective solution in relation to the best cost advantage.
Optimization does not mean definitive control at all cost; it means an acceptable level of
control at an acceptable level of cost. Therefore with the consideration of biocides, it is
necessary to implement a set of rules to achieve the optimization desired. These rules are
(1) Replica Testing; (2) Chemistry Leveraging; (3) Targeted Approach; (4) Injury
Versus Growth Considerations; and (5) Monitoring Application. Optimization of
systems is the sole reason that drives the advancement of testing and monitoring.
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Molecular microbiology
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22.1 Introduction

Petroleum is a complex mixture of hydrocarbons and other organic compounds.
Hydrocarbon-metabolizing microorganisms are widely distributed in oil reservoirs
and related downstream operation processes. Approaches to characterizing and under-
standing microbial diversity and community function can be broadly divided into
culture-dependent and culture-independent methods. Traditional culture-dependent
methods are based on differential morphological, metabolic, and physiological traits
[1]. These include isolation and cultivation of microorganisms on selective media
and the assessment based on colony morphology, color or culture turbidity, media co-
lor change. Traditional culture techniques have yielded valuable information about mi-
crobial interactions with hydrocarbons in the environment; however, there are many
weaknesses associated with culture-dependent approaches. The most significant is
that only a small fraction (0.1%e10%) of indigenous species can be cultured from
environmental samples [2e4]. Therefore, culture-dependent approaches may severely
underestimate the biocomplexity and misrepresent the true composition of microbial
communities in the original environment [5,6].

Many culture-independent molecular microbiology techniques have been devel-
oped in the past decades. Molecular techniques have revolutionized microbial ecolog-
ical studies in microbial characterization and enumeration in an environmental system.
These methods are based on direct extraction of nucleic acids from natural samples,
thus overcoming the difficulties associated with the laboratory cultivation of microor-
ganisms and providing more detailed and comprehensive representation of an environ-
ment’s microbial diversity and insight into gene functions [7,8].

Most molecular techniques are driven by polymerase chain reaction (PCR), which
amplifies specific gene sequences from target microorganisms. 16S ribosomal RNA
(rRNA) gene is the most important gene in microbial ecology research in determining
the phylogenetic diversity of prokaryotes. 16S rRNA gene has highly conserved, var-
iable, and hypervariable regions [9]. PCR primers targeting the conserved regions
amplify the 16S rRNA genes from almost all bacterial and archaeal species, and the
primers targeting the variable and hypervariable regions amplify the 16S rRNA
gene from a small selection of closely related microorganisms at genus or species
levels [10,11]. Although 16S rRNA genes have been used for characterization of
phylogenetic diversity, functional genes have also been targeted to study the metabolic
processes in a given environment [12]. For instance, sulfate reduction process, which
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converts sulfate to hydrogen sulfide, is of great economic importance to oil industry. A
function gene that encodes dissimilatory sulfite reductase (DSR) has been widely used
as PCR primer target to characterize and monitor the phylogenetically diverse sulfate
reducers present in oil industry systems.

Development and implementation of molecular microbiology techniques have
benefited the oil industry in many areas such as reservoir souring and mitigation, mi-
crobial corrosion monitoring and diagnosis, oil recovery and upgrading, and oil pollu-
tion and bioremediation. The following sections describe molecular microbiology
techniques widely used in oil and gas industry. The advantages and limitations of
each technique are outlined and the applications in petroleum industry are illustrated
with some case studies.

22.2 Molecular microbiology techniques

22.2.1 DAPI, cell viability staining, and fluorescent in situ
hybridization

The 40,6-diamidino-2-phenylindole (DAPI) is a cell permeable, blue fluorescent dye
that binds to double-stranded DNA (dsDNA) and thereby detects all intact microorgan-
isms (both living and inactive). DAPI method can be used to quantify total cell number
in almost any type of liquid samples such as injection water, produced water, utility
water, and fuel samples [13,14]. The stained cells are counted directly under an epi-
fluorescence microscope. DAPI can also be used to fluorescently label cells for anal-
ysis in multicolor flow cytometry experiments because its blue fluorescence stands out
in vivid contrast to green, yellow, or red fluorescent probes of other structures. How-
ever, if it is desired to know the cell viability, for instance, before and after a biocide
treatment, cell viability staining is a better method to monitor the general bacteria
population.

Cell viability staining uses two-color fluorescent dyes targeting the nucleic acids in
live or dead cells based on whether or not the cytoplasmic membrane of the cell is
intact. A green-fluorescent nucleic acid dye (e.g., SYTO-9) is cell membrane penetra-
tive and stains both live and dead bacteria with intact and damaged cell membranes,
whereas a red-fluorescent nucleic acid dye (e.g., propidium iodide) only penetrates
damaged cell membranes and stains dead bacteria. With an appropriate mixture of
two dyes, bacteria with intact cell membranes stain fluorescent green, whereas bacteria
with damaged cell membranes stain fluorescent red. The stained cells can be directly
counted using fluorescence microscope or flow cytometer for high-throughput analysis
or detected by fluorescence microplate reader. However, it may be difficult to differen-
tiate between dead cells and nonliving matter in natural samples stained for viability.
Another limitation, which is also true for DAPI staining, is that cell viability staining
cannot differentiate among microbial species and thus cannot measure species diversity.

Fluorescent in situ hybridization (FISH) is a more robust technique if both the
number and activity of microbial population in an environmental sample are of interest
and if species diversity in the sample is also of interest. In a FISH technique, a probe is
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designed to target a specific gene sequence of interest and labeled with a fluorescent
dye. FISH technique can detect and quantify the whole population of active prokary-
otes by designing the probe to target the highly conserved regions of 16S rRNA genes.
FISH technique can also detect and quantify a specific group of microorganisms or an
individual species by designing the probes to target the variable and hypervariable
regions of 16S rRNA genes. When the fluorescence-labeled gene probe enters the cells
and hybridizes with the complementary target sequence, the target cells fluoresce and
can be visualized under the fluorescence microscope. Using different fluorophores,
more than one group of microorganisms can be studied at a time. With confocal
microscopy, the spatial distribution of microbial communities in a biofilm can also
be studied [15].

In petroleum industry, DAPI, cell viability staining, and FISH have been used as
rapid analytical methods to detect and monitor the various microorganisms (bacteria,
archaea, fungi) in pipelines, fuel storage, and transport system, and water system
(injection water, cooling water, produced water, and drinking water) [16,17],
evaluating biocide treatment, fuel degradation, and microbiologically influenced
corrosion (MIC) risk. However, these techniques are not suitable for samples in
which cells form aggregates, are attached to substrates, or embedded in a solid matrix
(e.g., scale, biofilm, and sediment) as individual cells cannot be differentiated in the
mass. Finally, cells at high density may be difficult to quantify, necessitating a
dilution of the sample.

22.2.2 PCR, quantitative PCR, and quantitative reverse
transcription PCR

PCR is the technique most commonly used to selectively amplify a particular gene or
set of genes of individual species, groups of related species, or even all microorgan-
isms in the environment. When targeting 16S rRNA gene, PCR primers can be
designed to amplify the gene from a small group of related microorganisms or can
be universal and amplify nearly all bacterial and archaeal species [10,11]. PCR primers
can also be designed to target various functional genes present in an environment,
providing an indication of the biological processes in the environment [12].

22.2.2.1 PCR

In conventional PCR, minute amount of DNA in the original samples is amplified
through many (25e45) amplification cycles using a thermocycler. In general, each
amplification cycle consists of three steps: (1) denaturation step where the template
dsDNA is denatured to single-stranded DNA (ssDNA) at temperature of 94e95�C
(194e203�F); (2) annealing step where the forward and reserve PCR primers anneal
to each complimentary strand of the ssDNA at the temperature around 55�C (133�F)
(the optimal annealing temperature depends on primer length and composition); and
(3) elongation step where the Taq DNA polymerase catalyzes the extension of the
annealed primers along the sequences of ssDNA, generally at the temperature of
72�C (162�F), to produce two dsDNA molecules. It is also common at the end of
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amplification cycles, a single temperature step (often 5e10 min at 68e72�C or
154e162�F) is added to promote the complete synthesis of all PCR products. Once
the PCR is complete, the thermal cycler is set to 4�C (39�F) to maintain product integ-
rity until the PCR tubes are removed from the machine.

After the completion of cyclic reaction, the PCR products can be visualized on an
agarose gel after gel electrophoresis and staining with a dye such as ethidium bromide.
The detection of the band with the expected size is often used as an indicator for pos-
itive identification of a gene or microbial species of interest. However, the intensity of
the band is not necessarily proportional to the amount of DNA in the original sample.
Therefore, the major drawback of conventional PCR is that the PCR products can only
be visualized at the end of amplification and are only semiquantitative at best [18].

PCR products can be used in many post-PCR fingerprinting techniques to estimate
the microbial diversity and determine the microbial identity (e.g., cloning and
sequencing).

22.2.2.2 Quantitative PCR and propidium monoazide-
quantitative PCR

Unlike conventional PCR where the PCR amplicons are visualized at the end of the
reaction cycles by staining and gel electrophoresis, PCR amplicons in quantative
PCR (qPCR) can be visualized at each amplification cycle as amplification progresses
using fluorescent reporter molecules such as SYBR Green dye. The quantification of
fluorescent intensity of PCR products takes place at the exponential stage of PCR
amplification, where the fluorescent intensity is in direct proportion to the amount
of DNA present in the initial sample.

qPCR has been adapted to provide rapid and more accurate data concerning the
quantity of various types of microorganisms present in gas and oil industry samples.
Domain-specific primer and probe sets have been developed for qPCR assays to detect
and quantify the total bacteria and archaea in the environmental samples by targeting
16S rRNA genes. Similarly primer and probe have also been developed to detect and
quantify a subgroup of bacteria and archaea populations, such as sulfate-reducing
bacteria (SRB), denitrifiers, and methanogens by targeting the function genes dsrAB
[19,20], nirS [21,22], and mcrA [23,24], respectively. These genes encode enzymes
that play crucial roles in the metabolic pathways of sulfate reduction, denitrification,
and methanogenesis, respectively, and thus constitute highly specific targets to allow
a more precise quantification of these types of microbes than can be achieved using
microbial growth tests. qPCR offers a dynamic detection range of six orders of magni-
tude or more [25], does not need post-PCR manipulation such as gel electrophoresis,
and has the capability of high-throughput analysis. In addition, qPCR also works
for any type of samples including dry and old samples without live bacteria, a great
advantage over the conventional growth method.

Propidium monoazide (PMA) is a photoreactive dye with a high affinity for DNA.
The dye intercalates into dsDNA and forms a covalent linkage upon exposure to
intense visible light, resulting in chemically modified DNA, which cannot be amplified
by PCR or qPCR [26,27]. Because PMA dye is cell membrane impermeable, only

516 Trends in Oil and Gas Corrosion Research and Technologies



dead bacterial cells with compromised cell membranes are susceptible to DNA modi-
fication. Therefore, if a sample is treated with PMA dye, the isolated DNA from the
treated sample cannot be detected by qPCR. Therefore, unlike qPCR, PMA-qPCR
only detects and quantifies target DNA sequences from live microorganisms.

22.2.2.3 RT-qPCR

RT-qPCR is a variation of conventional qPCR, whereby messenger RNA (mRNA) is
first transcribed into its complementary DNA (cDNA) using reverse transcriptase, the
resulting cDNA is then amplified and quantified by qPCR using primers specific to a
defined sequences of the gene of interest [18]. Conventional qPCR detects DNA pre-
sent in actively metabolizing cells as well as in inactive and dead cells. In contrast,
mRNA is only produced by actively metabolizing cells in order for a cell to manufac-
ture a specific protein. By targeting mRNA, RT-qPCR has the advantage that only
actively metabolizing cells are detected, providing a more reliable measure of micro-
bial activity in environmental samples. RT-qPCR can also be used to monitor the ac-
tivity of microbial processes such as sulfate reduction, methanogenesis, and nitrate
reduction by targeting mRNA produced by specific functional genes.

mRNA is very unstable, which typically persists in an environmental sample for
no more than a few minutes following collection [28]. Additionally, the mRNA half-
life varies for different environments, microorganisms, and by function and nutri-
tional status of the cell [28,29]. For this reason, samples must be preserved within
minutes, if not seconds, of collection. The golden standard of sample preservation
is to immediately freeze the samples in liquid nitrogen to prevent enzymatic RNA
degradation. Although this may be possible when working in a laboratory, it is not
feasible or practical in field sampling of environmental samples [30]. Finally, detec-
tion and quantification of mRNA are highly dependent both on expression levels of
the target gene and on mRNA extraction protocols [31]. Consequently, assays target-
ing different loci or involving different mRNA extraction protocols will perform
differently [32]. mRNA instability and challenges in sampling, sample preservation,
and mRNA extraction make the application of RT-qPCR challenging in oil and gas
industry.

22.2.3 Flow cytometry

Flow cytometry is a laser-based technology that provides rapid analysis of multiple
characteristics of single cells from heterogeneous populations [33], without depen-
dency on microbial culture techniques. A flow cytometer has been described as auto-
mated fluorescence microscope, capable of analyzing several thousands of cells per
second, as they flow in a liquid stream and are presented in a single file in front of
a focused light beam. As cells pass through the excitation light source, light is scattered
and fluorescence is emitted as light. Light scattering is directly related to structural and
morphological cell features, whereas fluorescence emission occurs if the cells are
attached to a fluorescent probe or stained with a fluorescent dye [34]. Light scattering
and fluorescence emission data can be used to examine a variety of biochemical,
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biophysical, and molecular aspects of individual cells [35]. Moreover, a specialized
flow cytometry, called fluorescence activated cell sorting, is capable of physically
separating cells and sorting cells into different containers based on the specific light
scattering and fluorescent characteristics of each cell.

Flow cytometry has been used for total bacteria count, live and dead bacteria dif-
ferentiation, and studying cell interactions in complex structures such as bacterial bio-
films [36]. Oligonucleotide probes, designed for specific nucleic acid sequences in
cells and labeled with fluorescent dyes, have been used for detection and quantification
of specific groups of microorganisms with flow cytometer. In microorganisms, the
most common target of oligonucleotide probes is 16S rRNA, as several thousand ribo-
somes normally present in each cell provide built-in amplification. 16S rRNA probes
are also useful for the classification of mixed populations containing unculturable spe-
cies in a sample.

Flow cytometry provides a high-throughput capability for qualitatively and quanti-
tatively examining bacteria populations, and their viability and functionality in various
industrial bioprocesses [37]. Applications of flow cytometry in oil and gas industry
include detecting and monitoring microbial activities in various water systems
(seawater, produced water, utility water, cooling water) and storage tanks (crude oil,
refined fuel products), and biocide performance screening and evaluation.

22.2.4 Microarray

Characterization of microbial community is traditionally achieved by 16S rRNA gene-
based clone libraries and sequencing. However, this approach fails to detect large
portions of the community, perhaps missing up to half of the biodiversity [38], and
construction of large libraries are required to detect the majority of microbial diversity
in the sample. When the identification of specific microbial species in a particular
system is not necessary or critical, microarray technology can be used to evaluate
metabolic processes or monitor gene products that are implicated in the specific
activity of interest (e.g., sulfate reduction).

Microarray technology was originally developed by combining FISH technology
and DNA blot technology into a smaller and compact package [39]. Thousands of
specific DNA sequences known as probes can be fixed on to a glass slide, targeting
either 16S rRNA genes or functional genes [40]. DNA or cDNA prepared from the
samples are labeled with a fluorescent dye and hybridized to the target probes on
the slide based on complimentary base pairing. The fluorescence signals from the
hybridization are quantified using a fluorescence scanner, providing semiquantitative
information on environmental samples. For instance, the PhyloChip is a phylogenetic
oligonucleotide array, containing 500,000 16S rRNA gene probes, was designed to
study bacterial population dynamics during uranium reduction and reoxidation and
shown to be reliable and more reproducible than clone libraries [41]. The GeoChip,
a functional gene array, was designed to monitor biogeochemical, ecological, and
environmental processes such as carbon fluxes, sulfate reduction, metal reduction,
and many other microbially catalyzed activities [40].
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Microarray technology can screen a large number of complex DNA mixtures for
known sequences or analyze RNA samples for gene expression profile; however,
this technology is complicated and requires special skills and expensive equipment.
To minimize the cost and simplify data analysis, microarray can be tailored to a
specific industry or process. If the intent is to monitor a specific process such as
MIC in oil and gas industry, an array can be designed to only contain probes for genes
or microorganisms implicated in MIC. Such a compact and targeted array will only
have to include less than 100 probe spots, but still offer substantial industry-specific
information about the microbial status of a particular system [39]. In petroleum
industry, an MIC array, containing probes targeting key genes of metabolic pathways
in corrosion-related microorganisms, can serve as a useful and low-cost tool for the
semiquantitative detection of major corrosion-related microorganisms in a single
experiment.

Detection of sequences on an array can vary depending on the stringency of
hybridization conditions, microarray data from different labs, or different experiments
need to be carefully analyzed with regard to the interpretation of hybridization
specificity and should be validated with more specific and quantitative methods
such as qPCR [39].

22.2.5 Clone library and sequencing

The majority of microorganisms in the subsurface environment particularly those
involved in heavy oil degradation, reservoir souring, or biofouling remain largely
uncharacterized [42]. Identifying the microbial community structure and determining
how community diversity are affected by geochemical and biological conditions are
the first step to understand the microbiology in an oilfield system. This can be easily
accomplished by using PCR amplification of 16S rRNA gene, construction of clone
library, and sequencing of clones.

There are many different cloning vectors and techniques used in library preparation.
In general, the cloning process comprises three steps. First, the DNA fragments of
interest are amplified from the sample using PCR amplification with primers designed
to target a specific gene (e.g., 16S rRNA gene). Second, after the amplified DNA frag-
ments are purified, each fragment is then inserted into a cloning vector using a ligation
reaction. Third, the pool of recombinant DNA molecules is transferred into a popula-
tion of bacteria or yeast (i.e., competent cells) with a heat shock procedure. As a result,
each competent cell contains on an average one construct (vector þ insert). As the
competent cells are grown in culture, the DNA molecules contained within them are
copied and propagated (thus, “cloned”). Plasmid DNA including vector and insert
sequences is then isolated and subject to sequencing determination. The retrieved
sequence from each clone can be submitted to sequence database such as GenBank
to determine the identity of microorganisms in the sample.

PCR and clone library of 16S rRNA gene have been used to characterize microbial
communities in oilfield systems. Archaeal and bacteria clone libraries can be generated
from total DNA collected from oilfield system such as formation water. The direct
sequencing of clones and phylogenetic analysis of sequences will reveal the
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predominant archaea and bacteria species in petroleum reservoirs, their functions, and
interactions. Mesophilic and thermophilic sulfate reducers, methanogens, mesophilic
and thermophilic fermentative bacteria, and iron-reducing bacteria have been found
in oilfield systems through cloning and direct sequencing [8,43]. These microorgan-
isms have profound economic impact on oil production and operations such as forma-
tion damage, reservoir souring, microbial corrosion, water injectivity, crude oil
decomposition, and methane production.

22.2.6 Metagenomics

Many culture-independent methodologies are capable of assessing microbial diver-
sity but these tools cannot identify all the microorganisms or functions in a high-
throughput manner [44]. Amplification-based methods such as PCR and qPCR,
and hybridization-based methods such as FISH and microarrays, can only identify
known organisms or genes for which probes can be designed and always miss un-
known genes. The advances in sequencing technology and decreases in sequencing
cost make it possible to sequence the total DNA extracted from environmental sam-
ples, overcoming many of the limitations of other techniques used in community
analysis [45].

There are two major approaches for sequencing an environmental sample (metage-
nomics) using the total extracted DNA or an enriched portion of the total extracted
DNA. Sequencing of total DNA (random shotgun sequencing) provides sequence in-
formation of whole microbial community as well as all the functional genes present in
an environmental sample. However, due to the complexity of most of environmental
samples, this technique is expensive and requires a lot of computing and bioinformat-
ics resources. In the last decade, several next-generation sequencing (NGS) technolo-
gies have been developed for metagenomics study in environmental samples. A
portion of the DNA is amplified with PCR primers targeting phylogenetic markers
(e.g., 16S rRNA gene) or functional genes (e.g., DSR gene) and then the targeted
amplicons are sequenced. Compared to random shotgun sequencing, targeted ampli-
con sequencing requires less genetic materials from a sample, fewer sequencing
runs, and simpler bioinformatics analysis.

22.2.6.1 Random shotgun sequencing

Characterizing the phylogenetic diversity of microbial community with 16S rRNA
gene sequencing is only the first step to properly manage any ecosystems where the
microbial community exists. Sequencing the total DNA can provide the sequences
of all the genes in the environment, including the functional genes, which elucidate
ongoing activities (i.e., genes and gene expression) in the environment.

Random shotgun sequencing is a Sanger-based technique and often used for
sequencing large genomes. In shotgun sequencing, DNA is sheared into random small
segments, which are sequenced using the chain termination method (or “Sanger
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sequencing”) to obtain reads. Several rounds of fragmentation and sequencing are
required to obtain multiple overlapping reads for the target DNA.

The original DNA sequence is reconstructed from the reads using the sequence
assembly software. First, sequences are processed to eliminate short and noisy reads.
The quality overlapping reads are then collected into longer composite sequences
known as contigs [46], on which gene calls and functional annotation are made.
Finally, contigs are grouped into related phylogeny, and community composition
profiling and functional analysis can then be performed to highlight functional activ-
ities with metabolic and ecological significance [44,47].

Random shotgun sequencing generates an impressive amount of information but it
is a much more expensive and difficult approach than NGS on targeted amplicons. In
many cases, knowing the metabolic pathways present in an environment is often more
important than determining the species indigenous to the environment. For instance,
the presence of sulfate-reducing genes in an oil and gas industry system plays an
important role in microbial corrosion.

22.2.6.2 Next-generation sequencing

Although shotgun sequencing was the most advanced technique for whole-genome
sequencing from about 1995 to 2005, the high demand for low-cost sequencing has
driven the development of high-throughput NGS technologies. These technologies
produce shorter reads (25e500 bp) but many hundreds of thousands or millions of
reads in a relatively short time (on the order of a day) [48]. This results in high
coverage, but the assembly process is much more computationally expensive. These
technologies are vastly superior to Sanger-based shotgun sequencing due to the high
volume of data and the relatively short time it takes to sequence a whole genome.
The major disadvantage is that the accuracies are usually lower, although this is
compensated for by the high coverage [49].

Among three major NGS platforms (Roche 454 pyrosequencing platform, Solexa/
Illumina platform, and ABI’s SOLiD platform), 454 pyrosequencing produces the
longest read lengths (400e700 bp), but lower throughput. Longer read lengths improve
basic local alignment search tool (BLAST) homology searches and assembly of long
contigs. The longer reads also make phylogenic linkage of genes with their host organ-
isms easier and improve species identification from 16S RNA sequence tags [50]. The
latest 454 pyrosequencing platform can generate 900 Mb in a 20-h run. The gigabases
of sequencing data will be assigned to an operational taxonomic unit (OTU) based on
sequence similarity and OTUs are blasted against 16S rRNA database to identify the
OTU’s phylum, genus, or even species. The sequences can also be subjected to
community analysis including estimation of species richness, population evenness,
and diversity across communities [51].

Next-generation sequencing technique requires a relative amount of starting
material, which is an advantage for applications in hydrocarbon environments where
samples may be difficult to obtain or oil saturated and difficult to process. The
methodology provides the identity of the microbial community members in the
sample, their relative abundance and functions, and their interactions with an environ-
ment’s physical and chemical parameters.
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22.2.7 Sensor for microbial detection

Water injection into reservoir is a common practice in oil industry to maintain reservoir
pressure and oil production. Microbial activity in water injection systems causes a va-
riety of problems such as microbial corrosion, biofouling, injectivity loss, and reser-
voir plugging [52]. In the oil industry, the microbial number and activity are
traditionally monitored with conventional growth methods that require manual sam-
pling and handling. In a large injection system, an online and real-time sensor, capable
of providing continuous monitoring of microbial activity, will help operators take
prompt microbial control actions and ensure the continued high quality of injection
water.

Sensors have several advantageous analytical features, such as selectivity, sensi-
tivity, and rapidity to help measure dominant microorganisms in specific industrial
system and thus make the necessary remedial actions to control them. They have po-
tential for miniaturization and automation to use in the field in situ applications.
Because Clark and Lyons [53] developed the first biosensor in 1962, the field of bio-
sensors has greatly expanded. DNA-based sensing technology has been introduced in
the construction of sensors for online and real-time detection and monitoring of micro-
organisms in the seawater injection system [54].

Staining of cells with DNA binding fluorescence dyes such as SYBR Green has
been studied extensively as a sensing mechanism for microbial detection and moni-
toring. SYBR Green dye is very sensitive to dsDNA, yielding high signal intensity
with a low background noise [55] and it is also tolerant to high-salinity seawater sys-
tem and high-temperature environment [56]. SYBR Green-based staining method, fol-
lowed by quantification of fluorescence signals, has been optimized and developed
into an automated online sensor for microbial monitoring in the injection seawater sys-
tem (salinity 5.5%, temperature from 5 to 53�C or 41 to 127�F) with a detection limit
of 2 � 103/mL [57]. For detection and monitoring of specific species or group of mi-
croorganisms in various industry systems, FISH-based fluorescence staining with a
specific oligonucleotide probe can be used for sensor design and construction.

22.2.8 Advantages and limitations

All molecular microbiology techniques discussed earlier have advantages and limita-
tions when applied to address the microbiological challenges in petroleum industry
[58,59], which are summarized in Table 22.1. Specifically, Table 22.2 compared a
common conventional culture-dependent method, the most probable number (MPN)
method, with a molecular microbiology technique qPCR, for detection and quantifica-
tion of various microorganisms important to oil and gas industry. qPCR is a much bet-
ter technology than MPN by targeting the 16S rRNA gene or functional genes essential
for the metabolism of corrosion-causing microorganisms. qPCR can be used to analyze
any type of samples (liquid, biofilms, or solid samples), including dried solid samples,
which only contain dead microorganisms.

Generally, more than one molecular microbiology techniques are required to under-
stand a particular problem in an oil industry system and develop a mitigation strategy
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Table 22.1 Advantages and limitations of molecular microbiology techniques

Techniques Advantages Limitations

DAPI Enumerate living and inactive microorganisms Only applicable for liquid samples. Not suitable for solid samples
such as scale, biofilm, or sediment

Cell viability
staining

Allow differentiation of live, dead, and damaged
microorganisms

Only applicable for liquid samples. Not suitable for solid samples
such as scale, biofilm, or sediment

FISH Allow species identification and quantification, and the
observation of spatial distribution of microorganisms

Only applicable for liquid samples. Not suitable for solid samples
such as scale, biofilm, or sediment

PCR Detection of specific genes or microorganisms. Suitable for
any type of samples

Semiquantitative; activity cannot be inferred from presence of
genes alone. Cannot differentiate live and dead cells

qPCR Rapid detection and quantification of specific genes.
Suitable for any type of samples

Activity cannot be inferred from presence of genes alone. Cannot
differentiate live and dead cells

PMA-qPCR Rapid detection and quantification of specific genes only
from viable microorganisms

PMA treatment efficiency varies in different type of samples,
especially in complex environmental samples

RT-qPCR Quantitative detection of microbial activity. Treatment
effects on total cell function can be monitored

mRNA unstable. Cell activity may be skewed by short half-life
and varied decay rate of mRNA, and mRNA extraction
protocols

Flow
cytometry

Allow species identification and quantification. Allow
examination of bacteria populations, viability, and
functionality

Analyzed cells must be in suspension; not easy to observe and
measure individual cell behavior. Data analyses complicated

Microarray Detect genes with function of interest; mRNA detection can
reveal information about gene expression

Only determine species with probe on array. Activity cannot be
inferred from presence of genes alone. Nonquantitative.
Results difficult to compare among different labs or
experiments
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Table 22.1 Continued

Techniques Advantages Limitations

Clone library
and
sequencing

Identify the predominant microbial species in
environmental samples, their functions, and interactions

Only detect a small portion of microbial community, and
underestimate the biodiversity. Construction of large library is
labor intensive and time consuming

Random
shotgun
sequencing

Analyze all phylogenetic markers and functional genes for
a comprehensive profile of metabolic processes

Requires large amount of DNA; bioinformatics analysis are
complicated and expensive

Next-
generation
sequencing

Identify a targeted phylogenetic or functional group of
microbial community in environmental samples

Sequencing accuracies are usually lower. Bioinformatics analysis
are complicated, and expensive

Sensor for
microbial
detection

Allow rapid and continuous monitoring of microbes of
interest; fast response time

Need to improve the detection limit, sensitivity, and selectivity

FISH, fluorescence in situ hybridization; mRNA, messenger RNA; PCR, polymerase chain reaction; PMA-qPCR, propidium monoazide qPCR; qPCR, quantitative PCR; RT-qPCR, reverse
transcription quantitative polymerase chain reaction;
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Table 22.2 Comparison of quantitative PCR (qPCR) and most
probable number (MPN) test

qPCR MPN test

Mechanism Detect and quantify
specific genes of
target microbes

Grow in selective medium, score
positive/negative growth based
on indicators (color, turbidity,
etc.), and enumerate
statistically

Quantitative? Yes Semiquantitative

Time to obtain result A few hours per
microbial type

1e4 weeks

Sample type Any types Only if bacteria are still alive

Liquid Yes Yes, if fresh

Solid Yes Yes, if fresh, moist, and light
color

Biofilm Yes Yes, if fresh and moist

Dry Yes No

Old Yes No

Colored Yes No

Sampling procedure Simple and same for
both aerobic and
anaerobic microbes

Difficult to achieve anaerobic
condition in the field for
anaerobic microbes

Microbial target

Bacteria Yes Yes

Archaea Yes Very difficult

Sulfate-reducing
bacteria (SRB)

Yes Yes

Sulfate-reducing
archaea (SRA)

Yes Very difficult

Acid-producing
bacteria (APB)

Yes Yes

Iron-oxidizing bacteria
(IOB)

Yes Very difficult

Methanogens Yes Very difficult
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accordingly. The applications of molecular microbiology techniques in petroleum in-
dustry are illustrated in the next section.

22.3 Applications of molecular microbiology techniques
in oil industry

In petroleum industry, microorganisms have been used to improve oil production,
oil upgrading, and biogenic methane production from unrecoverable hydrocarbon
resources [60,61]. However, it has to be realized that some microorganisms have detri-
mental effects in petroleum industry such as microbial corrosion, reservoir souring and
plugging, and reduced injectivity of seawater injection wells. Characterization of the
microbial communities and their activities present in petroleum industry is a critical
first step if we intend to manage the resources properly. For instance, characterization
of natural microbial communities impacted by petroleum hydrocarbons provides
insights of long-term effects of petroleum pollution [62], helps develop and evaluate
waste remediation approaches [63], and controls deleterious microbial activities during
petroleum production [64].

22.3.1 Reservoir souring and mitigation

The injection of seawater to maintain reservoir pressure during oil production is a
common practice in the oil industry. The huge amount of sulfate introduced via
injection seawater, together with rich organics present in hydrocarbon, promotes the
active growth of sulfate-reducing prokaryotes (SRPs) (i.e., SRB and SRA) in the
reservoir, pipelines, and surface facilities [65,66]. SRPs produce H2S, which has
profound economic consequence to the oil industry, one of the major problems being
reservoir souring.

Molecular techniques have been used to study reservoir souring and efficacy of
nitrate treatment. In a study of two high-temperature oil reservoirs in the North
Sea, a suite of molecular techniques were successfully used to assess the effect of
nitrate addition in reservoir souring control [18,67,68]. DAPI staining technique
was used to determine the total bacterial counts in produced waters. FISH technique
was used to determine the viable bacteria and viable SRB using probes targeting
various regions of 16S rRNA gene. qPCR assays were used to quantify the abun-
dance of bacteria, archaea, and sulfate reducers, which form a major fraction of
the prokaryotic communities in both reservoirs. RT-qPCR was used to determine
the SRB activities in produced waters by measuring mRNA for the dsrA gene
responsible for sulfate reduction in SRB. The results showed a reverse relationship
between nitrate concentration and mRNA transcripts for the dsrA gene and the latter
is positively related to the quantity of H2S production from the well. In terms of H2S
production, the SRB activity determined by RT-qPCR analysis of dsrA mRNA
transcripts is a better prediction parameter than viable SRB counts determined by
FISH technique, as under nitrate treatment some SRB can be still viable or active
but not producing H2S (i.e., sulfate reduction is switched to nitrate reduction).
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In the same study, clone libraries for bacterial and archaeal 16S rRNA gene were
constructed to assess the microbial community structure, diversity, and species
richness in oil reservoirs. Clone libraries for functional gene dsrAB were also con-
structed to gain a more detailed picture of the sulfate-reducing community and
confirm the results obtained from the 16S rRNA-based approach. The study found
that the nitrate treatment primarily affected the SRA number and activity in the reser-
voir but had only a minor effect on the abundance of SRB. The results indicated that
the importance of SRA in the development of souring in high-temperature reservoirs.

22.3.2 MIC diagnosis and monitoring

MIC is an electrochemical process influenced by the presence or activities of microor-
ganisms [69]. Microbial activities alter the rates and types of electrochemical reactions
on a metal surface and produce a broad range of outcomes such as pitting, crevice
corrosion, under-deposit corrosion, and selective dealloying, in addition to enhanced
galvanic and erosion corrosion [70].

Microbial corrosion is a significant problem affecting the oil and gas and other in-
dustries. It degrades the integrity, safety, and reliability of pipeline operations and
other systems. The mere presence of given classes of organisms associated with
MIC (e.g., SRB) does not indicate that MIC is occurring. Neither does showing that
the presence of a given type of microorganisms establishes a cause-and-effect relation-
ship between the bacteria and metal dissolution [71]. Cost-effective MIC management
requires the early detection of MIC problems, which can only be achieved by routine
monitoring of the physical, chemical, and biological characteristics of pipeline
systems.

MIC is rarely associated to one single mechanism or one single species of micro-
organism. In addition to SRP, many microorganisms occurring in natural environment
are also considered corrosion-causing microbes, including methanogens, sulfur-
oxidizing bacteria (SOB), acid-producing bacteria (APB), iron-oxidizing bacteria
(IOB), iron-reducing bacteria (IRB), and manganese-oxidizing bacteria [72]. Each
of these physiological groups of microorganisms may contain hundreds of individual
species. Each group of bacteria or an individual species of bacteria alone can cause
metal corrosion; however, MIC in a natural environment is always caused by microbial
communities containing many different types of microbes [73].

MIC is traditionally diagnosed by visual observations of pits, the enumeration of
SRB with cultivation-based method, and detection of corrosion products (e.g., FeS,
pyrite). Microbiological diagnosis based on SRB enumeration is often misleading.
SRB is just one of the key microbial group that causes metal corrosion. In addition,
enumeration based on cultivation (e.g., MPN) often significantly underestimates the
number of SRB in the sample. To date, culture-independent molecular techniques
(e.g., qPCR) have been widely used for monitoring microbial numbers and activ-
ities in both water and solid samples from oil and gas industry for the problems
related to MIC. The application of molecular techniques allows for improved
MIC monitoring and optimization of mitigation strategies (e.g., biocide treatments,
pigging operations and material selection) in oilfields and operation systems. qPCR
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techniques are illustrated below for fast and accurate detection and quantification of
corrosive microorganisms typically found in oil and gas industries by targeting 16S
rRNA genes or function genes essential to the metabolism of corrosion-causing
microbes.

22.3.2.1 MIC diagnosis

Table 22.3 illustrated the qPCR application for accurate and quick diagnosis of MIC in
corroded pipe or metal pieces. Traditional growth method does not work for this type
of samples because the samples are collected and stored under atmospheric conditions
for various periods of time and the samples generally contain no live microorganisms
due to storage and dryness. However, culture-independent qPCR assays, targeting 16S
rRNA genes or other function genes, can easily detect and quantify corrosion-causing
microbes in the corrosion samples. Various microorganisms (APB, SRB, SRA, IOB,
and methanogens) were identified as major contributors to the corrosion of metal
samples [74].

22.3.2.2 MIC monitoring

Planktonic bacteria are often the focus of MIC monitoring because system fluids are
generally easier to sample than metal surface. However, the environmental conditions
at biofilm and metal surface interfaces are often radically different from the bulk me-
dium in terms of pH, dissolved oxygen, and other organic and inorganic species. MIC
monitoring or risk assessment based on the results of planktonic microorganisms can
sometimes be misleading, at least to some extent [75]. Table 22.4 compared the qPCR
results of various microbes detected in the liquid samples and solid samples collected
from the same system [74]. The number of microbes detected in the solids (#/g) was
100e10,000 times higher than the number in the liquid samples (#/mL). More impor-
tantly, some corrosion-related microbes such as methanogens were not even detected
in the liquid samples. Compared to planktonic bacteria, monitoring of sessile bacteria
is more relevant to microbial corrosion, though the sampling of sessile bacteria is likely
to be more challenging, requiring pipeline excavation or accommodations of system
design to allow for regular sampling during operation. NACE Standard TM0194-
2004 provides the guidelines for the assessment of sessile bacteria in oilfield and
gas systems [76].

Considering the difficulties of sampling sessile bacteria, it is advised to collect the
solid samples whenever a pipe is scraped, and analyze for corrosion-related microor-
ganisms. The results can be used as part of pipeline integrity program in the field oper-
ation to assess the corrosion risk. Due to the nature of scraping solids (toxicity,
inhibitory substance, texture, color, salinity), most scraping samples are not appro-
priate for traditional cultivation methods. In addition, the exposure of scraping sample
to oxygen during sampling kills anaerobic bacteria such as SRB and makes these types
of bacteria (often corrosive) not detectable or being underestimated with traditional
cultivation method. DNA-based molecular techniques are better suited for detection
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Table 22.3 MIC diagnosis of corroded samples using quantitative
PCR (qPCR) technique

Sample
Sample
description

Thickness
(in.)

Corrosion
description

Major
microbes

Number
(#/g
solids)

1 P110 grade API
casing

3/8 Sig. corr.
w/pitting

APB 3.9E þ 06

2 Flange, carry hot
water treated
with nitrite

1/16 Thru-wall
pit

IOB 7.0E þ 05

3 Stainless steel
flange (marine
environment)

1 Sig. corr.
w/pitting

APB 1.5E þ 05

4 Drill pipe,
submerged in a
water-based
drilling fluid

5/16 Sig. corr.
w/pitting

APB 9.8E þ 06

5 Aircraft water tank
(AISI 321),
14 months in
service

Severe
corrosion

APB 1.6E þ 06

IOB 8.4E þ 05

SRB 5.6E þ 04

Bacteria 1.2E þ 10

6 Solid deposits
from corrosion
pit

SRA 3.4E þ 05

IOB 1.0E þ 04

APB 9.3E þ 03

Bacteria 4.1E þ 09

7 Pipe scale SRB 3.3E þ 07

Methanogens 5.2E þ 09

Bacteria 1.6E þ 10

8 Scale from a check
valve

SRB 1.5E þ 05

APB 2.5E þ 05

Bacteria 1.6E þ 08

APB, acid-producing bacteria; IOB, iron-oxidizing bacteria; IRB, iron-reducing bacteria;MIC, microbiologically influenced
corrosion; SOB, sulfur-oxidizing bacteria;
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and quantification of microbes in the scraping solids. Table 22.5 showed the major
corrosion-related microorganisms detected with qPCR techniques in scraping samples
collected from various pipeline systems [74].

22.4 Summary

Many culture-independent molecular microbiology techniques have been introduced
into oil and gas industry in the past decade. These nucleic acids-based techniques
overcome the difficulties associated with the laboratory cultivation of microorganisms,
provide a direct analysis of samples and assessment of gene function, and enhance our
ability to investigate the dynamics of microbial communities in petroleum ecosystems.
The chapter describes molecular microbiology techniques widely used in oil and gas

Table 22.4 Monitoring of microorganisms in water systems using
quantitative PCR (qPCR) technique

Sample pair Sources Major microbes Number

1 Brine well SRB 5.2E þ 02 /mL brine

Bacteria 3.4E þ 06

Brine pipe scrapings SRB 9.1E þ 06 /g solids

Bacteria 6.5E þ 10

2 Water treatment plant SRB 7.6E þ 04 /mL water

Water treatment plant
pipe deposits

SRB 2.0E þ 08 /g solids

Methanogens 1.9E þ 09

Bacteria 1.4E þ 10

3 Water injection point SRB 4.0E þ 05 /mL water

Bacteria 5.2E þ 08

Water injection point
deposits

SRB 5.9E þ 07 /g solids

Methanogens 6.0E þ 09

Bacteria 3.9E þ 10

4 Water treatment plant
400 valve

SRB 5.2E þ 04 /mL water

Methanogens 4.9E þ 07

Bacteria 2.3E þ 08

Water treatment plant
400 valve deposits

SRB 5.0E þ 07 /g solids

Methanogens 3.6E þ 09

Bacteria 3.8E þ 10

SRB, sulfate-reducing bacteria.
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industry and the advantages and limitations of each technique. As a result, in the
practical applications to address oil field issues, it is often necessary to use several
molecular techniques to fully understand a particular problem in an oil industry
system, assess the microbial risks, determine the mitigation strategy, and evaluate
the treatment effectiveness.
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23.1 Oil and gas operational challenges directly
influenced by microbes

The presence ofmicroorganisms is usually widespread in oil and gas production systems,
frequently posing challenges to the integrity of pipelines and vessels. The most common
problems elicited bymicrobial contamination include fouling ofmembranes, vessels, and
pipes; production of biogenic H2S; and microbiologically influenced corrosion (MIC).
Despite advances inmetallurgy, engineering, and chemistry,MIC continues to be awide-
spread problem in many industries and represents a serious challenge to the oil and gas
industry. MIC costs hundreds of millions of US dollars to the petroleum industry every
year [1], including loss in production, replacement of pipelines, vessels, and environ-
mental cleanup as the result of spills due to pipeline failures. A recent estimate of the
cost of MIC to the oil/gas production was between $485B and $1.5T annually.

MIC is the process in which microorganisms increase the rates of corrosion
by producing metabolic by-products that react with iron from the metal [2]. Current
knowledge indicates that MIC is not caused by a single family of organisms but
rather by the action of different organisms within the microbial population. MIC is
a localized process that initiates by the formation of a nodule, followed by pit beneath
the nodule. Within these nodules, numerous microorganisms exist in a biofilm. Each of
these organisms performs different functions within the community [3].

Despite numerous reports in the literature about the involvement of other microor-
ganisms in the MIC process, the oil industry still regards sulfate-reducing bacteria
(SRB) as the major culprits in the process [4]. Nonetheless, this concept has been
significantly expanded to encompass organisms that metabolize different sources of
sulfur species, such as thiosulfate and polysulfides [5,6]. These reports, resulting
from data mining from thousands of oilfield samples, have helped to identify the prev-
alence of sulfur speciesereducing microbes in different regions around the globe and
indicated their role in MIC where sulfate is limited. Additionally, the role of other
microorganisms in MIC has been further investigated in the recent years. For
example, methanogenic Archaea produce methane as a metabolic by-product in anoxic
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conditions using CO2 as main electron acceptor. This process, when localized on a
metal surface, can lead to increased rates of metal corrosion. Methanogens are common
Archaea in oil production systems despite being rarely detected by traditional culturing
techniques [7]. Moreover, other types of bacteria such as acid-producing bacteria and
metal-oxidizing bacteria can also play an important role in the MIC process.

In the last few decades, great efforts have been made toward understanding the mech-
anisms underlying microbial corrosion under laboratory conditions. On the other hand,
on-site monitoring infield environments has proved to be challenging to allow the correct
assessment of microbial corrosion. MIC occurs only when the microbes responsible for
the process accumulate on a metal surface, creating biofilms. Nonetheless, testing in
metal surfaces in the field is difficult, disruptive, and requires more planning and
personnel. Because of that, assessment of MIC in the field is primarily done by testing
fluids samples and extrapolating the results to indicate potential biofilm occurrence.
However, this is a fundamentally flawed approach, because rarely the microbial popula-
tions in the fluids and in the biofilm will match in terms of composition and numbers.
Moreover, the locations where fluids samples are collected are not always the locations
where biofilm buildup will occur. Biofilm formation is likely in locations of slow or
stagnant flow, under deposits and points of the system where water cuts are higher.

Another common problem caused by microorganisms is reservoir souring [8]. This
occurs because of the proliferation of sulfur speciesereducing microbes in the forma-
tion, due to injection of water during secondary recovery to maintain the pressure of
the reservoir. Although this problem is particularly troublesome in offshore facilities
where sulfate-rich seawater is injected, reservoir souring also occurs in onshore fields
where produced water is mixed with fresh water before injection. Because of the ubiq-
uity of microbes capable of reducing sulfur species, reservoir souring can be a chronic
problem once these organisms are injected underground. Management of microbial
populations in the reservoir is often difficult, and the results can be inconsistent
with the current technologies (e.g., nitrate injections) [9]. The production of fluids
and gases containing H2S can lead to severe corrosion due to H2S stress cracking
and health, safety, and environment issues, particularly in assets that were not engi-
neered to operate under sour conditions. Therefore, inhibition of sulfide production
by microorganisms is an important task to prevent further corrosive conditions in addi-
tion to their contribution to directly degrading surfaces and causing MIC.

Biofouling is also a common problem in oilfield operations, particularly in injection
wells used for disposal of produced water or for secondary recovery of hydrocarbons.
Large volumes of water contaminated with slime-forming bacteria can lead to aggres-
sive production and accumulation of exopolymeric substances, resulting in plugging of
the reservoir, injection lines, and consequent decrease in injection rates. This is often
reflected in higher energy costs to push the fluids into the reservoir [10].

23.2 Overview of biocides

Biocides are chemicals intended to disinfect, sterilize, and kill microorganisms. The
extent of microbial kill is highly dependent on the duration of contact with the target
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microbes and the dosage of the chemical that is applied. In low dosages, most biocides
will elicit a biostatic effect, in which microbial growth is prevented, but no sterilization
is achieved. Once the chemical is removed from the system, the bacteria will continue
to grow again. Moreover, at doses lower than those required to elicit a biostatic effect,
some biocides can even become a source of nutrition and therefore encourage growth.

In oilfield operations, biocides can be injected either continuously or periodically in
batches. The latter is often the most common procedure. Although a substantial num-
ber of biocide products exist in the market, most of these products are composed of
only few basic active molecules at varying concentrations. The biocides may be single
active molecules or blends of a few different molecules aiming to achieve better per-
formance by taking advantage of synergistic effects.

The biocides in the oilfield can also be divided based on the mechanism of action. In
general terms, nonoxidizing biocides act on the cell membrane and cell wall of the
microbes, whereas oxidizing biocides act through oxidative reactions with cellular
components.

23.2.1 Nonoxidizing biocides

Among the nonoxidizing chemistries, the most common biocidal molecules are glutaral-
dehyde, Tetrakis hydroxymethyl phosphonium sulfate (THPS), quaternary ammonium
compounds (quats), and 2, 2-dibromo-3-nitrilopropionamide (DBNPA). Other chemis-
tries that have been used in less extent are 2-bromo-2-nitropropane-1,3-diol (bronopol),
acrolein, and several molecules belonging to the family of preservatives. Although the
majority of these chemistries possess the ability to act as broad spectrum antimicrobials,
different microbial susceptibilities to each product have been described [11]. Moreover,
the efficiency of most biocides is heavily impacted by water chemistry, temperature,
salinity, oxygen content, and incompatibility with other production chemistries.

23.2.1.1 Glutaraldehyde

Glutaraldehyde is an aldehyde organic compound that has a particular high affinity for
proteins, reacting specifically with amine, amide, and thiol groups. Because of this
property, glutaraldehyde can be a fixative in laboratory procedures. Glutaraldehyde
is more expensive but less toxic than formaldehyde, and it is broadly used in countries
where regulatory restrictions prevent the use of formaldehyde [12]. Glutaraldehyde is
usually applied successfully in the field and commonly shows a broad range of micro-
bial kill. It is highly water soluble, partitioning more than 80% in the water phase.
From a thermal stability standpoint, glutaraldehyde loses efficacy in temperature above
50�C (122�F), but this loss seems to be highly dependent on pH and water chemistry
[13]. Although glutaraldehyde works well with most other production chemicals such
as scale and corrosion inhibitors and fracturing chemical packages, some incompatibil-
ities are well known. Common compounds that can interfere with glutaraldehyde are
primary amines, ammonia, and bisulfite-based oxygen scavengers [14]. However,
changes in field application (e.g., staggering applications or injection in different loca-
tions in the system) can be done to mitigate potential compatibilities problems.
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Nonetheless, studies have shown limited efficiency of glutaraldehyde to penetrate and
control organisms in biofilms [15].

23.2.1.2 Tetrakis hydroxymethyl phosphonium sulfate

THPS is a broadly used biocide in oilfields, mostly because of its ability to control mi-
croorganisms and chelate iron from iron sulfide deposits. It is a broad-spectrum biocide
and seems to exhibit a dual mechanism of controlling SRB, by targeting specific amino
acids on the cellular membrane and by shutting off the sulfidogenic reduction pathway.
For this reason, THPS is often selected for treatment with system having high contam-
ination with SRBs. Contrary to glutaraldehyde, THPS shows higher thermal stability
160�C (320�F) but displays similar incompatibility issues with ammonium bisulfite
oxygen scavengers [16] and limitations to penetrate biofilms. Incompatibilities with
certain friction reducers also limit the use of THPS in hydraulic fracturing operations.
Additionally, high concentrations of THPS can lead to severe corrosion, especially in
conditions of low buffering capacity of the water [17].

23.2.1.3 2, 2-Dibromo-3-nitrilopropionamide

DBNPA is a bromine-based chemistry that provides a quick speed of kill. Although
not considered an oxidizing biocide, DBNPA acts similarly as many halogen-based
antimicrobials. On use, the product is rapidly broken down into several by-products,
including ammonia, bromide ions, dibromoacetonitrile, and dibromoacetic acid.
DBNPA is widely used in seawater injection systems, particularly for cleaning of
membranes (e.g., sulfate removing and reverse osmosis membranes) [18]. It is also
important to note that DBNPA reacts with H2S and may not be the optimal biocide
choice for systems where H2S is present and may result in less efficacy of the product
as a biocide.

23.2.1.4 Quaternary ammonium compounds

Quats are common components of biocides and corrosion inhibitors because of their
surfactant properties. These are positively charged nitrogen ions with alkyl or aryl
groups. Quats are widely used as disinfectants and surfactants agents in many indus-
tries. As a biocide in oilfield applications, quats provide persistent microbial control
and enhanced ability to solubilize biofilms. They are usually used in combination
with other biocides (such as glutaraldehyde and THPS) to provide enhanced control
of biomass. However, because of their filming properties, quats may not be the first
choice in high TSS waters or system with high levels of mineral deposit. Additionally,
the surfactant characteristic of quaternary ammonium compounds may disrupt oil and
water separation through emulsification, and they can cause enhanced foaming.

23.2.1.5 Preservatives

Preservatives belong to a class of antimicrobials that are designed to provide slow
acting microbial control for extended periods of time. These compounds are usually
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used in industrial goods to extend shelf life and prevent spoilage. Contrary to other
commonly used biocides that act in a matter of hours, the efficiency of preservatives
are measured in days or even weeks [19]. Depending on the concentration, a biostatic
rather than a biocidal effect is achieved, which can create problems in regards to
microbial rebound. The majority of the preservatives used in oilfield applications
are formaldehyde releasers, in which slow hydrolysis of the molecule
results in the release of antimicrobial formaldehyde. Among these chemistries,
4, 4-dimethyloxazolidine (DMO), tris (hydroxymethyl)nitromethane (THNM),
1-(3-chloroallyl)-3,5,7-triaza-1-azoniaadamantane chloride (CTAC), and 3,30-meth-
ylenebis[5-methyloxazolidine] (MBO) are the most common. The efficiency of these
compounds depends on the rates of hydrolysis and release of formaldehyde, which
can be heavily affected by the water chemistry. Frequently, preservatives are applied
in combination with other biocides (either oxidizing or nonoxidizing) to provide a
combination of quick kill and long-term preservation.

23.2.2 Oxidizing biocides

23.2.2.1 Chlorine dioxide

Chlorine dioxide is a noncharged chlorine compound that is produced as gas and satu-
rated in water. Chlorine dioxide is about 10 times more soluble in water than hypochlo-
rite. As such, it is widely used as a bleaching agent and is a potent antimicrobial
chemistry. However, solubility decreases dramatically with an increase in temperature,
and chlorine dioxide can decompose extremely violently when separated from diluting
substances. Gas-phase concentrations of ClO2 above 30 volume percent can lead to
violent explosions leading to release of chlorine and oxygen. Because of that, the prep-
aration methods for chlorine dioxide must take all aspects of safety into consideration.
Usually, methods that involve the production of chlorine dioxide solutions bypassing
the gas phase are preferred. Because of safety concerns, chlorine dioxide has not been
widely used in oilfields in the past, but improvements in how it is generated have
opened its use in hydraulic fracturing applications in the past few years.

As an oxidizer, chlorine dioxide is very selective, not as reactive as ozone and
chlorine, and preferentially oxidizes sulfur, amines, and some other reactive organic
substances. As such, the use of chlorine dioxide has proven advantageous for improve-
ment of water quality and water recycling. However, as with most oxidizing chemis-
tries, chlorine dioxide is consumed almost instantaneously, leaving no residuals for
extended microbial control. Thus, treatment of hydraulic fluids with ClO2 controls
only microbes on the surface, but it is not adequate to control indigenous organisms
in the reservoir.

23.2.2.2 Hypochlorite

Hypochlorite (bleach) is the least expensive oxidizing chemistry for use in the oilfield.
Hypochlorite is unstable in its pure form and is normally handled as an aqueous solu-
tion. It is widely used in water treatment as an antimicrobial and water-cleaning agent.
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Compared with other oxidizing chemistries, hypochlorite has a stronger oxidative po-
tential than chlorine dioxide, but it is a weaker oxidizer when compared to ozone.
Because it is a stronger oxidizer than chlorine dioxide, hypochlorite tends to be
consumed even faster, particularly if the water contains high levels of reduced com-
pounds. Moreover, treatment of waters containing high levels of organics can lead
to the generation of organochlorine compounds such as mono-, di-, tri-, and tetra-
chloromethane, which are known carcinogens [20]. Many applications using bleach
have been banned in Europe, although its use is still widely used in North America
and other countries.

23.2.2.3 Peracetic acid

Peracids or peroxyacids are formed through the equilibrium reaction between
hydrogen peroxide and a short chain organic acid. Peracids are only stable in certain
concentrations of the reacting components, and its activity can be varied by addition of
different ratios of hydrogen peroxide and organic acid. Peracetic acid is formed by re-
action of hydrogen peroxide and acetic acid. Peracetic acid was first registered as an
antimicrobial in the United States in 1985, and since then, its use has increased in
different applications. Applications include agriculture, food processing facilities, hos-
pitals, and industrial water plants. Recently, peracetic acid has been used in oilfields as
an alternative to bleach and chlorine dioxide [21].

When peracetic acid dissolves in water, it disintegrates into hydrogen peroxide and
acetic acid, which will be converted into water, oxygen, and carbon dioxide. The
degradation by-products of peracetic acid are nontoxic and can easily dissolve in wa-
ter. Although the levels of organic content will have some impact on the action of per-
acetic acid, pH and temperature will significantly impact its action. Peracetic acid has a
redox potential higher than chlorine dioxide but lower than ozone, thus it is a less spe-
cific oxidizer than chlorine dioxide. As a result, peracetic acid will oxidize a broader
range of targets than ClO2. Because of this, peracetic acid has been successfully uti-
lized in hydraulic fracturing applications to disinfect the fluids before fracking. Unlike
ClO2, peracetic acid does not need onsite generation and provides a safer alternative
for immediate water treatment on the fly and for conditioning of water in storage tanks
and ponds in between fracking stages. Additionally, peracetic acid has been used in
oilfield production system as a cleaner to maintain the system free of deposits and in-
crease the efficiency of wells and water disposal systems.

23.3 Biocide application

After a biocide is selected, the next question explored is whether it should be dosed
continuously or in a batch/slug application. In general, most oilfield biocide treatments
are performed in a batch/slug application. This is due to several reasons, such as the
cost of continuous treatment over a very large fluid volume as well as the fact that ste-
rility is not necessary to minimize microbial risks in oilfield applications. Another op-
tion for continuous treatment would be to use the biocide at a low dose level to act in a
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more biostatic (instead of biocidal) mechanism. However, there are mounting data to
suggest that oilfield microbes are able to modify their cellular structures to become less
susceptible to biocides over time [22,23]. Based on the aforementioned reasons, the
most common biocide application is a batch treatment where the biocide is added to
the bulk fluid phase for a predetermined period of time (often in the range of
2e8 h) and at a predetermined frequency (weekly, biweekly, etc.). Some systems
have effectively used 2 biocides, where one is added at a low dose continuously while
the other is used at a much higher dosage (10e100x higher concentration) in a weekly/
bi-weekly/monthly batch application. The concept is that the high-dosage biocide will
kill microbes and remove biofilm, whereas the low-dosage product will either prevent
attachment of new microbes to the surface or minimize the regrowth of biofilm be-
tween treatments [24,25]. Although biocides are often utilized as a single means of mi-
crobial control, it should be noted that a best-in-class treatment program most often
includes both a chemical (biocide) and mechanical (pigging) component. The imple-
mentation of pigging will enhance the biocides ability to penetrate into and kill the bio-
film. To maximize this effect, biocides are often added immediately following the pig
for a period of 2e8 h.

It is critical that the biocide dosage is carefully selected to ensure that the microbial
population is controlled in a manner that minimizes risk against corrosion, biotic
hydrogen sulfide production, and/or biofouling. To achieve this, biocide dosage should
be selected based on performance in a biofilm (sessile) assay as opposed to a plank-
tonic kill test. It is well established that microbes within biofilms can be 500e5000
times harder to kill than the same microbes in planktonic form [26]. At the time of pub-
lication of this book, there is not a set standard that is used throughout the industry for
testing biocide efficacy against biofilm. There are papers in the literature that use a
recirculating flow loop, whereas others use glass bioreactors (often referred to as
CDC biofilm reactors) that allow for a once through biofilm growth system [27,28].
Irrespective of the method used, there are several parameters that are key to ensure
that the method is representative of oilfield biofilms. First, the test must be reproducible
and the biofilm growth consistent on all coupons used in the testing. This is challenging
because biofilms by nature are not expected to be uniform. In addition, most oilfield
biofilms should be grown in an anaerobic environment to mimic the actual system
and support the growth of anaerobic microbes such as SRB and Archaea. Finally, the
biofilms should be allowed to grow to a mature state, because immature biofilms are
much more susceptible to biocides. We have found that 4e6 weeks is the average
amount of time required to cultivate a mature biofilm (unpublished data). This is in stark
contrast to the methods described for fast-growing organisms such as Pseudomonas
aeruginosa, where the growth phase is usually only 48 h before testing is initiated.

Biocide dosage determined in a lab or field kill study is the minimum dosage that
should be present at the end of the system where the biocide is no longer required.
Often, the dosage identified through a kill study is the product dosage used at the in-
jection point, which is unlikely to be present in the same abundance at the end of the
system. For example, if 500 ppm of product A is injected at the separator, it is very
likely that only 100e200 ppm of the product will still be present after oil and water
separation is complete, and the water stream is injected for disposal, discharged, or
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recycled. In this case, the injection dosage would need to be increased sufficiently to
ensure that 500 ppm was still present at the end of the system. Biocides vary greatly in
their persistence through a system based on factors such as reaction with other mate-
rials in the system, partitioning, and degradation. Residual monitoring will be critical
in these circumstances to confirm the amount of biocide remaining at the end of the
system after a treatment is performed.

Treatment frequency is dependent on the performance of the product as well as the
regrowth of the biomass in the system. Because every system is different, there is no
set standard for how often a biocide treatment should be performed. The best means by
which the treatment frequency can be predicted is through the sessile/biofilm kill study
described earlier. These tests can be used to evaluate the regrowth kinetics of the bio-
film. In most cases, treatment frequency is no more than twice per week and no less
than once every other week. However, there are always exceptions and treatment fre-
quency should be based on the key performance indicators (KPIs) of the system such
as corrosion rate, biotic hydrogen sulfide production, or biofilm/slime buildup, which
result in fouling.

Like treatment frequency, treatment duration is dependent on the system and can be
evaluated through laboratory testing. As an example, we tested a biocide at the same
concentration but with different contact times using flow cytometry (Fig. 23.1). In
this figure, the movement of the pixels (which represents individual microbes) from
the lower left quadrant to the upper right quadrant shows membrane damage and depo-
larization, resulting in microbial kill. In the untreated sample, the population is very
healthy with 96% viable cells. During the first 15 min of contact with the biocide, a small
population (approximately 7%) was immediately killed and is the most susceptible to the
treatment. After 1 h, approximately one half of the population had shifted from viable to
either depolarized or membrane damaged and depolarized and by 2 h that number had
increased to nearly 90%. However, this study showed that leaving the biocide in contact
with the microbes for an additional 2 h (4 h total) only increased the kill by an additional
2%, suggesting that the biocide achieved its maximal performance by the 2-h time point.
Consistent with the results shown in Fig. 23.1, we have performed testing in the field,
which demonstrates limited additional kill on biocide treatments that are extended longer
than 8 h (data not published). The correlation between biocide dosage and the optimal
contact time is field, chemistry, and dosage specific.

Once a biocide has been selected and the frequency, duration, and dosage have been
identified, the final step is to determine where in the system the biocide should be
applied. This step should not be overlooked as treatment location can have a major
impact on product performance. Location for the biocide injection is generally selected
based on availability or convenience, but this is rarely the best place to inject the prod-
uct. To make a proper treatment location selection, one must first understand where the
microbial problem is coming from. If it is coming from the reservoir or a producing
well, then the optimal treatment location is down the back side of the well, squeezed
into the formation, or delivered at the wellhead. On the other hand, if the problem is
coming from a drain or sump that is reinoculating microbes into other parts of the sys-
tem, then the treatment needs to be delivered at that location. When possible, it is a best
practice for the biocide to be introduced upstream of where the microbes are entering
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the system. In many cases this may not be possibledsuch as when the microbes are
coming from the formation or the producing well. When coming from a producing
well, microbes are often in a dormant stage because the temperature, pressure, or nu-
trients are limiting their growth. It is critical to gain control before the environmental
pressures change and the microbes move into an active state.

Microbes most often follow the water phase of the system, and treatment needs to
be effective in the water phase. Treatment into an oil- or multiphase system can result
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Figure 23.1 Flow cytometry showing biocide performance over time. (a) Untreated microbial
population; (b) Microbes after 15-min biocide exposure; (c) Microbes after 1 h biocide
exposure; (d) Microbes after 2-h biocide exposure; (e) Microbes after 4-h biocide exposure.
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in some or all of the biocide partitioning to the oil phase, and product efficacy could be
significantly reduced. Even if the product does partition to the water phase, sufficient
retention time must be available for the product to move to the water phase. Treatment
at a wellhead or separator may mean that only half the biocide concentration (or less) is
still present in the produced water downstream. Biocide residual will need to be moni-
tored to ensure that the chemistry is actually following the same path as the microbes to
minimize risk. If significant biocide residual is lost during separation, a second biocide
injection point may be required in the water phase of the system (such as at a Free
Water Knockout, WEMCO, produced water pipeline, or water disposal well).

A routine monitoring program is critical to understand the efficacy of the biocide in
use and to determine if any optimization is required. A biocide monitoring program
generally consists of three separate steps, each of which will be discussed below:

• Monitoring of the system KPIs
• Monitoring of the biocide residual in the system
• Monitoring of the microbial population

Monitoring the system KPIs provides the greatest detail into the actual performance
of the biocide program. If the treatment that has been implemented does not meet the
identified KPIs, then the program is not successful. That may mean that the biocide
itself or the treatment duration, frequency, or location of treatment needs to be
changed. The two most common KPIs that are measured in a biocide program are
the corrosion rate and/or the amount of H2S that is produced in the system. There
are numerous means to measure corrosion rate, but the most common ones associated
with a biocide program involve monitoring corrosion rate from a coupon that is placed
in the system or using an electrochemical probe. In addition to monitoring corrosion
rate or H2S production, other KPIs could include heat transfer efficiency of equipment,
injection rate/pressure, and sulfide levels, among others.

A second means by which biocide programs are commonly monitored involves re-
sidual biocide in the system. Most of the commonly used biocides in oil and gas can be
easily monitored in the field using a simple test such as a titration. Although this may
not provide the most accurate answer, it often provides insight that is �10 ppm. This
resolution is generally sufficient to understand whether the biocide is making it
through the system and still providing a biocidal dosage at the final point where the
treatment still needs to be effective. It is important to note that biocide residual tests
can be misleading if interferences occur. For example, a field residual test for a qua-
ternary amine will also likely detect the presence of a corrosion inhibitor, making
the residual number appear higher than it actually is.

Finally, a comprehensive monitoring program should also evaluate the microbial
population. This could involve enumeration of microbes or speciation of the popula-
tion. There are numerous methods for microbial detection, several of which are out-
lined here. It should be noted that best-in-class microbial monitoring programs often
use at least 2 different methods for enumeration and/or speciation. In addition, it is crit-
ical that the microbial monitoring program can detect all microbes present in a given
system. Historically, culture-dependent methods have been employed for microbial
enumeration and metabolic classification (SRBs, IRBs, etc.). Numerous publications
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in recent years have demonstrated that culture-dependent methods, despite their histor-
ical usage, often miss greater than 90% of the microbial population present. This
finding is due to the diversity of microbes present in the oilfield and highlights the
need for culture-independent methods of monitoring [29,30]. Research work has
shown that greater than 1400 bacteria and Archaeal genera have been documented
in oilfield systems [30]. Common culture-independent methods of microbial moni-
toring include quantification of adenosine triphosphate (ATP) and DNA-based
methods such as quantitative polymerase chain reaction (qPCR) and DNA sequencing.
Based on the methods that are used, it is possible that it will include testing performed
in the field with rapid results and laboratory-based testing performed on a less frequent
basis (quarterly/biannually) to provide a more robust data set. This type of monitoring
program was proposed as a best practice for the industry [31].

In summary, the combination of monitoring system KPIs, biocide residual, and mi-
crobial populations provides a strong foundation for driving continuous improvement
of a biocide program.

23.4 Regulatory impact on biocide usage

The regulation of biocides (microbiocides) in the oil and gas industry varies across the
world. Individual country level requirements may range from minimal to very expen-
sive and highly complex registration schemes. The oil and gas industry continues to
see increasing regulatory and registration requirements of biocides. A few examples
of established programs include Canada, Mexico, Ghana, United States, and European
Union (EU). The following will provide a brief overview of the requirements and
complexity of two of the more robust and established programs [Federal Insecticide,
Fungicide, and Rodenticide Act (FIFRA) in the United States and the Biocide Product
Regulation in the European Union].

It is strongly encouraged that the reader reference C.F.R 40 Parts 150e189, Protec-
tion of the Environment for a more detailed explanation of FIFRA law. In the oil and
gas industry, products to control bacteria are often termed “biocides.” FIFRA uses the
term “pesticides” to describe biocide products, and this term will be used in the expla-
nation of oilfield biocide regulation in the following passages.

23.4.1 United States

Biocides used in oil and gas operations are regulated under FIFRA. FIFRA was first
enacted by the United States Congress in 1947 under the jurisdiction of the United
States Department of Agriculture (USDA). FIFRA was brought into the “newly
formed” Environmental Protection Agency (EPA) in 1970. Subsequent major revi-
sions and amendments to the Act occurred in 1972, 1988, 1996, and 2012. The law
required that all pesticides be registered before distribution or sale and required warn-
ings on the labels and instructions for their safe use. The current requirements can be
found in the US Code of Federal Regulations as 40 CFR Parts 150e189.
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23.4.1.1 Definition of a pesticide

It is important to understand that pesticides in the United States are not defined by the
inherent characteristics of a product but rather by the intent in which the product is
used. The intent and how the law identifies a pesticide are both critical components
necessary for a company to determine whether or not a product must be registered
with the EPA. FIFRA defines the term “pesticide” as:

• any substance or mixture of substances intended for preventing, destroying, repelling, or
mitigating any pest;

• any substance or mixture of substances intended for use as a plant regulator, defoliant, or
desiccant; and

• any nitrogen stabilizer

Intent is set forth by 40 C.F.R section x152.15, and the EPA considers a product to
be for biocidal purposes and requires EPA registration if:

• The person who distributes or sells the substance claims, states, or implies (by labeling or
otherwise):
• That the substance (either by itself or in combination with any other substance) can or

should be used as a pesticide; or
• That the substance consists of or contains an active ingredient and that it can be used to

manufacture a pesticide; or

The substance consists of or contains one or more active ingredients and has no sig-
nificant commercially valuable use as distributed or sold other than (1) use for pesti-
cidal purpose (by itself or in combination with any other substance), (2) use for
manufacture of a pesticide; or

The person who distributes or sells the substance has actual or constructive knowl-
edge that the substance will be used, or is intended to be used, for pesticidal purpose.

It is also important to consider that devices (versus chemical substances) may also be
subject to FIFRA regulation and require EPA registration. Examples of devices regu-
lated by the EPA may include certain ultraviolet (UV) light systems, ozone generators,
water filters, and air filters (except those containing substances that are pesticides).

23.4.1.2 Types of biocide product registrations

EPA-registered biocides fall into two main categories.
Primary registrations: Primary registrations are registrations in which the regis-

tering company “owns” the registration. They would be responsible for providing
all necessary toxicity data to support the registration and would maintain the registra-
tion at the federal level. This type of registration involves working directly with the
EPA. The requirements of this registration are discussed below.

Supplemental (distributor) registrations: These registrations allow one entity “pig-
gybacks” off another entities primary registration. As a distributor of the primary regis-
tration, the secondary registration holder would be able to rebrand the product and
have their own labels, but the registration would be maintained at the federal level
by the primary registrant holder. The primary registrant holder works directly with
the distributor to ensure the distributed product is in compliance with FIFRA.
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23.4.1.3 Primary registrations

When submitting an application for a primary registration, the applicant must provide
the following information.

23.4.1.4 Confidential statement of formula

This document defines the ingredients and establishes sources of those ingredients and
the certified limits for each component. Ingredients are either disclosed as “active in-
gredients” or “inert ingredients.”

Typical examples of active ingredients may include glutaraldehyde, THPS, and
several quaternary ammonium compounds.

Typical examples of inert ingredients may include water, solvents, and winteriza-
tion agents.

23.4.1.5 Label

Registered biocides must bear a label, of which requirements are described in detail in
40 C.F.R Part 156dlabeling requirements for pesticides and devices. In general,
40 C.F.R. x156.10 specifies that labeling contain the following:

• Product name and the name and address of the producer, registrant, or person for whom
produced

• The net contents
• The product registration number and production establishment number
• An ingredient statement
• Warning or precautionary statements
• Environmental and physical/chemical hazard statement
• Directions for use

23.4.1.6 Data requirements

An application for registration must address the following data requirements to allow
an EPA review:

• Product Chemistry
• Typically, physical and chemical information

• Manufacturing process/procedure
• Toxicology and environmental information to address

• Acute and chronic health effects
• Environmental effects
• Environmental fate

23.4.1.7 Specific types of registrations

New Chemical Registration: These are registrations in which the active ingredient is
not registered with the EPA. Because there is no database on the molecule or experi-
ence with its use as a pesticide, this type of registration takes the longest period of time
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and comes with a considerable cost because significant toxicity data would need to be
generated as part of the submission package. The EPA review time for New Chemical
Registrations is 540 days.

New Use Registrations: New Use Registrations are registrations in which the active
ingredients are registered for a different application, and the active is registered under
FIFRA. In this instance, toxicity data and experience with the chemistry are known to
the EPA, which facilitates the evaluation for use in the new application; however, addi-
tional data may be required. The EPA review time for New Use Registrations is
270 days.

Me-too Registrations: Me-too Registrations are registrations in which a product being
registered is identical or substantially similar to a biocide product that is already
registered under FIFRA for the same use or “the pesticide and its proposed use differ
only in ways that would not significantly increase the risk of unreasonable adverse
effects on the environment.” The EPA review time for Me-too Registrations is 90 days.

23.4.1.8 State registrations

Once a biocide product is registered at the federal level, it must be registered at the
state level before the product can be sold. State registrations vary in complexity and
time to register. Generally, California and New York registrations are considered to
be the most complex and longest timeline. The remaining states vary from a few weeks
to a few months, depending on the state.

23.4.1.9 Enforcement

Under FIFRA, it is “unlawful for any person to ‘offer for sale’ any pesticide if it is un-
registered, or if claims made for it as part of its distribution or sale differ substantially
from any claim made for it as part of the statement required in connection with its
registration under FIFRA section 3.” Statements of enforcement policies and interpre-
tations are discussed in detail in 40 C.F.R. Part 168dStatements of enforcement pol-
icies and interpretations. FIFRA is enforced under the EPA’s Office of Enforcement
and Compliance Assurance (OECA).

23.4.2 European Union

Energy service processors more and more may recognize visible changes to products
used for their end-use applications. It may be that the product formulation has been
modified, or the product is not available anymore, the label text, or even the product
name has changed. Many of these changes are being driven by the Biocidal Product
Regulation, which aims for the harmonization of biocidal products (BPs) in the
European market. Manufacturers and formulators of biocides in the EU need to
undergo a complex, long-lasting but also cost-intensive registration process.

Even though this is an advantage for the environment and the harmonization of bio-
cides in Europe, it could also delay the introduction of new innovative biocides to the
European market. It is expected that not every supplier of biocides will be able to support
every active substance (AS) in the future. The market harmonization is already in full
process.
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23.4.2.1 EU regulatory framework

The Biocidal Product Regulation (EU) 528/2012(BPR) aims for the harmonization of
biocide products in the European market and the protection of humans, animals, and
the environment. This regulation and the former Directive 98/8 (EC) (BPD) addressed
to the Member States of the EU and countries of the European Economic Area
(Iceland, Norway, and Liechtenstein). The Swiss legislation is equivalent to that of
the EU.

23.4.2.2 What is a biocidal product?

A BP is defined as any substance or mixture, in the form in which it is supplied to the
user, consisting of, containing, or generating one or more ASs, with the intention of
destroying, deterring, rendering harmless, preventing the action of, or otherwise exert-
ing a controlling effect on, any harmful organism by any means other than mere phys-
ical or mechanical action.

Based on that definition we could consider a BP as follows:

• A product containing one or more ASs
• A product intended to be used for biocidal applications

23.4.2.3 What is an active substance?

An AS is defined as a substance or microorganism including a virus or a fungus having
general or specific action on or against harmful organisms.

Examples include peracetic acid or glutaraldehyde.

23.4.2.4 How does the BPR work?

The BPD/BPR implementation process is focused on existing ASs and BPs containing
one or more existing ASs. An “existing active substance” means an AS placed on the
market before May 14, 2000 in biocidal applications.

The BPR defines 22 general biocidal uses called product types (PT), which cover all
product applications. The most common biocidal applications in the energy service
industry are covered under the following:

Product-type 11: Preservatives for liquid-cooling and processing systems
Products used for the preservation of water or other liquids used in cooling and processing

systems by the control of harmful organisms such as microbes, algae, and mussels.
Product-type 12: Slimicides

Products used for the prevention or control of slime growth on materials, equipment, and
structures, used in industrial processes, e.g., on wood and paper pulp and porous sand strata
in oil extraction.

The evaluation of active substances for specific applications
1. Identification of existing biocidal ASs

Each manufacturer has informed the Commission about existing ASs placed on the market
for use in BPs.
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2. Notification of ASs
Those manufacturers who identified an AS informed the Commission about the applica-

tion (PTs) of the AS and committed to submit an active dossier according to BPD/BPR
requirements.

3. Submission of AS dossier
Manufacturers submitted ASs dossiers to a Member State, which will evaluate the dossier

and provide an opinion about the approval of the respective AS. The Biocidal Product Com-
mittee (BPC) of the European Chemical Agency (ECHA) decides based on that Member
State’s opinion (Evaluating member states).

The evaluation of biocide products containing approved active substances
4. Submission of a biocide product dossier for Authorization

One Member State will evaluate the product information and will decide about the autho-
rization for its use in that Member State.

After authorization from the first Member State or in parallel to evaluation, the manufac-
turer of the BP may apply for authorization of the same product in other Member States via
mutual recognition process (MRP). The Concerned Member States will then evaluate the
dossier in a shortened procedure.

Alternatively the agency (ECHA) can facilitate the authorization process for all member
state in a centralized procedure, the so called union authorization.

The BPR implementation process limits the use of ASs and also their use for specific ap-
plications. Consequently the number and diversity of BPs on the European market is reduced.
To meet the aims of the BPR, an exhaustive evaluation of biocide actives and biocide prod-
ucts is required based on the data provided by industry; this inevitably leads to a significant
investment to maintain existing products on the market.

The BPR ensures the continued safe use of BPs in the European market. Manufacturers of
BPs are committed to provide quality products that meet high standards of human and envi-
ronmental safety, support the end user daily, and contribute to the wellbeing of society.

Before the BPD/BPR came about, biocide products were regulated individually by na-
tional country legislation, which have now been adjusted because of the local transposition
of the BPD.

Currently the regulating measures still differ from country to country, although the aim is
to have a harmonized European market. Each Member State requires specific information to
introduce biocide products on to the market.

In the future, after the evaluation of the biocide actives, the assessment of the biocide
products should follow harmonized rules. The BPR transition period is a process that impacts
existing biocide actives and biocide products in local markets.

For new BPs containing new biocide ASs, an authorization following the BPR requirements
is necessary before the product can be placed on the market. For this reason the introduction of
new innovative biocide products containing new biocide ASs will take up to 5 years time.

23.4.2.5 Biocidesdclear instructions for safe use

The BPR requires manufacturers to provide specific information to ensure the safe use
of products. The product label is used as communication tool for that purpose.

• Identity and concentration of ASs
• Authorization number
• Type of preparation (liquid, granules, solid, etc.)
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• Authorized product use
• Direction for use and dose rate
• Interval the product should be used and necessary timing to take effect
• Ventilation, transport, and storage requirements
• Batch number and expiry date

Until the BPR rules are fully active for all products of the energy service industry,
biocidal manufacturers need to invest to have this regulation implemented. Energy ser-
vice processors need to review their safety management systems on a regular basis. In
general, the Biocidal Product legislation is a chance to have well documented and safer
biocides for users.

23.5 Next-generation biocide development

Historically, antimicrobial compounds (AKA biocides) with broad spectrum efficacy
against microbes have been used in the oil and gas industry. However, there are
numerous other methods that have been, or are currently, under evaluation as next-
generation microbial control methods. The list here is not exhaustive but is meant to
highlight some of the most prominent and/or promising methods of microbial control.
Although each of these methods has very exciting advantages, they also have signif-
icant risks or disadvantages that must be overcome before the method will begin to see
broad acceptance in the oil and gas industry.

The first alternative method can be referred to as probiotics for oilfield systems.
This method is built on the hypothesis that there are such things as “good” and
“bad” microbes within the oilfield and that “good” microbes can be effectively
controlled and utilized to overcome the negative consequences of “bad” microbes.
The classical use of this philosophy relates to the injection of nitrate as a food source
for nitrate-reducing bacteria (NRB) and the ability of the NRB to outcompete the SRBs
in water injection systems. A scan of the literature over the past 10 years shows mixed
results of this treatment, where some describe biotic hydrogen sulfide control and
others describe challenges, especially as assets age [32,33]. The use of nitrate in water
injection systems has been widespread, and the available papers in the literature high-
light its use in West Africa and the North Sea in particular. However, there is a signif-
icant concern in the industry that purposefully growing large amounts of NRBs within
a reservoir could lead to fouling of the near wellbore area and or plugging of the for-
mation. Although there has not been much data presented publically on this topic,
numerous examples have been observed by operators where continuous nitrate injec-
tion leads to increased injection pressure that is only reduced upon batch treatment
with a biocide, which is likely breaking up the NRB-based biofilm that is causing
the pressure increase. An example of this phenomenon where an oil and gas operator
was continuously injecting calcium nitrate is shown Fig. 23.2. As shown in the figure,
injection pressure steadily rises over a period of 3e4 days and then immediately falls
upon batch biocide treatment.

Another concern with nitrate treatment is the growing evidence that even NRBs
might have negative consequences in terms of accelerating microbial corrosion
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(MIC). This is likely due to the incomplete reduction of nitrate to nitrite. In recent
years, there have been several papers published showing a mechanism by which
NRBs can increase the pitting corrosion rate, which calls into question whether
competitive exclusion based on the growth of NRBs is really a viable method for con-
trol of “bad” microbes [34,35]. There is still a significant amount of work required to
fully understand any potential risk of using NRB growth as a medium to control SRBs,
but the data gathered to date suggest that this method should be used cautiously, and
proper monitoring should be put in place to understand any fouling and/or corrosion
risks that arise. The ability to develop and/or identify a microbe that provides control
of high-risk microbes such as SRBs while not causing fouling or corrosion would be of
significant interest to the oil and gas industry.

With increasing global regulations and pressure to use “green” chemistries, there
have been numerous developments of equipment that can be used as an alternative
to traditional biocides. The most commonly used equipment involves microbial
removal through filtration, microbial control through nutrient depletion, microbial
inactivation/kill through UV treatment, or microbial inactivation/kill through sonicat-
ion or cavitation. Each of these methods will be described briefly below.

Membrane systems are most commonly observed in offshore water injection sys-
tems with membranes providing coarse filtration of the raw seawater and further down-
stream a fine filtration for the water that is to be injected into the formation. Of
particular interest for this discussion are the sulfate-removal packages (SRUs) that
are often used offshore in large water injection systems. Although these systems are
a large capital expense at the start-up of an asset and require significant deck space,
they provide several benefits that can be very valuable to the operator. First, they
are able to remove approximately 99% of the sulfate from seawater, minimizing the
risk of barium sulfate scaling in the reservoir. This is often the main intention of the
SRU systems because seawater can have up to 3000 ppm of sulfate in it. However,

Figure 23.2 Data from a production system showing pressure build in a water injection well that
subsequently decreases after a batch biocide treatment, suggesting that nitrate-reducing bac-
teria growth is causing biofouling/formation plugging in the near wellbore area.
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there is an added benefit of these systems in microbial control. The SRU systems work
through size exclusion as they remove sulfate from the system for injection. Although
the sulfate is not completely removed, it is often reduced to 15e30 ppm, which signif-
icantly impacts the amount of hydrogen sulfide that could be generated by SRBs in the
reservoir. In addition, the size exclusion removes a large number of the microbes as
they are taken out of the system in the reject water and never injected downhole.
This phenomenon was observed in a paper published by Keasler et al. [36], where
they showed a 90% reduction in microbes downstream of the SRU compared with up-
stream. Although there does seem to be value in using an SRU system for microbial
reduction and to minimize biotic souring risk in the reservoir, several challenges exist
as well. One major challenge is around cost. This includes both the large up-front cap-
ital investment as well as the cost of maintenance for the equipment, which will be an
evergreen expense for the operator and includes membrane replacement. In addition,
any downtime for the membrane system means that unfiltered seawater is likely to be
diverted around the SRU and directly into the formation. This scenario results in large
amounts of sulfate being introduced into the reservoir as well as larger microbe
numbers. Finally, as with any equipment offering that is described in this chapter, there
is no additional downstream microbial control that is gained through this treatment.
For example, even if the water is sterilized on the surface, there are likely microbes
already downhole that are not impacted by the SRU system and must be considered
in the risk profile.

A second equipment offering that has gained momentum in the oil and gas industry,
particular in US onshore unconventional applications, is the use of UV light for inac-
tivation or kill of microbes. For this application, water is passed through a system
where it is exposed to UV light for a particular period of time, which results in UV-
induced damage to the microbial cell’s DNA. This damage will either lead to death
or, at a minimum, likely prevent the microbe from efficiently multiplying downstream
of the treatment. Similar to the SRU system, there are concerns around capital costs,
repair, and maintenance, as well as any microbes that are already present downstream
of the UV system that is not controlled because no residual product/material is present.
In addition, the ability of a UV-based system to be effective against microbes is
directly proportional to the clarity of the water. As the water moves from clear to black
(through the presence of iron sulfide, etc.), the performance of the UV system is
directly impacted. To this end, UV treatment should only be used in systems with rela-
tively “clean” water to maximize performance.

One final equipment offering described here is the use of cavitation, or vibrations, to
injure and/or kill microbial cells. Similar to UV treatment, this method is most prev-
alent in US onshore unconventional applications for treating water that is to be used
in fracturing applications. The advantages and disadvantages of this method are
very similar to those described earlier for both SRUs and UV treatment. The lack of
chemical use can be seen as “green,” but must be balanced against the capital costs
and equipment upkeep and repair, which can be significant. In addition, there is no
carry over of the benefits to provide downstream microbial control through the pres-
ence of some type of residual material in the treated fluid. This section was not an
exhaustive list of mechanical methods for microbial control but was meant to highlight
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to the reader the general advantages and disadvantages of using mechanical methods
for microbial control in oil and gas applications.

Delivery of a product to the source of the problem can be a huge challenge, espe-
cially for treating microbes in a reservoir. There is much debate in the industry as to
whether a biocide added on the topsides of an operation and injected downhole can
traverse through an entire reservoir or if it is consumed in the near wellbore area.
To address this challenge, there are investigators working on coating and triggers
that would allow the biocide to remain inactive until it is deep into the reservoir. These
triggers can be based on environmental parameters such as salinity, temperature, pH,
or pressure, among others. A commercially viable example of a technology with a
trigger that is activated in the reservoir is BrightWater, which was developed in the
mid-2000s for enhanced oil recovery. This molecule expands to many times its orig-
inal size in the reservoir, blocking high permeability areas and increasing the sweep
efficiency of a waterflood. It is also possible to encapsulate biocides inside a coating
or nanoparticle that would slowly release over time. This has successfully been done
through the development of solid biocide products (sticks, blocks, pucks, etc.) but is
still under investigation for small particles that could be injected into a reservoir.

Although many biocides function by providing broad spectrum kill, there is
growing interest in targeting specific microbes to reduce risk. This area of study has
grown significantly as DNA sequencing and speciation has become more common
place in the oil and gas industry, leading to specific information on which microbes
(at the genus or species level) are most commonly present and could be potentially tar-
geted to minimize risk. One technology area in particular that has been researched is
the use of bacteriophage as a means to control microbial growth and proliferation. Bac-
teriophages are viruses that infect (and potentially kill) specific microorganisms. Sig-
nificant work has been performed by Dr. Elizabeth Summer and others to identify
bacteriophages that are specific to SRBs most commonly found in oil and gas systems
[37]. Their work has confirmed the existence of these phages as well as the ability of
the phages to reduce SRB numbers through phage addition in laboratory experiments.
Follow-up work that has been presented at conferences has shown the ability of phage
treatment to reduce SRB levels by up to 6e9 logs. The major advantage of phage treat-
ment is the ability to specifically target the organism(s) of interest and leave any other
microbes virtually untouched. In addition, phage infection and replication within the
microbes of interest means that with each round of infection and lysis the phage titer
increases in the bulk fluid phase until the microbes of interest are killed, at which point
the phage quantity quickly drops to very low levels. Although there is much excite-
ment about the potential use of phage, there are also concerns about efficacy because
of the wide diversity of microbes in oil and gas systems and the potential need to have a
different phage cocktail for each and every oilfield around the globe. This could make
phage projects extremely complex as the user attempts to develop just the right cocktail
to control microbial risk in their system.

Another alternative to traditional biocides that is currently being investigated by the
oil and gas industry is the use of enzymes for microbial control. Enzymes have been
successfully utilized in numerous commercial applications such as stickies removal in
the pulp and paper industry, removal of protein stains in laundry, and production of
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certain foods such as cheese, just to name a few. However, there has been limited usage
of enzymes in oil and gas applications, particularly for control of microbes. The appli-
cation of enzymes for microbial control, particularly in controlling biofilm growth,
seems very plausible, given the fact that enzymes can target a number of components
that often make up a biofilm matrix such as carbohydrates and proteins. A paper pub-
lished by Harmon et al. [38] showed the potential impact of enzymes in biofilm con-
trol. The results presented in the paper suggest that several different enzyme classes are
capable of biofilm removal, and the author also shows a slight benefit of adding en-
zymes along with traditional biocides to boost performance efficacy [38]. There is still
a significant amount of work that needs to be done in this area, such as enzyme per-
formance in a 3-phase system, the impact of high temperature and/or pressure, and
the other components present in produced water that could negatively affect the
enzyme performance. If those challenges can be understood and successfully
addressed, enzymes could be a novel means by which to provide biofilm control in
the oil and gas industry.

As we look to the future of biofilm control, the question always arises about the
impact that a better understanding of quorum sensing will have. This phenomenon
is characterized by the indirect mechanism of environmental sensing through small
molecules that are secreted and/or detected by microbes within an environment
[39e41]. It has been shown that numerous behaviors of microbes are under the control
of quorum sensing including biofilm formation [42,43]. The work conducted to date in
the area of quorum sensing has been able to identify compounds with antivirulence ac-
tivity, which could play an important role in the growing crisis around antibiotic resis-
tance (reviewed in Ref. [44]). Although quorum sensing is an area that has been
studied for years and continues to show breakthroughs, we are nowhere near a com-
mercial quorum-sensing solution for oil and gas applications. This is an area that
should continuously be observed for new discoveries that may shed light on how
quorum sensing could be used for biofilm control and risk management in the oil
and gas industry.

23.6 Conclusions

In summary, this chapter is meant to leave the reader with a better understanding of
biocides. It reviewed the problems caused by microbes (such as corrosion, fouling,
and H2S production) and discussed the commonly used chemical biocides in the
oil and gas industry. The chapter highlighted different biocidal actives, the advantages
and disadvantages of each, and the types of applications where they are most
commonly used. This chapter also reviewed best-in-class methods for biocide applica-
tion and monitoring.

One of the most challenging aspects of biocides are the complex regulations that
govern their usage on a global basis. Not only are the regulations complex, but they
differ significantly from one country to the next. In this chapter, we briefly reviewed
the regulatory landscape for biocide usage in the United States and Europe, which are
two of the more challenging regulatory environments. Finally, this chapter concluded
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by discussing novel technologies that have recently emerged or are in development.
The industry recognizes that although regulatory landscape complicates the introduc-
tion of new biocides, it is imperative that new technologies are brought to market to
provide improved performance and reduce treatment cost.
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Pipeline coatings 24
Todd Byrnes
Saudi Aramco, Dhahran, Saudi Arabia

24.1 Introduction

It is hoped by the end of this chapter that the reader will leave with some understanding
of what coatings are available and the salient points about how they function. In addi-
tion, current trends in coating research and the key factors driving these efforts will be
illustrated. Practical implementation of new technologies is the key focus, rather than
an in-depth analysis of the science.

When people talk about pipeline coatings, they think of them primarily as a barrier
to aqueous corrosion. While that is a major role, coatings do so much more than just
“block moisture.” Some other functions include the following:

• Separating the pipeline from corrosive chemicals, gases, and microbiologically influenced
corrosion (MIC).

• Reducing the amount of cathodic protection current required for corrosion mitigation.
• Protecting piping against Corrosion Under Insulation (CUI).
• Reflection of thermal radiation and insulation of the pipe contents from heat loss or heat gain.
• Reducing the friction between the liquid media and the pipe wall.
• Resisting abrasion and impact during transportation and burial.
• Controlling pipe buoyancy in offshore applications.
• Reducing or preventing deposit buildup, thus boosting production rates.
• Passive fire protection (generally cementitious or intumescent coatings).

For example, it is widely perceived that internal pipeline coatings are there for
corrosion preventiondbut they are just as useful as “flow coats.” That is to reduce
the friction between the viscous crude and the internal pipe wall. This allows more
throughput and hence greater production rates.

However, the two functions cannot be simply interchanged. A flow coat can be
effective from 40 mm (1.5 mils). That is, just enough to cover the “hills and valleys”
of the steel surface roughness. But to operate as a meaningful corrosion barrier, it needs
a minimum of about 125 mm (5 mils)! In addition to fulfilling such tasks, coatings also
have to exhibit economy, functionality, and practicality.

Economymeans that the product itself must be inexpensive, and there must be a prac-
tical pathway for its cheap application to the pipe (spray, brush, wrapping, fusing, etc.).

Functionality simply means that the product must withstand exposure to atmo-
spheric, buried or immersion conditions, extremes of temperature, soil currents, soil
stresses, microorganisms, pressure, aggressive chemicals, and so forth.

Practicality refers to the fact that the product must resist ultraviolet (UV) exposure
and mechanical damage during storage and transportation, withstand mechanical
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operations (bending, hydro-testing) in the field, and must be sufficiently abrasion and
impact resistant to survive the rigors of burial or thrust-boring activities.

This chapter only addresses tubular oil and gas gathering or flow lines, trunk lines,
and transmission lines. This discussion does not cover plastic-coated pipes, drill pipes,
risers, heat exchanger tubing, coatings under insulation etc, because their requirements
and protection mechanisms are outside the scope of this chapter.

24.2 Older technologies

As can be seen in Fig. 24.1, the first real external coatings were bituminous or tar based,
which had the virtues of being sticky, water repellent, and available. Nevertheless,
they were cheap and effective and up until 1978, coal tar enamel and cement mortar
were the only two coatings listed in the American Water Works Association
(AWWA) standards!

The products in this section can still be commonly found, but their performance has
been, to some extent, superseded by newer products with superior characteristics [1].
This is usually higher performance, better environmental compliance, easier and safer
handling, less demanding surface preparation, and so forth.

24.2.1 Coal tar enamel

Coal tar enamel (CTE) is a polymer-based coating produced from the plasticization of
coal tar pitch, coal, and distillates. Inert fillers are added to provide the desired properties
of the system. The coal tar pitch, which forms the basis for the enamel, consists of
polynuclear aromatic hydrocarbons and heterocyclic compounds. Over the years, this
coating has been used in conjunction with a primer, a fiber glass or mineral felt reinforce-
ment, and an outerwrap [3]. A typical pipe specification isAWWAC203. Formore detail
on any standard referenced throughout this chapter, please refer to Table 24.1.
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Figure 24.1 Evolution of pipe mainline coatings [2].
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Table 24.1 Summary of common external pipe and joint coating
standards

Standard Title

AWWA C203 Coal-tar protective coatings and linings for steel water pipes

AWWA C210 Liquid-epoxy coating systems for the interior and exterior of steel water
pipelines

AWWA C214 Tape coating system for the exterior of steel water pipelines

AWWA C217 Petrolatum and petroleum wax tape coatings for the exterior of
connections and fittings for steel water pipelines

AWWA C225 Fused polyolefin coating systems for the exterior of steel water pipelines

API RP 5L9 External fusion-bonded epoxy coating of line pipe

BS EN 10300 Steel tubes and fittings for onshore and offshore pipelines. Bitumen hot
applied materials for external coating

BS EN 12068 External organic coatings for the corrosion protection of buried or
immersed steel pipelines used in conjunction with cathodic
protectiondtapes and shrinkable materials

CSA Z245.20 Plant-applied external fusion-bonded epoxy coating for steel pipe

CSA Z245.21 Plant-applied external PE coating for pipe

CSA Z245.22 Plant-applied external polyurethane foam insulation coating for steel pipe

CSA Z245.30 Field-applied external coatings for steel pipeline systems

ISO 21809-1 Petroleum and natural gas industriesdExternal coatings for buried or
submerged pipelines used in pipeline transportation systemsdPart 1:
Polyolefin coatings (3-layer PE and 3-layer PP)

ISO 21809-2 Petroleum and natural gas industriesdExternal coatings for buried or
submerged pipelines used in pipeline transportation systemsdPart 2:
Single layer fusion-bonded epoxy coatings

ISO 21809-3 Petroleum and natural gas industriesdExternal coatings for buried or
submerged pipelines used in pipeline transportation systemsdPart 3:
Field joint coatings

ISO 21809-4 Petroleum and natural gas industriesdExternal coatings for buried or
submerged pipelines used in pipeline transportation systemsdPart 4:
Polyethylene coatings (two-layer PE)

ISO 21809-5 Petroleum and natural gas industriesdExternal coatings for buried or
submerged pipelines used in pipeline transportation systemsdPart 5:
External concrete coatings

NACE SP0394 Application, performance, and quality control of plant-applied single
layer fusion-bonded epoxy external pipe coating
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The introduction of glass fiber inner wraps and the application of outer wraps
onto the coating surface improved the mechanical strength of the system and pro-
vided extra protection against soil stresses and impact damage during handling and
installation.

CTE coatings have very good electrical insulation and low water permeation prop-
erties that resist bacterial attack and the solvent action of petroleum oils. Coal tar is
particularly durable and used for low-maintenance items. For example, the lock gates
of the Panama Canal have used CTE for decades [4]. CTE is still used under Concrete
Weight Coatings (CWCs) for offshore use. However, CTE has carcinogenic proper-
ties, and many countries have now banned its use.

24.2.2 Asphalt

Asphalt is a by-product of the oil refining process, but can also occur naturally. A
common specification is BS-EN-10300. Asphalt’s electrical resistivity and resistance
to water permeation tends to drop with time compared with those of coal tar, but it is
one of the cheapest coatings on the market [5].

Although it looks and behaves in a similar fashion, it is chemically distinct from
coal tar. Bituminous is sometimes used to refer to both CTE and asphalt, which causes
some confusion.

24.2.3 Dielectric tapes/wraps

A typical tape system comprises a liquid primer applied on the steel, followed by one
or more layers of two-ply tape. Two-ply tape is usually made from polyethylene (PE)
or polyvinyl chloride (PVC) with an adhesive layer of butyl rubber on one side. The
backing tape and the adhesive are the “two plies” in the description.

Butyl rubber is sticky and adhesive with good resistance to oxygen (compare with
tire bladders, which are mostly butyl rubber). PE and PVC have excellent water resis-
tance and are strong dielectrics (i.e.; highly insulating). AWWA C214 is a well-known
specification for tape coatings.

Robust adhesive backed outer wrap(s) are commonly used over the inner wrap(s)
for mechanical protection. Variations exist where the cold adhesive is replaced by
“hot-melt” adhesives as covered under AWWA C225, or the inner wrap has adhesive
placed on both sides (3-ply tape) as discussed in BS-EN-12068.

While in principle it sounds like an ideal solution, tapes historically have received
some “bad press.” This is due to their susceptibility to soil stresses (which can wrinkle
the tape) and the shielding properties of the PE/PVC. The dielectric (insulating) prop-
erties that frustrate corrosion currents unfortunately also block protective cathodic pro-
tection (CP) current. This, however, is only an issue if the tape disbonds. If CP current
is prevented from reaching the disbonded areas and water is present, then corrosion can
progress unchecked.

Three-ply or so-called “self-amalgamating” tapes are said to offer better perfor-
mance over two-ply tapes. This is because with adhesive on one side only, there
will always be a defined interface along which moisture can travel. Because butyl
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rubber is more like a viscoelastic than a solid, placing it on both sides (see Fig. 24.2)
means the adhesives will merge, wherever it contacts itself and any interface will grad-
ually disappear [6].

24.3 Current technologies

24.3.1 Fusion-bonded epoxy

Fusion-bonded epoxy (FBE) is also referred to as powder coating. The first commer-
cial powder marketed in 1959 was 3M’s Scotchkote 101. To demonstrate the FBE
pipe coating’s toughness to skeptical contractors familiar with coal tar coatings,
3M representatives would “beat the coating off a coal tar enamel-coated pipe, with
a piece of pipe coated with Scotchkote 101. The coal tar enamel flew off while the
Scotchkote coating remained intact” [8].

FBE is plant applied by the electrostatic application of micron-sized thermosetting
powders onto heated steel (see Fig. 24.3). The FBE powders melt and flow between
180 and 250�C (356e482�F) and form a smooth, glossy film typically
300e600 mm (12e24 mils) thick on the steel surface.

As the cross-linking reactions proceed, the film gels and ultimately cures. The
whole process can take place in under a minute. Internal FBE coatings usually
make use of a primer, generally phenolic. FBE sees wide application to mainline
pipe, girth welds (GWs), valves, etc.

The most important property of FBE and indeed all polymers is the glass transition
temperature (Tg). This is the temperature at which the polymer transitions from a hard
rigid state to a soft plastic material. Near the Tg, permeation of moisture and gases
becomes easier.

Before the year 2000, most FBE only had a Tg of about 100�C (212�F) and were
thus limited to operating temperatures of 60�C (140�F) [10]. Operating too close to
the Tg risks water absorption, which can decrease the Tg. However, operating tem-
peratures greater than 150�C (302�F) are now possible.

FBE is applied relatively thin compared to other coatings, which means it is possible
for some moisture to reach the steel-FBE interface. This allows for the conduction of

Figure 24.2 Three-ply (i.e.; double-sided adhesive) pipeline tape [7].
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sufficient CP current to protect the underlying steel. Very few failures due to cathodic
shielding are known from FBE. Repair is usually achieved by liquid epoxies or FBE
melt sticks. Common specifications include CSA Z245.20, ISO 21809-2, API RP
5L9, and NACE SP0394.

24.3.2 Dual-layer coatings

Sometimes, two layers coatings are specified (e.g.; Dual Layer FBE). The secondary
layer may be for abrasion resistance, a friction surface for CWCs, a thermal or impact
barrier, a UV barrier for increased corrosion resistance, and so on. The second layer
need not necessarily be the same as the first layer and could be polyurethane, polyester,
or some other coating.

24.3.3 Polyolefin

PE and polypropylene (PP) are both examples of polyolefins (POs). POs are specified
almost as often as FBE for the protection of steel pipe.

PE is impermeable to water but has poor gouge resistance. PP has superior resis-
tance to impact, indentation, abrasion and soil stress, excellent chemical resistance,
and low water vapor transmission. PP is also resistant to higher operating temperatures
than PE.

CSA Z245.21 is one of the more widely used specifications. Repair is by melt
sticks or repair patches. There are instances where it can be used on GWs, but heat
shrink sleeves (HSSs) are more typical. It is not practical for valves.

24.3.4 Two layerd2LPO

POs are nonpolar and do not bond well to steel. Therefore either a mastic or
PE-copolymer adhesive is used to generate adhesion between the PO and steel (the

Figure 24.3 Fusion-bonded epoxy powder application onto heated pipe [9].
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PO and the adhesive are the 2 layers in a 2LPO system). Mastic-based adhesives,
although being relatively inexpensive, provide good cathodic disbondment (CD)
resistance.

However, they have low shear and peel strength values and are restricted to low-
temperature applications. Products based on copolymers have very good adhesion
and shear resistance but generally poor CD resistance. CD is measured as the growth
of a circular holiday made on an immersed coating subject to an electrical potential.
The bigger the hole grows, the lower the resistance. A common specification for
2LPO is ISO 21809-4.

24.3.5 Three layerd3LPO

A three-layer system consists of the PO, a copolymer adhesive layer and an FBE layer
against the steel as a primer (hence 3 layer). All three layers are applied sequentially
onto a prepared pipe as can be seen in Fig. 24.4.

The FBE has excellent adhesion to steel and is an excellent corrosion barrier,
whereas the PO has excellent mechanical and impact properties. The copolymer has
polar functional groups grafted onto a PE or PP backbone, usually through reaction
with free radical initiators and maleic anhydride [12]. The resultant polymer therefore
has affinity with both the polar FBE and the nonpolar PO [13].

The PO itself is applied hotdeither by coextrusion or by side-extrusion (wrap-
ping) as shown in Fig. 24.5. Usually the FBE, adhesive, and PO are applied within
seconds of each other, before completion of the cross-linking process to ensure the
best interlayer adhesion. A common 3LPO specification is ISO 21809-1.

Part of the limitation on the operating temperature of FBE is environmental
moisture and mechanical impact at or near the Tg. However, because the PO jacket
is a tough and very effective moisture barrier, 3LPE and 3LPP can sometimes be
used at temperatures at or above the Tg of the FBE primer. This is tempered, however,
by the reality that significant stresses are present in the PO coating that may damage
the primer layer if the Tg of the FBE is on par with the operating condition.

Figure 24.4 3LPE coating in-line application process [11].
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24.3.6 Liquid coatings

Liquid coatings can be applied by spray, brush, or roller. A typical standard is AWWA
C210. Although the volumes of liquid coatings used for mainline pipes are small
compared with FBE and 2LPO/3LPO, there are definite applications, for example,
repairing other coatings, short coating runs, GWs, valves, spools, tanks, vessels,
specialized environments (wear, chemical, UV), etc. where liquid coatings are
indispensable.

Typically liquid paints tend to be epoxies, but almost any coating can be utilized to
protect pipe surfaces. Polyurethanes have been used for external UV protection, abra-
sion coatings, and GWs. Even inorganic zinc has been used as an external coating for
the MorganeWhyalla above groundwater pipeline in South Australia, which has
delivered outstanding service since 1944 [15].

For aggressive media, specialty formulations such as Epoxy Novalac are used to
combat low pH, high temperatures, and aggressive solvents. Baked phenolics are
occasionally used for the internals of tube heat exchangers because of their high chem-
ical and heat resistance up to 200�C (392�F).

24.3.7 Tapes and wraps

24.3.7.1 Viscoelastic wraps

Viscoelastics are novel materials based on polyisobuteneethe same material used in
chewing gum. They adhere to almost any surface, flow under pressure, and are insen-
sitive to surface preparation. In addition, they are highly moisture repellent, immune to
polar solvents and bacteria, and can be applied at very low temperatures. The material
is normally sold as a roll or tape with an internal mesh layer for support and a release
film. But it is also sold as a profiling putty or even an injectable liquid.

This system is occasionally described as being “CP compatible”; however, this is
misleading. CP compatible is generally understood to mean that CP current will pass
through a coating, and disbondment will not increase the risk of corrosion. In reality,
viscoelastic systems are rarely used without a rigid outer wrap (usually PVC) to pro-
vide rigidity and impact protection to the whole system. PVC or PE will not pass CP
current.

Shot blast

Induction
heating Extruded PE

layer

PE top coat

Epoxy powder Water spray
cooling

Pipe end
cleaning

Figure 24.5 3LPE inline coating process [14].
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Therefore more accurate descriptions are “CD resistant” and “CP cooperative.”
This is because in the event of a penetration the material will flow around and out
of the hole, effectively healing the puncture. That is, the outer wrap is wound suffi-
ciently tightly that the viscoelastic is placed under compression. In other words, CD
values of zero or even negative values are possible!

The second point is that the material is so sticky that it tends to fail cohesively,
rather than by disbondment (adhesively). This should be apparent from Fig. 24.6.
That is significant quantities of material will always adhere to the steel, which means
that no additional CP current will be required.

Field data suggest that this material has excellent corrosion resistance [17]. A rele-
vant specification is CSA Z245.30. Viscoelastics can be used as maintenance coatings,
for mainline pipes, GWs, valves, flanges, and other complicated shapes.

24.3.7.2 Wax tapes

Wax systems generally use a primer against the steel followed by a microcrystalline
wax-impregnated carrier mesh. AWWA C217 is a typical specification. This product
makes use of the water-repellent properties of wax to exclude water from the steel
surface. An outer wrap is often required for mechanical protection. Wax tapes can
dry out and crack, and like all tapes, there is some possibility of damage due to
soil stresses. They are not commonly specified for mainline pipe or GWs, but they
do have good utility for valves, flanges, and other similarly complicated shapes
because of their ability to conform to such surfaces.

24.3.7.3 “Cathodic protection-compatible” tapes

To retain the convenience of tape mounted systems, some manufacturers have
dispensed with dielectric backings in favor of woven geotextile meshes or fabrics
backed with rubber-modified bituminous adhesive.

Figure 24.6 Viscoelastic with expanded carrier mesh and outer wrap [16].
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The geotextile is for shear and impact protection. The open weave of the tape is
meant to allow electrolyte (hence current) to access the surface of the tape, whereas
the adhesive adheres tenaciously to the steel, providing the corrosion protection
[18]. These products are not common, and the number of manufacturers is limited.

24.3.8 Abrasion-resistant overlays

There is a distinction between pipe that is buried in rocky ground where impact resis-
tance is desirable; and pipes that are thrust-bored where abrasion resistance is mandatory
[19]. Both need tough, gouge-resistant coatings, and abrasion-resistant overlay (ARO) is
the blanket term used for both scenarios. AROs usually take the form of a secondary
coating over a primary corrosion barrier layer.

For alluvial soils, polyolefinic coatings or polyurethane might be quite satisfactory.
For rockier soils, dual layer epoxies with superior hardness and gouge resistance are
needed. For severe soil conditions or horizontal directionally drilled applications,
composite wraps employing fiber (glass) reinforcement or polymer concrete (a mixture
of concrete and epoxy) present a particularly hard wearing surface.

24.3.9 Concrete

Concrete is not a material that springs to mind as a corrosion coating; however, the
passivating action on iron and the self-healing properties of concrete actually make
it a very good solution for protection of steel. For example, an underground pipe lined
with cement mortar lining (CML) and externally coated with concrete was constructed
in 1855 in St. John, New Brunswick, Canada. This pipeline was inspected in 1963 and
still found to be in reasonable condition [20]. Indeed mortar lining is still routinely
used for water transmission purposes. Incidentally, the mortar itself is occasionally
protected with an organic coating to minimize leaching and calcification of the conduit.

In the context of the petrochemical industry, cement is used but mainly for buoy-
ancy control on subsea pipelines, namely as Concrete Weight Coatings (CWC). ISO
21809-5 is a common specification. Because concrete is permeable to chloride ions
and chloride depassivates steel, FBE (or CTE) is used as the corrosion barrier against
steel for offshore piping, with the concrete placed over the top. Concrete is also
occasionally used as an ARO as described in the previous section.

24.3.10 Summary

Several standards that were referenced throughout this chapter are compiled in
Table 24.1. They are good references for those interested in the different coating types.

Only the most commonly used coating materials were covered, but many others
are possible. For example polychloroprene, ethylene propylene diene monomer,
and so on. The coatings discussed in the previous sections are summarized below
in Table 24.2, which also includes the maximum operating temperatures and benefits
and disadvantages of each method.
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Table 24.2 Summary of modern external pipe coating
technologies [21]

Coating
“Maximum”

temperature Benefit Disadvantage

FBE 90�C (194�F) • FBE is more flexible
than other coatings,
meaning pipes can be
bent after coating in
the field.

• Excellent adhesion to
steel.

• Is able to pass cathodic
protection (CP) current
eliminating CP
shielding.

• Cures instantly.

• Not as mechanically
robust as 3LPE.

• Pipe must be heated.

2LPE 60�C (140�F) • Cheap effective
coating.

• Low temperature
resistance.

3LPE 90�C (194�F) • Damage tolerant,
water impermeable
coating.

• Respectable tempera-
ture resistance.

• Susceptible to
cathodic shielding.

3LPP 140�C (284�F)

Liquid epoxy w150�C (302�F) • Tends to be a wider
range of chemistries
available to suit
different roles (e.g.;
epoxy, polyurethane,
etc.).

• Usual for field repairs.

• Pipe generally bent
before coating.

• Cure is sensitive to
temperature and
humidity.

• Very long cure
times.

Viscoelastic 80�C (176�F) • Excellent corrosion
resistance.

• Excellent cathodic
disbondment
resistance.

• Self-healing properties.
• High tolerance to
underprepared
surfaces.

• Maintenance
problematic.

• Limited temperature.
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24.4 Field joint coatings

Field joint (FJ)dalso referred to as GW coatingsdare listed here in a separate section
from the mainline coatings covered in Sections 24.2 and 24.3, because they represent a
number of different challenges. These include the following:

• Ensuring adhesion between the mainline (parent) and FJ coating.
• Maintaining quality in joint surface preparation and coating application, because such

coatings are usually applied in the field.
• The need to execute the joint quickly. For offshore applications, the FJ and coating must be

completed in minutes, as the cost of the pipe-laying barge is measured in thousands of dollars
per day. The same applies to thrust-bored pipes, where the pipe string cannot be jacked until
the preceding pipe GW and coating is completed.

• Practical issues such as availability of equipment and skilled personnel.

The history of FJ coating development is shown in Fig. 24.7. FBE powder or liquid
paints (e.g.; epoxies) are commonly used for the FJ of FBE mainline pipe. For PO
mainline pipes, there are a number of options. Tape wraps were traditionally employed
as they were cheap, effective, and simple to use, but have fallen from favor because of
a number of historical failures. Similar failures have also been experienced under HSS.

In Table 24.3 are summarized the most common current external FJ coatings,
including a description, benefits, and drawbacks. The code in the first column (labeled
“Type”) is the same code to be found in Table 1 of ISO 21809-3, which is a more
comprehensive list of FJ coatings. This is to allow the reader to easily cross-
reference between our table and the ISO 21809-3 table.

Most of the methods detailed are already familiar to the reader. New developments
in FJ coating technology are discussed in later sections. A good source of information
regarding the field performance of GW coatings is the Gas Research Institute report;
“Field Applied Pipeline Coatings” [22].

19
40

19
50

19
60

19
70

19
80

19
90

20
00

Coal-tar enamel/asphalt

Mastic HSS

FBE

Hot melt HSS

Hybrid HSS

Tape

Field joint coatings development
1940 - present

Urethane & epoxy

PP

Figure 24.7 Evolution of field joint coatings [2]. FBE, fusion-bonded epoxy; HSS, heat shrink
sleeve; PP, polypropylene.
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Table 24.3 Summary of common current external field joint coatings

Type Coating Description and benefits Drawbacks

1A Bituminous Hot applied bituminous
tapes

Older method, not
commonly employed.

1C Wax tapes A blend of
microcrystalline
wax-saturated synthetic
fabric in tape form.
Conforms to item
shape. Can have good
temperature resistance.

Relatively soft.

1D Dielectric tapes Usually a PVC or PE
backed tape employing
a butyl rubber adhesive
or fusible bituminous
backing. Simple to
apply and good short
term performance.

Liable to soil stress, loss
of adhesion, substrate
disbondment, and
cathodic protection
(CP) shielding effects.

1Ea Viscoelastic Excellent corrosion
resistance.

Maintenance problematic.

Excellent cathodic
disbondment
resistance.

Low temperature
resistance.

Self-healing properties.

2A PE-based heat shrink
sleeve (HSS)

Applied onto steel with a
mastic or hot melt
backed HSS. Used for
2LPE mainline
coatings.

Same as 2B, 2C.

2B PE/ polypropylene
(PP) HSS for 3LPE
mainline coatings

Steel is first primed with
epoxy [e.g.; fusion-
bonded epoxy (FBE)].
A copolymer adhesive
backed HSS is
employed. Quick and
compatible with most
mainline coatings.

Some incidents of
delamination due to
soil stress, etc.

2C Susceptible to cathodic
shielding and pitting
corrosion.

3A FBE. Single or dual
Layer

Compatible with mainline
pipes using FBE as the
primary corrosion
protection barrier.
Compatible with CP
protection.

Requires induction
heating power supply.

3B

Continued
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24.4.1 Heat shrink sleeves

An HSS is a radiation cross-linked PO sheet with usually some form of adhesive
backing. For application to bare steel, either a mastic or hot melt adhesive would be
employed. For application to FBE (or liquid) epoxy primed pipe, a copolymer adhe-
sive backing is preferred. In both cases, the sheet is wrapped around the GW and
the free ends joined by means of a closure strip.

The sleeve is then heated. The polymer chains “shrink” and the internal diameter
(ID) of the wrap shrinks until it is tightly clamped onto the GW. Fig. 24.8 is an
example of a sleeved GW. A successful application is usually signaled by the absence
of wrinkles in the sleeve and the uniform extrusion of the adhesive from out of the
open end(s) of the sleeve.

However on occasion the heating is uneven, or soil stress deforms the shrink. This
can generate a path for moisture to enter. Because the wrap is a strong dielectric,
cathodic protection is unable to combat corrosion underneath the film. HSSs are still
popular, but CP shielding and pitting failures can be the result if the specification or
application is poorly executed.

Table 24.3 Continued

Type Coating Description and benefits Drawbacks

4A Liquid Paint Tends to be a wider range
of chemistries available
to suit different roles.
Does not need
specialized equipment.

Takes time to cure
usually.

4B Epoxy or polyurethane

5A Thermally sprayed
PE/PP (3LPO)

Epoxy primer is required.
Highly compatible with
polyolefin mainline
pipe.

Not commonly used.

5D

5B Hot spiral wound
polyolefin (PO)
(3LPO)

A heated tape of PO is
wound around the girth
weld (GW) after
application of the FBE
and adhesive.

Properties similar to
parent coating.

5E

5C Injection-molded PP
(3LPP)

The GW is coated with
FBE and then
copolymer adhesive. A
mold is placed around
the GW and liquid PP is
injected into the cavity.

Fast system for offshore
use.
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24.5 Challenges and drivers

Improvements in pipeline coating technologies are influenced by four main drivers:
Economics, Legislation, Innovation, and Efficiency.

Economics means the cost associated with the construction (capital cost) and
ongoing maintenance of a coated pipeline. These can be broken down into the
following:

• Material Costs: the costs of the paints and abrasives used.
• Labor Costs: associated with mobilization, surface preparation, coating application, stand-by

time etc. Upfront material and labor costs can be lumped together under the term CAPEX
(capital expenditure).

• Maintenance Costs: associated with maintaining the coating to a reasonable condition. The
frequency of maintenance depends on the quality of the original specification and products
used, skill of the applicator, and so on. These costs are sometimes described as OPEX (oper-
ating expenses).

Improvement in any one of these areas translates into a financial or performance
windfall for the asset owner.

Legislation alludes to the greater scrutiny that operators are subjected to, thanks to
a greater public awareness of the environmental and safety consequences posed by
“uncontrolled hydrocarbon releases.” The Santa Barbara incident in May 2015, where
a 24” pipeline failed and released 2934 barrels of heavy crude oil (500 of which went
into the Pacific Ocean), is a recent example [24]. This even impacts testing protocols,
because the best way to avoid failures is to ensure that the standards are truly represen-
tative of operating conditions.

Innovation implies advancements in technology that facilitate new opportunities
previously considered unfeasible. For example; FBE coatings beyond 150�C
(302�F) will allow exploitation of oil reservoirs inaccessible to “older” technologies,

Figure 24.8 Heat shrink sleeve [23].

Pipeline coatings 577



which translates into greater national economic output. Some other examples of imme-
diate industry challenges would be the following:

• Internal coatings resistant to methanol and monoethylene glycol or MEG (used for hydrate
prevention) at temperatures above 60�C (140�F).

• Successful application of FBE onto high strength steel at temperatures, without adversely
impacting the metallurgical properties of the pipe.

• External coatings for subsea piping below 2000 m (6560 ft.). That is, lower profile, lower
weight, better insulating coatings, resistant to higher pressures.

• Internal coatings for sour gas service (>5 mol% H2S, >8 mol% CO2) with service temper-
atures higher than 95�C (203�F).

• More rapidly applied or cured GW coatings (powder, liquid or wraps) for offshore or thrust-
boring applications.

• More resistant and flexible ARO coatings.
• Improvement in PO chemistries and elimination of the adhesive layer in 3LPO applications

(direct application of PO onto FBE).
• External coatings with improved adhesion and lower CD values.
• Improved standard testing methodologies that better reflect and predict real-life

environments.

Other challenges include the growing use of biofuels (e.g., ethanol), which tend to
have more moisture absorption and MIC problems. Carbon sequestration means coat-
ings that will have to resist 100% CO2. Oil sands and shale oil are very viscous, abra-
sive, and tend to be transported at elevated temperatures. As exploration delves into
the Arctic, permafrost and ultra-low temperatures present issues for application and
operation of coated lines.

Efficiency relates to any technological advance that will decrease running costs (or
boost production) under a fixed set of operating conditions. An example would be the
use of a smoother ID coating to increase production rates on an existing line.

24.6 Incremental technologies

The term “incremental” in the section title refers to the fact that most progress revolves
around steadily improving the properties of coatings that are already functioning in a
particular role. So what are the properties of interest for pipeline coatings and how are
they being improved?

24.6.1 Improved heat and pressure resistance

Before we start, the important property of the Tg should be defined. Each polymer has
a different Tg value, and it represents a point where the intermolecular forces that
render the polymer chains relatively immobile with respect to one another are over-
come by the thermally activated motion of those chains.

Therefore as the temperature is increased, a transition from a rigid to a rubbery state
is observed. This is particularly important for coatings as the rate of diffusion of water,
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anions, cations, and oxygen accelerates at temperatures beyond the Tg [25]. The
further the operating temperature is below the Tg, the more inelastic the behavior.
This can cause issues with pipe bending and so on. The Tg can be influenced by
altering the base chemistry, the functional groups, chain lengths, degree of cross-
linking, and crystallinity of the polymer.

The current maximum temperature limit for commercial FBE is around 125�C
(257�F). While higher Tg epoxies can already be realized by using highly function-
alized resin systems to increase the cross-link density, this negatively impacts the flex-
ibility of the material. Therefore most efforts have been aimed at increasing the
stiffness of the polymeric backbone. Operating temperatures above 150�C (302�F)
are seen as attainable.

An example is OUDRATherm HPC 6510, which DOW claims can deliver a Tg of
160�C (320�F) [26]. AXALTA says that has developed a product with a Tg of 180�C
(356�F) and good resistance to high levels of H2S and CO2 [27]. These performances
are a large improvement on current products.

Of course, research is not only limited to epoxies and many other systems including
polyetherimides, bismaleimides, polycyanurates, vinyl esters, fluorinated compounds,
and so forth are under investigation [28].

24.6.2 Low application temperature fusion-bonded epoxy

To achieve optimal performance, current FBE products require application tempera-
tures in excess of 230�C (446�F) for single layer systems and 200�C (392�F) for
three-layer systems. The introduction of high-strength steels such as X80, X100,
and X120 for use in pipeline construction has presented a challenge to the industry
in terms of the availability of suitable coating systems.

High-strength steels (particularly grades X100 and greater) cannot withstand preheat
temperatures in excess of 200�C (392�F). Exposure to the high heat required when
coating with a typical FBE product results in the degradation of some of the key prop-
erties of these high strength steels. Low application temperature (LAT) chemistries that
can be applied under 180�C (356�F) are under development [29].

One project in Alberta Canada, applied a LAT primer onto 3600 X-120 steel,
followed by a high-performance composite coating system (HPCC) 3LPE type
coating with good results [30]. LAT products are also useful for offshore GW coat-
ings, where the shorter heating times mean more production and hence greater cost
savings.

24.6.3 High-performance composite coating system

An HPCC system is a monolithic, all powder, multicomponent coating system con-
sisting of an FBE base coat, a tie layer containing a chemically modified PE adhesive,
and a medium-density PE outer coat. All three components of the composite coating
are applied as powders, using an electrostatic powderecoating process.

The tie layer is a blend of adhesive and FBE with a gradation of FBE concentration.
Thus there is no sharp and well-defined interface between the tie layer and the FBE
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base coat, nor with the PE outer coat. The adhesive and PE are similar to each other and
intermingle easily to disperse any interface.

The coats are therefore strongly interlocked and behave as a single-layer coating
system without the risk of delamination. Delamination has been a performance issue
with some three-layer PE coatings, especially under cyclic conditions. Being a single
layer coating and thinner, the HPCC will have less internal stress development when
subjected to large temperature changes.

24.6.4 Improved chemical resistance

Of the world’s remaining conventional gas reserves to be produced, approximately
40%drepresenting over 2600 trillion cubic feet (tcf)dare sour. Among these sour
reserves, more than 350 tcf contain H2S in excess of 10 mol%, and almost 700 tcf
contain over 10 mol% CO2 [31]. For example the Kashagan Field in the Caspian
Sea has 15 mol% H2S and 4 mol% CO2.

Acid gases such as H2S and CO2 are highly corrosive, and new resin chemistries are
required to deal with them. As existing wells age, seawater is often injected to boost
reservoir pressures. However, this increases the water-cut of the produced oil and
introduces oxygen, chlorides, and bacteria with corresponding negative impacts on
downstream pipelines.

A 2008 United States Geological Survey (USGS) report estimated that 90 billion
barrels of undiscovered, technically recoverable oil, 1670 trillion cubic feet of tech-
nically recoverable natural gas, and 44 billion barrels of technically recoverable
natural gas liquids are contained north of the Arctic Circle. Of this figuredwhich
represents 13% of the expected undiscovered oil in the worldd84% is expected to
occur offshore [32].

But with lower temperatures comes a greater likelihood of methane hydrate forma-
tion, which can build up and plug a pipeline. The common solution thereto is with
methanol or MEG injection. However, these chemicals are highly aggressive to
organic coatings.

Many firms are working on products to meet all of the challenges mentioned. One
such example is ethylene-chlorotrifluoroethylene (ECTFE) powder coatings, which
can withstand very high concentrations of chemicals up to 150�C (302�F) but can still
be applied using conventional powder application methods [33]. Fluorinated coatings
are already in common use for offshore and subsea fasteners.

24.6.5 Improved flow properties

The use of internal flow coatings has many beneficial effects: control over corrosion
during storage and operation, improved flow and production rates, and reduced fouling
and fuel (pumping) costs [34]. The degree of drag imposed by the coating onto the
media depends on the physical smoothness of the coating and/or the physio-chemical
affinity between the coating and the media.

One manufacturer produces a flow coat that provides a pipe surface that is over 50%
smoother, with surface roughness reduced to 1e4 mm (0.04e0.15 mil). Compare this
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with 20e35 mm (0.78e1.37 mil) for bare steel, or 10e15 mm (0.4e0.6 mils) for
solvent-based coatings. The term IPC (Internal Plastic Coating) is sometimes used
for flow coats. See also Section 24.7.4 on hydrophobic coatings.

24.6.6 Improved abrasion resistance

For coated pipes buried in rocky ground or pipes installed by thrust boring, resistance
to abrasion, impact, and gouging are essential. The same applies to pipes installed by
microtunneling, pipe jacking, or horizontal directional drilling. Currently the chief
means of protection is with dual layer FBE coatings. Work is being done on even
tougher FBE coatings, but polyurethaneda highly wear resistant materialdis also
sometimes specified.

For particularly severe conditions, laminate wraps using glass or carbon fiber in ther-
moset resins are gradually being adopted. The main problem with ARO type coatingsd
and that includes the GWsdis that there is a strong time pressure to apply and cure
them, because the pipe string is usually laid as soon as the GW or ARO layer is ready.

24.6.7 Improved mechanical properties

Improved mechanical properties such as flexibility (resistance to cracking) are partic-
ularly desirable in liquid coatings subject to bending. Products such as FBE already
tend to have good flexibility (�3 degrees/PD). This is important because pipes are
often bent in the field to accommodate changes in terrain. Some concrete jacketing
products even claim to have some capacity for bending.

24.6.8 Improved insulation

As offshore exploration pushes into deeper waters, more effective insulation is
required to prevent cooling of the product. As the temperature drops, the viscosity
of the fluid and the risk of hydrate formation rise. Hydrates, also known as methane
clathrates, can solidify and block a flowline.

The immense subsea pressures mean that the external insulation must be incom-
pressible and prevent migration of water to the steel interface. It turns out that PP is
an ideal candidate. PP can be foamed to various densities. It can be filled with glass
(up to 25%) to form “syntactic polypropylene.” Or it can be used as a solid coating.
As the density of the PP increases, so does the incompressibility, but at the expense
of the insulation factor.

So ubiquitous is this PP insulation technology, that new designations have been
developed to communicate the concept within the industry. For example, 5LPP is
similar to 3LPP, but with an added thick layer of PP insulation, finished off with an
outer shield layer as demonstrated in Fig. 24.9. Sometimes an additional insulating/
shield layer is added, forming 7LPP. Even more layers can be added, giving rise to
what is known as “multilayer coatings.”

Treatment of GWs in such pipes is difficult. If HSSs are used, insulation must be
first formed in place using temporary molds or preformed sections cut to fit. Only
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then can the HSS be installed at the FJ and shrunk. If the outer GW jacket is rigid, it
must be installed first and joined to the parent material by mastic adhesive or fusion
welding. Then the foam can be injected or foamed in place using the jacket as a
mold. CSA Z245.22 is a useful reference for further discussion of this technology.

24.6.9 Advances in preparation and application

If a coating engineer had a wish list, it might include coatings tolerant of marginal
surface preparation, insensitive to surface contamination (salts, oxidation, humidity)
and applicable by unskilled labor. Other items on the list might include the ability to
reliably blast and coat smaller diameter pipe (using robotic techniques), improved
inspection possibilities (again via robotic techniques), less environmentally damaging
products (reduced waste, lower VOC’s), and so forth. These are all areas of active
investigation.

24.6.10 3LPO field joint coatings

One of the limitations of 3LPO coating is that the application of the FBE primer, the
copolymer adhesive layer and the final PO topcoat are applied within seconds of each
other to ensure that sufficient unreacted functional groups are available to react and
develop decent interfacial adhesion between each layer. This can be problematic for
FJs.

A new product which combines the adhesive and the PO components together is
based on a semi-interpenetrating network (IPN) of linear POs and a cross-linkable
monomeric epoxy [36]. The term “protective network coatings (PNCs)” is used inter-
changeably with IPN.

An example is Scotchkote’s PNC1011. This is sold as tape in 1600e2800 wide rolls of
1 mm (40 mil) thick film. It can be applied directly to a gelled or cured FBE primer by
machine in under 6 minutes. Multiple layers can be applied up to 3 mm total. It bonds
equally well to itself, the FBE, and the PO parent coating. The benefit of such products
is that the adhesive application step is eliminated and processing times are speeded up
considerably.

21
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Figure 24.9 5LPP insulated pipe [35].
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Other providers offer a complete GW coating system where a machine applies the
FBE powder coat, followed by a hot melt PE. The PE is modified with active func-
tional groups so that an intermediate adhesive layer is not required to ensure bonding
to the FBE [37].

24.6.11 Advances in testing and standards

There are many shortcomings in existing test standards. For example, older weathering
tests had poor correlation to actual field results. For CUI coatings, there are no inter-
national standards. Accurate testing is particularly critical in an era where coating (i.e.;
pipe) failures can attract heavy fines and intense scrutiny.

Coatings subject to cathodic protection are at risk of CD. This is because where
there are breaks in the coating, alkaline conditions are generated, which may degrade
the ability of the coating to adhere to the steel. New products that are tolerant of much
higher CP current densities are being produced.

Most of the existing standard CD test methods were originally designed for onshore
pipeline applications with service temperatures �95�C (203�F). Limited CD data are
available for testing temperatures higher than 95�C (203�F). There is also some debate
about the best place to measure the test temperature in the experimental set-up, because
this will obviously affect the results.

That existing standards or their modifications are suitable for the needs of subsea/
deep-water pipeline applications needs to be investigated with the proliferation of new
higher temperature and often much thicker coating systems [38].

24.7 “Breakout” technologies

“Breakout” refers to innovations and products that are not familiar to average coating
engineer and represent a significant departure from current practice. Many of the new
developments revolve around an explosion of research into smart coatings, surface
engineering, and nanotechnology.

24.7.1 Self-healing coatings

“Smart” coatingsdespecially ones that automatically react to repair or limit corrosion
in the event of damagedare nothing new. The use of zinc to cathodically protect galva-
nized steel was first recorded in 1742 by Melouin [39]. Chromate conversion coatings
have been used for the last century to passivate nonferrous alloys. The leaching
behavior of chromate allows it to repassivate exposed metal in the presence of sufficient
moisture.

Chrome-free self-passivating coatings have been developed, such as Chemically
Bonded Phosphate Ceramics (CBPC) that show 10,000 hours resistance under
ASTM B117 testing [40]. CBPC takes the well-known passivating effect of phos-
phates on iron but complements it with a secondary ceramic layer, which acts as a
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reservoir for phosphate to maintain the passivated layer. As might be anticipated, this
coating exhibits unique heat, flame, abrasion and chemical resistance, and good ther-
mal and electrical insulating behavior. It requires little surface preparation and can be
returned to service an hour after application.

Next imagine a coating that cracks or is scratched, exposing millions of imbedded
pores. Now imagine that in half the pores is a liquid resin, and in the other half is a
liquid catalyst. Or maybe all the pores are resin filled, with polymerization triggered
by moisture or oxygen from the environment or by electrochemical reactions associ-
ated with corrosion [41].

For example, anodic (corroding) sites are associated with increasing acidity,
whereas the cathodic areas are associated with alkalinity. Whatever the mechanism,
these newly liberated materials flow or react and protect the damaged area. The active
agents could be added as immiscible submicron-sized droplets, which would be evenly
dispersed in the parent coating during the mixing process. Or they could be “prepack-
aged” in micron-sized inert shells.

Another variation is that otherwise-soluble inhibitors could be held in nanostruc-
tures formed by solegel chemistry for release as a result of chemical or mechanical
stress from the environment.

Inherently conducting polymers (ICPs) such as polyaniline (PANI) are believed to
anodically protect steel by maintaining the steel potential in the passive region. Or by
becoming itself (the ICP) polarized through galvanic coupling to the base metal sub-
strate at defects in the coating such that the ICP releases an inhibiting anion. Both
cathodic reduction of the conducting polymer and ion exchange with cathodically
generated OH�, or both, can lead to the release of the anion dopant. When the anion
dopant is a corrosion inhibitor, damage-responsive corrosion protection occurs [42].

24.7.2 Self-inspecting coatings

Self-inspecting or self-monitoring is a loose term applied to coatings, which do more
than just passively fail. That is, they are able to signal distress or loss of performance to
the asset owner. Some examples already familiar to the engineer are bleaching (due to
chemicals or excessive potentials), the use of multilayered coatings of different colors
(useful as wear indicators as each successive layer is exposed), pH-sensitive coatings
(that change color, courtesy of the addition of pH-sensitive indicator), and so on.
However, these are all visual effects.

Coatings possess many more interesting properties such as capacitance, impedance,
resistance, etc. These in turn are affected by temperature, strain, interfacial reactions
(at the steel surface), and so on. On macroscopic levels, these influences are moderated
by thinning, cracking, and swelling of the coating film. Therefore changes in base
properties can be indicative of macroscopic damage.

Such changes can be detected by sensors internal or external to the pipe. A miniature
sensor has been developed, which is attached to the internal pipe wall and is hidden
underneath an internal polyurethane lining. External piezoelectric devices communicate
with the internal sensor through the pipe wall ultrasonically. The internal sensors in turn
feed back the information regarding thinning of the polyurethane lining. This is useful
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in slurry pipelines where there are high rates of wear [43]. Another example is the incor-
poration of Fiber Optic Bragg gratings into external coatings for measuring strain and
other properties [44].

24.7.3 Nanotechnology

Nanotechnology, in the context of paint, normally relates to the addition of nanosized
additions with a view to achieve certain outcomes. By way of analogy, lamellar Mica-
ceous Iron Oxide pigment has been added to paint since the 1900s because of its barrier
effect to the diffusion of moisture and oxygen [45]. In the 1970s glass and aluminum
flake was added for a similar reason.

While nanotechnology can manifest itself in a variety of applications, the onus will
be to try to concentrate here on solutions that are firmly on the nanoscale. A good
example is the partial replacement of zinc in zinc-rich coatings with carbon nanotubes.
The reason why the zinc loading is traditionally so high is to ensure particle-to-particle
(i.e.; electrical) contact. If the protective current could be “short-circuited” through the
coating to where it is needed (areas of exposed steel) by carbon nanotubes instead, this
would represent a significant weight and cost savings to the coating purchaser.

It turns out that nanotube impregnated coatings also have a raft of other unexpected
benefits. For example; the nanotubes also work like composite fibers, adding strength
and crack resistance to the coatings [46].

Another example is built-in controlled-release corrosion inhibitors (CRCIs). That is,
the CRCI is encapsulated in a micron-sized ceramic shell or absorbed inside the internal
cavities of a porous spheredready to passivate the steel whenever a “free surface” is
exposed. For example, when the overlying coating is gouged or penetrated. Porous
particles, unlike ceramic shells, allow the paint to withstand vigorous mixing [47].

24.7.4 Hydrophobic coatings

Hydrophobic surfaces have immense potential for corrosion “repellent” surfaces,
biofouling reduction, drag minimization, and microbial-resistant surfaces. Water is a
very destructive element. It is the electrolyte for most corrosion processes and can
permeateprotectivecoatings, resulting inosmoticblistering, loweringof theTg, and soon.

Hydrophobic coatings operate on the relatively simple assumption, that if one can
eliminate water before it has a chance to permeate the coating, then one should be able
to greatly extend the service life of the coating. A number of products are already on
the market and do indeed have some impressive water-repelling properties.

ACULON is a commercial coating used for superhydrophobicity and oleophobic-
ity and also antifouling applications. Superhydrophobicity can be realized by mate-
rials such as polysiloxanes, fluoroalkylsilanes, or fluoropolymers; or by lowering
the surface energy by using densely packed and vertically aligned carbon nanotubes
or polyacrylonitrile (PAN) nanofibers.

Other techniques include self-assembled monolayers of phosphonates, organometal-
lics, and so forth. Hydrofoe by LotusLeaf Coatings uses microtexturing nanotechnology
to mimic the bumps on lotus leaves, which lowers the surface energy to generate water
repellency.
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24.7.5 Antifouling coatings

Fouling refers to the deposition on internal pipe walls of biological organisms (e.g.;
zebra mussels) or marine flora, scale buildup (e.g.; carbonates in hard water systems),
hydrocarbon deposits such as waxes in oil lines or in the case of subsea gas linesd
methane hydrates.

Combating fouling requires injection of antibiological agents, water-treatment
chemicals, insulation systems, and deicing agents, depending on the cause. Apart
from being expensive, chemicals can sometimes damage the coating and more often
than not, are an inefficient means of control. Surface treatments or coating modification
that could prevent these deposits in the first place would be more efficient and could
avoid continuous injection and monitoring.

Hydrophobic coatings have already been given as an example. Smith et al. have
developed a functionalized coating with reduced hydrate adhesion to internal pipe
surfaces [48], whereas Subramanyam discovered that nanotextured surfaces filled
with a lubricating liquid effectively prevent scale adhesion [49].

24.7.6 Microbiologically influenced corrosion-resistant coatings

Various active and passive compounds can be imbedded into a coating, which are
destructive to the attachment and replication of certain microbiological organisms,
known to attack coatings or the pipe itself. For example, sulfate-reducing bacteria
generate acid conditions, which will cause metal loss.

Some coatings exploit surface effects such as surface tension to prevent the attach-
ment of microorganisms, whereas others incorporate antimicrobial agents into the
paints in the form of fillers or encapsulated chemicals. Graphene has been identified
as being effective against MIC attack [50].

Other coatings incorporating silver and copper colloids have been promoted.
Silanes like the AEGIS antimicrobial coating use polysiloxane to destroy microbial
cells. Effective antimicrobial surface coatings can be based on an anti-adhesive prin-
ciple that prevents bacteria from adhering, or on bactericidal strategies where organ-
isms are killed either before or after contact is made with the surface. Many
strategies, however, implement a multifunctional approach that incorporates all of
these mechanisms.

For anti-adhesive strategies the use of polymer chains or hydrogels is preferred.
Bacterial destruction can be achieved using antimicrobial peptides, antibiotics, chito-
san or enzymes directly bound, tethered through spacer-molecules or encased in
biodegradable matrices, nanoparticles, and quaternary ammonium compounds.

24.7.7 Nonmetallic solutions

Because this is out of the scope of the chapter, only a cursory examination of this topic
will be made. Alternatives to coated steel pipe have existed now for several decades.
RTR (reinforced thermosetting resin) pipe uses thermosetting resins and is therefore
somewhat rigid. It is used for large diameter pipes such as desalination transmission
lines.
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Unlike the familiar PE and PVC piping, reinforced thermoplastic pipe (RTP)dalso
known as flexible composite pipedis available with pressure ratings from 300 to
1500 psig (2.1e10.3 MPa) and is chiefly supplied in internal diameters from 2” to 5”
(50e125 mm). RTP is simply a thermoplastic like HDPE with internal reinforcement
(e.g.; braided PET). It is spoolable and flexible. An example use might be offshore risers.

Whatever the case, the absence of steel means the absence of corrosion. While
external polyolefinic coatings are nothing new, drawn polymeric pipe liners for new
and existing pipes are seeing wider application as the lining technology improves.
Thick inert liners such as HDPE and polytetrafluoroethylene (PTFE) offer particularly
good chemical resistance and are used for drain lines, acid lines, etc.

While such a discussion may be somewhat removed from the coating sphere, it is
still important to understand that as the nonmetallic technology improves, coated steel
pipe will be pushed out of more and more applications.

24.7.8 Encapsulant materials

Considerable effort has been directed at protecting line pipe and FJsdbut mechanical
connections such as flanges, valves and well heads often suffer the worst corrosion,
thanks to their complex three-dimensional geometries. The reason behind this is that
protective coatings have a hard time maintaining a minimum coating thickness on
sharp edges (thanks to surface tension effects), whereas tapes and wraps struggle to
conform to sharp changes in section.

Such equipment usually requires far more inspection and maintenance, which is
almost an impossibility for semi-permanent solutions such as tapes and wraps. Even
coatings are not ideal as protection usually takes the form of a single continuous
film. Bolted joints cannot be disassembled without breaking this film, and reinstate-
ment of the coating in the field is much more difficult than in the shop.

Mechanical protection techniques such as Band Protectors and Bolt Caps have been
the traditional solution, but limitations in all the discussed methods have driven the
development of total Encapsulation systems. Encapsulants are basically thick build
elastomeric polymers, deliberately engineered to have no adhesion to the substrate.
This is to enable rapid removal, rapid inspection, and rapid resealing of the encapsu-
lated equipment.

That is the polymer can be cut, stretched, peeled away, and resealed in minutes. The
“lack of adhesion” is usually achieved by incorporating a corrosion inhibitor
somewhere in the system. This has the side benefit that protection is available to the
equipment should the encapsulation be penetrated. All the mentioned points can be
observed in Fig. 24.10. The thickness of the encapsulation is typically very high to main-
tain structural integrity and to act as a diffusion barrier to moisture, salt, and oxygen.

Some commercial products are brush applied and are built up in layers of 2e3 mm.
For these products, peeling from the substrate is achieved by application of an initial
primer layer of corrosion inhibitor, except at the free ends where adhesion is required
to prevent water ingress. The benefits of this system are ease of application and repair
in the field coupled with higher flexibility. The limitation is temperature resistance
of 60�C (140�F).
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Other products use fusible thermoplastics (usually cellulosic), which are melted
on-site and “spray” applied. Typical application temperatures are 165�C (329�F).
They can be built to almost any thickness. The product acts as a jacket that can be
cut and peeled away to allow rapid inspection and resealed again using a smaller
melt device. Decohesion from the substrate is achieved by imbedding the corrosion
inhibitor (usually an oil) into the product itself.

This product however, suffers from a lack of adhesion to the pipe at the free ends
thanks to the corrosion inhibitor. The polymer is typically less flexible than the brush
product and application, and repair can be more complicated. However, ASTM B-117
salt spray resistance values exceeding 11,000 hours are not uncommon.

24.7.9 “Green” coatings

The move to 100% solids coatings has been driven by the desire to eliminate harmful
solvent emissions (VOC’s) on environmental and Occupational Health and Safety
grounds. The success of this can be seen in the widespread usage of FBE and 100%
solids coatings.

Similar concerns plus the nonrenewable nature of petrochemical-based coating raw
materials and precursors have encouraged the development of plant-based resins,
monomers, and reactants. Some products such as RILSAN-PA11 by ARKEMA, based
on the Castor Oil Plant, have been around for 60 years. Continuing research has led to
many substitutions like a Bisphenol-A free coating based on acetoacetyl-modified
soybean oil [52].

24.8 Conclusion

The earliest recorded use of pipe to transport hydrocarbons dates back to the Chinese in
1000 CE, where bamboo piping was used to transport natural gas used in the heating of

Figure 24.10 Brush applied, flexible, peelable encapsulation [51].
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brine. However, it was not until the advent of steel pipes in the 1900s that the first
concerted pipeline coatings emerged.

The first coating c.1920 was probably coal tar or asphalt, poured directly onto steel
pipe in the trench, and smeared on with a mitt and/or rag. Within the space of
100 years, coatings have been developed which can operate up to 150�C (302�F) in
quite severe conditions. However, the number of emerging technologies suggests an
explosion of innovation in the coming decades.

This is not only important to the exploitation of the world’s current resources, but is
instrumental in meeting the challenges of the next century like pipelines for carbon
sequestration and biofuel transport.

Those interested in learning more about current coatings are referred to the excel-
lent publication “Onshore Pipelines: The Road to Success” by the International Pipe
Line & Offshore Contractors Association (IPLOCA) for more information [53].
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Advancements in Cathodic
Protection of offshore structures 25
Jim Britton and Matthew L. Taylor
Deepwater Corrosion Services Inc., Houston, TX, United States

25.1 Introductiondhow have things changed?

Corrosion control of assets installed below the waterline and exposed to seawater or
saturated seabed environments is the subject of this section. We will not address internal
corrosion or downhole corrosion that is addressed in separate chapters in this book.
First, therefore, we should revisit the basics of CP (cathodic protection) in seawater:
How does it work? How do we measure it? Worthy of mention is the fact that high-
performance coatings are often employed synergistically with CP in these environments;
because coatings are covered in Chapter 24 we will focus here on the CP part.

Before CP in seawater can be fully understood, it is necessary to understand how
steel corrodes in seawater. For corrosion to occur three things must be present: (1)
two dissimilar metals, (2) an electrolyte that is seawater in this case, and (3) a metallic
conducting path between the dissimilar metals.

The two dissimilar metals could be two different alloys such as steel and aluminum,
or more likely will be macroscopic or microscopic differences on the surface of a piece
of steel. These differences could be caused by many things, such as welds, mill scale,
surface inclusions mechanical impact (cold worked areas), etc. So in this case, we will
consider freely corroding steel that is nonuniform. If the above three conditions are
present, the following reaction takes place at the more active sites on the steel surface
(two iron ions plus four free electrons):

2Fe/ 2Fe2þ þ 4e�

The free electrons move through the metallic path to the less active sites where the
following reaction occurs (dissolved oxygen is converted to oxygen ion by combining
with the four free electronsdwhich then combines with water to form hydroxyl ions).

O2 þ 4e� þ 2H2O/ 4OH�

These ions then recombine at the active metal surface sites yielding the iron corro-
sion product ferrous hydroxide.

2Feþ O2 þ H2O/ 2FeðOHÞ2
This reaction is commonly described as current flow through the water from the anode

(active site) to the cathode (less active site). The corrosion thus occurs at the active site.
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CP prevents this type of corrosion by converting all the active (anodic) sites on the
metal surface into passive (cathodic) sites by supplying the free electrons from an alter-
nate source. This commonly takes the form of galvanic or sacrificial anodes that are
made from materials that are more active than the active sites on the steel surface [usu-
ally alloys of zinc (Zn) or aluminum (Al)]. They are called sacrificial anodes because
they corrode preferentially to the steel, thus sacrificing themselves. In the case of the
most common sacrificial material, (aluminum), the reaction at the aluminum anode
surface is (4 aluminum ions plus 12 free electrons).

4Al/ 4Al3þ þ 12e�

At the steel surface, the reaction is (oxygen converted to oxygen ions which convert
with water to form hydroxyl ions) as follows:

4O2 þ 12e� þ 6H2O/ 12OH�

Provided that the free electrons arrive at the cathode (steel) surface faster than the
oxygen arrives, corrosion is arrested (Fig. 25.1).

There are some cases where sacrificial anodes are not desirable, usually because the
mass required would be prohibitive. In these cases, there is an optional way to provide
the current (electrons) required to arrest the corrosion. This alternate method is referred
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structure

(steel)

Sea water

Aluminum anode

Anode connection

3O2 + 6H2O

12 OH–

4AI+++

12e–

Figure 25.1 Sacrificial anode cathodic protection system in seawater.
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to as ICCP (impressed current cathodic protection). These systems utilize nonconsum-
able anode materials that are fed with the DC current from a topside power source. In
this case, the free electrons are generated by the oxidation of the chloride ions in the
seawater.

2Cl/Cl2 þ 2e�

The reaction at the cathode (steel) is the same as with the sacrificial anodes
(Fig. 25.2).

How do we tell that we have enough CP to arrest the corrosion? We do this by
measuring the change in the surface electrical potential of the steel cathode. Because
of the arrival of excess free electrons, the steel to seawater surface potential will shift in
the negative direction as more CP (free electrons) are supplied. This surface potential
change can be read against a reference electrode immersed in the seawater adjacent to
the structure under test. History has shown that if sufficient current is supplied to shift
the potential to (�) 0.800 V as compared to a silver/silver chloride (Ag/AgCl) refer-
ence electrode the corrosion is arrested. Due to the benefits of surface deposits that
precipitate onto the steel surface with applied CP, designers try to achieve a potential
of between �0.950 and �1.000 V vs. Ag/AgCl. These surface deposits are called
calcareous deposits and they serve to limit oxygen diffusion to the surface, hence
reducing the amount of CP current required to maintain the potential.

Negative return cable
(structure connection)

Protected
structure

DC power supply

Insulated
anode cable

Sea water

Impressed
current anode

4e

4CI

2CI2

O2 + 2H2O

4OH

Figure 25.2 Impressed current cathodic protection system in seawater.
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25.1.1 Evolution of applied offshore CP

To understand fully how offshore CP technology and methodology has developed over
the years, we must look to how the offshore industry has evolved over the years. The
major shift in focus has been the exploration and production of oil and gas in ever
greater water depths, and in generally harsher offshore environments. This has neces-
sitated a major change in the hardware used to drill wells and then produce them.

In the early days, we had drilling/production platforms made from carbon steel,
mostly fixed to the seabed with steel piles and steel pipelines running between the plat-
forms and back to shore-based facilities. Water depths were typically less than 300 m.
Mainly divers performed inspection and repair work subsea and ROVs (remotely oper-
ated vehicles) were used in the deeper areas. The steel platform structures, mainly left
uncoated below the splash zone, were protected mainly with large sacrificial anodes
welded all over the structure. Pipelines had either mastic enamel or fusion bonded
epoxy coatings and bracelet sacrificial anodes attached every dozen joints or so.
Anodes were either zinc or aluminum alloys. Systems were designed to provide a
life of 20e25 years normally.

With transitions into deeper waters, it was necessary to look to alternate ways of
producing the fields, the depth and economics precluded the use of fixed platform
systems with large truss-type jacket structures. So we saw a transition through slender
tower type structures eventually to floating production systems (FPS) like TLPs (ten-
sion leg platforms) and moored semisubmersible platforms. Already we were seeing a
shift in strategy, we now had to deal with high-strength steel tendons and weight lim-
itations on floaters resulted in greater use of coatings to reduce anode mass. We also
had to deal with colder waters that caused us to revisit the design criteria for CP and the
composition of anode alloys that would work reliably in the deeper colder water. We
also saw the introduction of flexible risers and complex permanent mooring systems
with chains ropes and anchor systems. This soon evolved into subsea wellhead struc-
tures and flowlines connected to complex manifold structures. These wells were often
great distances from the host floating production structure. This phase saw the intro-
duction of many new materials, duplex and super duplex stainless steels, titanium
alloys, very high strength high hardness steels. New types of coating for fasteners
were introduced. Pipe coatings started to evolve into multilayer systems to provide
superior protection and complex thermal insulation systems were introduced to aid
with flow assurance. Pipeline installation techniques evolved which often precluded
anode installation on land. Smaller reservoirs were made commercial by the evolution
of FPSOs (floating production storage and offloading), these are often converted oil
tankers connected to complex turret and swivel systems with internal tanks converted
to handle produced fluids often at elevated temperatures. This added a complication by
bringing the marine (shipping) industry into the upstream oil and gas business. The
many changes in CP technology that are followed will be addressed in the later sec-
tions of this chapter. The increasing water depths, now often in excess of 3000 m,
would not have been possible without parallel improvements in ROV technology.
Everything subsea just about had to be ROV compatible. So we saw new develop-
ments in inspection and monitoring to accommodate this requirement. The next step
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is to use AUVs (autonomous underwater vehicles) to do much of the work of the ROV,
which will reduce costs by freeing up the surface support vessel. So new corrosion
control inspection technologies must anticipate the transition from ROV to AUV
and be compatible.

The latest challenge to the offshore CP industry has been the growth in offshore
wind energy. These wind farms often comprise around 100 structures. These are usu-
ally located quite close to shore and very often close to river estuaries where the wind
resource is typically optimal for turbine deployment. New challenges of providing CP
to the foundations of these structures arise from the very high water currents, variable
salinity, abrasive flow caused by entrained silts, and difficult structure geometries.

25.2 Offshore pipelines

25.2.1 Historydhow was it done?

Offshore pipelines have historically been protected with pipe coatings supplemented
with CP. The CP was typically provided with preinstalled sacrificial anodes in the
form of circumferential bracelets spaced at between 500 and 1000 feet. In order to pre-
vent the subsea pipelines from floating off bottom, concrete weight coatings were
added to many of these pipelines.

The early offshore pipe coatings were mainly mastic or coat tar enamels applied at
thicknesses of between 1/400 and 1/200 (6e12 mm). Field joints were applied on the lay
barge and were usually manually applied versions of the same materials. In the late
1970s, thinner fusion-bonded epoxy powder coatings made an appearance that these
coatings would be factory applied usually at a thickness of 250e500 mm. At around
the same time, the development of heat shrinkable plastic sleeves provided the solution
for the field joints.

Early anodes were poured from a zinc alloy, these anodes provided reliable protec-
tion but they had a low galvanic efficiency. Early aluminum anodes were alloys of
aluminum, zinc, and mercury. These anodes proved to be unreliable in saline mud
service so the pipeliners are stuck with the zinc. It was in the late 1970s, when the
indium-activated aluminum anode began to be used; this alloy performed very well
in saline mud and was lighter and more efficient, so from the early 1980s most oper-
ators were specifying the AleZneIn alloys.

25.2.2 New design guidelines

25.2.2.1 Improved coatings

As the offshore industry moves into ever deeper waters, pipeline design is changing to
accommodate the new pipe-lay techniques as well as we are seeing significant changes
in pipe coating technology. Now the single and double coat FBS-coating systems are
being replaced with three- and five-layer systems to give better thermal and mechanical
properties. In many cases, very thick (up to 100 mm) thermally insulated coatings are
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being applied for flow assurance reasons. These coatings provide a very high level of
efficiency such that the only areas where CP is really required is at the field joints and
on the end termination structures. This has caused a revision in the design guidelines
for coating breakdown factors and the way in which CP is designed and applied. When
an operator invests in a coating system that can cost close to $1000/m, it is not smart to
start poking holes in the coating to provide attachment for anode bracelets.

25.2.2.2 Anode sleds and attenuation modeling

Because the coatings are now so efficient 99.95% or better, the amount of backup CP
required is minimal. Also the wall thickness of the pipes used in deep water is heavier.
These two factors mean that CP can be “thrown” much further along the pipeline than
on a conventional pipeline. So the new design codes allow for the anodes to be located
off the pipeline and “attenuation” calculations can be used to estimate the distance that
can be protected from an anode sled, or alone on an end termination sled. So now we
see new pipelines being installed with anode sleds connected with clamps (Fig. 25.3)
and sleds can be spaced tens of kilometers apart and the pipeline is well protected.
These attenuation formulae can conveniently be computed by modern multiphysics
finite element analysis software to give a graphic output. The CP designs on these pipe-
lines are really only looking at the field joints.

25.2.3 Inspection and monitoring

As the pipelines age and approach the end of their design life, the need to be able to
accurately assess the condition of the coating and CP system becomes more urgent. As
expected, a lot of work has been completed to optimize how pipelines are inspected.

Figure 25.3 Pipeline anode sled attached with clamp.
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In the very early days before the 1980s, offshore pipelines were inspected using
various methods such as towed electrode or trailing wire surveys that were a carryover
from onshore survey techniques. These methods were of little use because of various
factors [1]. The early 1980s saw the introduction of ROV-based survey methods. The
“three electrode method” became the system of choice because of its accuracy and the
ability to combine the CP survey with other survey elements such as visual and posi-
tional. The three-electrode survey was used pretty much exclusively until quite
recently when budget constraints and limitations of the method to deal with buried
offshore pipelines became apparent.

Offshore pipeline integrity managers have relied on in-line (smart pig) surveys for
many years. These surveys are basically looking at pipe wall thickness changes and
the development of crack anomalies, techniques such as magnetic flux leakage, and
ultrasonic measurements are common. A few years ago, a tool was developed [2],
which could measure the electrical voltage drop along a section of the pipeline by
making electrical contact at two spaced points on the pipe wall. In essence, the direct
current flowing in the pipe wall is being measured. The principle source of these cur-
rents is the CP system, where it becomes possible for the first time to measure the
effectiveness of CP on the outside of the pipeline from the inside. Of course, there
are some drawbacks to this technology that was originally designed for onshore pipe-
lines that are normally protected with widely spaced ICCP systems. The system is
only really effective offshore when the pipeline is protected with periodically spaced
anode sleds. This normally means that the line has had a life extension system
installed. Other limitations are erratic performance in gas pipelines and other restric-
tions that limit pigging.

Modern approaches look toward more intelligent fixed points for monitoring and
trending. This involves the installation of the equivalent of an onshore “test station”.
When retrofitted to pipelines at intervals, it is possible to measure unambiguous data at
a few widely spaced points and use the aforementioned attenuation predictors to fill in
the gaps. These test stations can utilize portable ROV or diver transported CP probes
(Fig. 25.4) or they can include fixed sensors that can measure and convey data via a
number of different methods.

Of particular interest to the industry is the rapidly improving capabilities of AUVs.
Free swimming vehicles with no surface support vessel can slash the costs of pipeline
and subsea inspection. At present, they are not capable of remote intervention tasks but
have a good visual capabilities. Solar powered measurement systems offer one way to
use such vehicles to obtain CP survey data as shown in Fig. 25.5.

25.2.4 Life extension

The worlds in situ pipeline network are aging and many thousands of kilometers of
pipeline are currently operating beyond their original design life. The actual life
requirement of many key offshore pipelines will likely approach 100 years, this
requires that external corrosion control systems are maintained.

Repair or refurbishment of coatings on offshore pipelines is not really practical, so
the job falls to the CP systems.
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There have been a number of innovations designed to facilitate cost-effective life
extension of offshore pipeline CP systems. The key focus has been on assessing the
condition of the pipeline and then optimizing the spacing between replacement CP
anode devices. Obviously, the greater the distance between interventions, the lower
the cost of the retrofit project.

Key recent hardware innovations have been the development of clamping systems
that can provide the required electromechanical connection safely to a live pipeline

Figure 25.4 Remotely operated vehicles with mounted cathodic protection probe stabbing an
offshore test station.

Figure 25.5 Solar powered test station with autonomous underwater vehicle.
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(Fig. 25.6) and a range of anode systems that provide high reliability and simple instal-
lation. Modeling tools have also improved dramatically and are available in off the
shelf multiphysics packages from a number of vendors.

What has been learned from early retrofit projects is that pipe coatings have per-
formed very well. So well that the current design codes predictions of coating degra-
dation look ridiculously conservative. This conservatism is fine for design purposes
but not for cases where life extension is needed, in these cases we need to know actual
condition. Where design codes would predict a coating breakdown of 75% on a
30-year-old pipeline, we are measuring values typically well below 5%.

25.3 Fixed structuresdplatforms and monopiles

25.3.1 Historydhow was it done?

The early structures offshore were often provided with impressed current CP systems.
The problem was that they were generally not engineered to very high standards and
failed frequently mainly due to cable failures. This caused the industry to shift toward
sacrificial anodes that, although more costly initially, were much more reliable in the
longer term. This left a lasting negative impression of impressed current systems that is
only recently being laid to rest.

Figure 25.6 Retrofitted clamp system.
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Early sacrificial anodes were mainly zinc, but as the industry grew, the development
of aluminum-based alloys showed improved efficiency with significant weight sav-
ings. The castings were typically formed onto core materials with structural shapes
such as angles, tees, and channels that could be directly welded to the structures. These
irregular shapes caused many problems in the castings; irregular cooling led to
cracking that resulted in large sections of the anode materials falling away from the
support cores after a few years of operation. So the industry moved to pipe core inserts
which solved this problem. As subsea inspection procedures developed, the anodes
were frequently problematic in snagging diver hoses or ROV umbilicals, so more mod-
ern designs utilize pipe cores designed to prevent snagging (Fig. 25.7).

Early aluminum alloys used mercury or tin as activator elements. The mercury was
particularly successful yielding a very high galvanic efficiency and a good working
potential. However, in the late 1980s, the material was passed over due to environ-
mental concerns and indium was substituted as an alternate. AleIneZn anode alloys
are still the standard alloys used today in seawater CP.

In the early days, there was a division in the industry regarding the need and ben-
efits of coating the subsea parts of the structures. Some did and some did not. The
capital cost of the coating generally proved to be uneconomic compared to adding
more anodes and leaving the majority of the structure uncoated. So this philosophy,
largely dominated and large platform structures were usually left bare steel. The ben-
efits of coating can be seen in a recent comparison between two similar large North Sea
structures that required a life extension after around 35 years in service. The coated

Figure 25.7 Platform anode with core design to prevent snagging.
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structure had a current requirement of<1000 Amp to retrofit, while the similarly sized
bare structure required 7500 Amp. A true life cycle cost comparison has not yet been
completed, however.

As offshore exploration and production moved into more global areas, it quickly
became apparent that CP design criteria needed to take into account the varying
met-ocean conditions around the globe. The North Sea, for example, could not be
designed to the same standards as the Gulf of Mexico. So the first recommended design
codes were produced initially by NACE and then by other certification bodies such as
DNV and ISO. These design guidelines are constantly under review as offshore energy
moves into new frontiers.

As water depths increased, platform design changed to try and reduce the vast
amounts of steel required for a platform jacket in 1000 feet plus. So we started to
see more slender guyed towers and compliant tower structures. These presented chal-
lenges as they were both weight sensitive and had some critical areas that were
hydrogen embrittlement sensitive. In order to reduce weight coatings we used in
some areas and the use of thermal sprayed aluminum became popular with some
operators.

Offshore wind turbine foundations came along fairly recently and have presented
more challenges. Large diameter monopile structures were most prevalent in the early
wind farms. CP systems were mainly located on the transition pieces that sit on top of
the main foundation pile. There were problems with these systems both sacrificial and
impressed current because the monopiles were left bare, their high strength did not
allow direct anode attachment, and many systems did not provide adequate protection
to the mud line and below. Newer designs are using more coatings to overcome this
issue.

25.3.2 Inspection and monitoring

Monitoring CP performance on fixed structures is generally easily achieved with a
simple drop cell survey. A reference electrode is dropped through the water adjacent
to the structure and is connected to a topside voltmeter that is grounded to the structure
topside. This allows the potential to be measured at various locations around the struc-
ture. The accuracy of these surveys is somewhat compromised because of the distance
between the structure and the reference electrode, readings tend to be somewhat
optimistic.

Accuracy can be improved if the reference electrode is transported by a diver or an
ROV. This allows the measurements to be taken close to the structure and in critical
areas such as complex joint nodes. Many maintenance campaigns use the drop cell sur-
vey annually supplemented by a diver or ROV survey every 5 years.

As remote communications improve and the cost of putting personnel offshore in-
creases, there is a trend toward the use of fixed CP monitoring systems. These systems
generally locate a few instruments at strategic and representative locations on the
structure. Sensors are hard wired to surface data acquisition systems. The advantage
of having fixed repeatable sensors is obvious; data are available continuously and can
be trended to make time based predictions. Also the instruments can measure both
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potential and current density (Fig. 25.8). These polarization monitors provide the
corrosion engineer with the data required to analyze present and future CP system
performance.

25.3.3 Life extension

Many large structures are being operated well beyond the original design life. Thus
retrofitted CP systems are frequently required to replace the depleted original systems.
This activity is becoming more frequent and some of the projects are very large.

When the operator has determined that a life extension is required and for how long,
the next major task is to determine the capacity of the retrofitted system in amperes.
This is a critical step that is often miscalculated. The available design codes and guide-
lines do not address design of retrofitted systems so offer no help. This lack of info
often results in the new build guidelines being applied. This results in extremely con-
servative current requirement estimates that can drive the cost up dramatically. In re-
ality, we only need to provide enough current to maintain protection through the
desired life extension period; this can be achieved using a small fraction of the current
densities required to polarize a newly installed structure. It is prudent to consult with an
expert through this phase of the project. There have been many attempts to use predic-
tive models to assist in this process, the actual results and benefits of this have been
dubious on life extension projects; this is due to a lack of understanding of the
in situ condition of the structure that is critical input into these models.

Early life extension and retrofit systems were attempts to essentially replace the
original system by clamping new sacrificial anodes to the structure. The only real inno-
vation was to attach two at a time rather than as singles (Fig. 25.9). This persisted for
many years, then the concept of using anodes as free standing arrays tied back to the

Figure 25.8 Polarization monitor measures potential and current density.
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structure with clamps offered significant improvements in installation efficiency
(Fig. 25.10), allowing the job to be completed with divers or ROV’s and overall
improved the process. As offshore maintenance is moving toward an integrated
IMR (inspection, maintenance, and repair) format, where the operator contracts
offshore resources on a 5-year basis, the use of short-life extension strategies is

Figure 25.9 Dual clamp on anode.

Figure 25.10 Anode pod structure attached with clamps allows remotely operated vehicle
installation.
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growing in popularity. These are short-life CP retrofits designed around a simple anode
string configuration that can be installed with a light inspection spread offshore. They
are relatively inexpensive but only provide a 5- to 6-year life (Fig. 25.11).

Impressed current versus sacrificial becomes an economic decision that favors
impressed current as the current requirements escalate. A small platform with a current
requirement of 250 Amp requiring a 20-year life extension would require approxi-
mately 22 tons (20 ton) of aluminum anodes. This could be achieved with the instal-
lation of 15 anode pods which would be a 1- or 2-day job. This would more than likely
be the preferred solution. If on the other hand, we had a large platform with a current
requirement of 7500 Amp for a 20-year life we would require around 660 tons
(600 tons) of anode material. Or over 450 anode pods, this clearly is not a viable
retrofit option. As an alternate, we could use just 8 � 950 Amp rated ICCP anodes,
a cost savings of millions of dollars. Impressed current anode systems have developed
considerably over the last decade and now offer a reliable option for high-capacity
offshore life extension projects (Fig. 25.12).

25.4 Floating production systems

25.4.1 Historydhow was it done?

FPS offers the operator a cost-effective solution for deep water and marginal yield
developments where a fixed structure is not possible. So over the last 25 years we

Figure 25.11 Short-life anodes strings.
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have seen significant technological advances in the FPS design. From a corrosion con-
trol standpoint, these structures offer a number of new challenges and a new set of
design regulations and guidelines. These structures are floating hulls and thus are sub-
ject to a combination of maritime and offshore engineering rules and codes.

It is this maritime influence that sees a greater use of subsea coatings and impressed
current systems as original equipment. This is particularly true on FPSO, which are
often oil tanker conversions. This has caused many problems in the industry and
has led to many offshore system repairs and replacements.

The main problems arise from the fact that ocean going ships are required to enter a
dry dock every 2.5e5 years. During these dry docks, repairs are made to the coating
and CP (usually ICCP) systems. Thus the systems in common use are designed to
fulfill this relatively short-life requirement. An FPSO is not brought to dry docks
and may stay on station for 20 years or more. This is why many systems fail in service
and have to be replaced.

Other problems arise by combining ICCP and Sacrificial Anode Cathodic Protection
(SACP) systems. The normal ship ICCP systems are all potentially controlled, that is,
they sense protective levels on the hull and ramp the system output up or down to main-
tain the level within a preset range.

There are areas on these structures that are routinely fitted with sacrificial anodes,
usually because of concerns that the ICCPwill not reach them. These include thruster tun-
nels, sea chests, and annular spaces inside turrets. The problem is that these anodes are
able to protect the well-coated hull to such a level that the ICCP systems never energize,
thus the sacrificial anodes are consumedprematurely.This can be problematic because the
anodes are by definition hard to replace in these inaccessible areas. Newer purpose build
FPS systems are choosing to go with entirely sacrificial systems to alleviate these issues.

These FPS systems also introduce many internal compartments, sea water ballast
tanks, produced water tanks, and permanent ballast (soft) tanks. These systems must

Figure 25.12 High capacity impressed current anode system.
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be cathodically protected, but system designers must be aware of the potential for
hydrogen gas accumulation, elevated temperatures, or significant pH changes in static
tanks. Many internal spaces are protected with zinc rather than aluminum anodes to
alleviate some of these issues; it is a good idea to consider the placement of permanent
reference electrodes in such spaces as access can be difficult after commissioning.

25.4.2 New developments

Floaters have thrown some new challenges to CP designers. Riser technology has seen
radical changes, steel catenary risers, top tensioned risers, free standing risers are all
new ways to deal with transporting product in deep water. Some of these designs
are dynamic or buoyant and thus there are concerns with weight and fatigue, high-
strength steels are common, and the risk of hydrogen-induced cracking is elevated.
These systems also call on flexible piping systems for flowlines and umbilical; these
systems often combine exotic metallic alloys with elastomeric materials. Coatings
are used extensively and CP designs must be tailored to fit the service condition of
the equipment, taking into account hydrodynamic effects, hydrogen charging from
CP, and current distribution under monolithic buoyancy modules. These problems
have been solved using long line attenuation modeling to keep anodes off of dynamic
sections. Thin-film thermal spray coatings coatings are used to reduce current demand
in confined spaces such as under buoyancy modules or nonmetallic Vortex Induced
Vibration (VIV) strake systems. And the development of low potential anode alloys
and diode-controlled anode systems both used to control cathode potentials below
the levels where hydrogen charging can occur.

Mooring systems are a feature that is unique to these systems. Chain, wire rope,
synthetic rope, and various metallic connection elements can provide a number of
“hot spots” that are difficult to protect and places to locate anodes are few. It is advis-
able to build in corrosion allowance to these systems and locate as many anodes as
possible on connectors and other hardware to attempt to offset the inevitable current
drain to the chain sections.

25.4.3 Inspection and monitoring

Floating systems are normally subject to periodic underwater inspection in lieu of dry
docking inspections. This will include a CP assessment scope utilizing portable survey
instruments deployed on an ROV. However, these floaters can benefit greatly from
fixed CP monitoring systems, sensors can be located in critical areas such as tanks,
on risers, and mooring systems and inside tight annular spaces associated with turrets
or moon pools.

25.4.4 Life extension

As previously indicated, there are frequent problems with CP systems on FPS so retro-
fitted repairs are not uncommon. In situ replacement of sacrificial anodes can be
accomplished but would normally be a very tedious and time-consuming exercise
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with high associated costs. For this reason, most successful system replacements have
been impressed currently with the exception of system for internal spaces, which are
normally retrofitted with sacrificial anodes.

FPS systems are either moored with a spread mooring system or tendons or they are
connected to a turret system that allows the hull to freely “weathervane” 360� around
the mooring. In the former case, impressed current systems have been deployed to the
seabed and fed power through a dynamically deployed cable connected to a topside
transformer rectifier system. These systems have the advantage of providing excellent
current distribution to the hull and associated attachments and are quick and easy to
install. Most projects are completed in just a few days offshore. This approach works
very well for spread moored FPSOs and SPAR-type structures. It is possible to use this
approach on turret moored FPSOs also; however, the main power feed cable must
deploy through the turret. In these cases, it is normally required to locate the power
supply system within the turret to avoid passing all the current through the electrical
slip rings in the swivel system.

On TLPs, the hall can be protected as previously described; however, a second
sacrificial system many be required to handle the tendon foundation structures and
the lower half of the tendons themselves.

When designing retrofit CP systems for this type of installation, predictive com-
puter models can be useful to check on current distribution and look for possible inter-
ference sites. Boundary element models or finite element analysis can be used,
providing that valid electrochemical polarization data are used as input.

25.5 Subsea production systems

25.5.1 Historydhow was it done?

The development of subsea production systems really started to gain momentum from
the mid-1980s. Technological developments in subsea equipment have made deep
water and ultradeep water exploration and production a reality. These subsea systems
can be extremely complex, combining subsea Christmas trees, flowlines, manifolds,
pipeline connection skids, and more recently subsea separation and process skids.
From a corrosion control perspective this means a lot of mixed materials, a wide range
of operating temperatures, coated and uncoated systems, and many mechanical con-
nections and joints. All these systems normally provided by a number of different sup-
pliers. The challenge is to make all the corrosion control systems compatible; this has
not been very well accomplished to date and as a result many early in situ repairs and
anode supplements are required. The major recurring problems that we have seen on
these types of systems are as follows:

Electrical continuity issues. All the bolted connections, coated fasteners, and
heavy epoxy-based coating systems used can result in some components being isolated
from the CP system. This can be very difficult to correct when the system is sitting in
3000 m of seawater. The solution is to provide multiredundant continuity paths with
jumper cables between components. Use coated fasteners carefully and if the coating
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is dielectric, provide methods to endure continuity such as serrated (star) washers
under nuts. Most importantly, check continuity with a milliohm meter between all
components and the part of the structure where the anodes are located. These checks
should be conducted as part of system integration testing, and as factory acceptance,
but should also be rechecked immediately prior to load out offshore as road transpor-
tation vibration can cause problems.

Mismatched anodes. Sacrificial anodes are the only viable alternative to cathodi-
cally protect these assets. However, when designing sacrificial anode systems, there
are a few basic rules, which must be followed, but which are routinely ignored by
many operators on subsea systems.

Cardinal rule is not to mix anodes of different cross-sections on a common struc-
ture. A fact that is commonly overlooked by system designers is that when a flowline
is connected to a subsea tree there is no electrical isolation between the two elements,
so by default they become a “common structure”. Small cross-section bracelet type
anodes are usually connected to the flowline and bulky block anodes are attached to
the tree structure or end connection skid. The anodes (being merely unintelligent cast-
ings) do not realize that they are supposed to only protect the element to which they are
attached. They rather follow the basic laws of physics and all deliver protective current
basically in accordance with ohms law. If the anodes are all of the same basic chem-
istry, this means that the smaller cross-section anodes will deplete first, rather than
them all depleting through the design life as intended by the designers.

Rule number 2 is to ensure that all anodes are of the same chemistry. This is very
difficult to achieve in reality if different foundries, in different countries, produce the
anodes. The chemical composition range may be to a common specification but
foundry practice, anode size, and rate of cooling can produce anodes that exhibit a
range of driving voltages. Obviously, anodes with a higher driving voltage will take
on a disproportionate amount of the CP task, leaving others virtually untouched.

Another rule is to distribute anodes evenly across the structure; this is important for
several reasons. The main reason is to ensure adequate current distribution. Second, it is
not good to crowd anodes as they will interfere with one another reducing current output
and causing uneven consumption that can lead to significant efficiency reduction.

Location of anodes should also consider the proximity of elements that are possibly
susceptible to hydrogen embrittlement, such as cold bends in duplex stainless steel
control tubing. It is common for anode corrosion products to remain and build up
on the anodes in deep water because there is no current to disperse them. Significant
build-up of these products may be detrimental if allowed to build into a dense packed
mass and engulf uncoated materials.

25.5.2 New developments

Recent developments to attempt to alleviate some of the problems have actually evolved
from systems that were designed to fix the problems in the first place. As the first systems
started to need repair, usually because of premature anode consumption, the methods
used involved connecting free-standing anode structures to the subsea equipment with
an ROV installable clamping systems. As a number of these projects were executed, it
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became apparent that these fixes were quite easy to install. The method solved all of the
aforementioned problems while providing a number of additional benefits.

The decoupling of the CP current source from the actual structures solves all the
problems of anodes shapes and chemistry while giving the opportunity to centralize
monitoring of the CP system (Fig. 25.13). The semiremote location of the anodes
also provides superior current distribution and allows for more control over the poten-
tials that can exist on the subsea equipment.

Having a centralized CP source allows a number of subsea equipment items to be
protected from the central location, and the current returning from each element can be
monitored along with the potential. This provides invaluable data to CP designers as
well as providing a significant reduction in subsea inspection time. Again the use of
solar powered subsea voltage readouts eliminates the need for ROV interfaced moni-
toring equipment and will allow AUVs to be used in the future.

Flow assurance is a critical issue on these deep water fields. It is being addressed in
a number of ways using chemicals. But also the ability to keep the produced oil hot is a
major challenge. The latter is being achieved either with electrically heated flowlines
[3]. Or by the use of thick thermally insulating pipeline coatings, often up to 100 mm
thick. The thick coatings obviously preclude the use of conventional bracelet anodes
because they would cause a local heat sink and would poke a hole through a very
expensive coating, apart from the fact that a 100 mm thick coating should provide
close to 100% coverage, thus reducing CP current requirements to infinitesimally
low levels. It is only the field joints that should be considered for coating imperfec-
tions. Indeed, recent updates in CP design guidelines have kept pace and allow sepa-
rate coating efficiencies to be applied to factory-applied coatings and field joints. CP
designs now move to anodes located on sleds or on end connection structures1.

Figure 25.13 Decoupled anode sleds are the future of deepwater cathode protection system.

1 Pipeline End Termination Structure or Pipeline End Manifold Structure
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Potential attenuation models show that tens of kilometers of pipelines can be pro-
tected from anodes located on the end termination skids. This methodology is the way
to protect all pipelines subsea, again pioneered in deep water. The elimination of the
pipeline bracelet anode makes sound engineering and economic sense, maintains
the pipe coating intact thus reducing CP requirements, improves pipe lay efficiency
by not having to deal with bracelet anodes offshore, and improves CP efficiency by
installing fewer anodes on greater spacing.

25.6 Conclusions

As the offshore oil and gas industry moves into deeper waters and as more of the exist-
ing infrastructure begins to reach 50 years of age, new methods will be required to
manage the corrosion issues. A key area of improvement will be expanded to the
use of intelligent monitoring devices that can be remotely interrogated to provide
the asset integrity manager with the critical information required to keep the installa-
tions safe and profitable. Also, new corrosion control inspection technologies must
anticipate the transition from ROV to AUV and be compatible.
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26.1 History and development

Iron production started as early as 2000 BC, while carbon steel production emerged
around 1870 as the main player in the industrial era. Carbon steel has been and con-
tinues to be the “workhorse” for upstream oil and gas projects. However, carbon steel
tends to corrode rapidly in the presence of aggressive operating conditions. Corrosion
inhibitors have been used to reduce the time rate of corrosion of carbon steel; however,
inhibitors add additional operating costs and can be unreliable under certain condi-
tions. The use of corrosion-resistant alloy (CRA) as an alternative to using carbon steel
with corrosion inhibition was initiated by the Dutch operating company NAM between
1975 and 1980 by installing seven flow lines internally clad with 316 L stainless steel
and four duplex stainless steel lines (total length 13.3 km). Two of the duplex lines
were the first offshore CRA flow lines.

The first duplex lines were manufactured using alloy 3RE60 (18% chromium).
Shortly thereafter, a 22% chromium alloy was introduced. Starting in 1981 and over
a period of 13 years, Mobil Exploration and Production installed more than 28 km
of 13% chromium martensitic stainless steel. In 1990, the higher strength 25% chro-
mium alloy was introduced (known as super duplex).

In parallel to the use of solid CRA pipe materials, the use of carbon steel pipe with
CRA clad (mechanically lined or metallurgically bonded) has developed. Initially,
316L stainless steel was selected as the preferred clad material. From 1986 onward,
alloy 825 and more recently alloy 625 have been the preferred clad alloys for extreme
service conditions [1].

Developments in carbon manganese and high-strength low-alloy steels have focused
more on improved manufacturing processes known as “clean steel technology.” Included
are improvements in the control of steel melting, secondary refining, and continuous cast-
ing technologies. The development of CRAs has been driven more toward a “fine-
tuning” of the chemical composition, thereby resulting in enhanced material properties.
Fig. 26.1 illustrates the evolution of CRA alloy used in the oil and gas flow industry.

Maternistic Duplex Super duplex Super austenitic Nickel based

Figure 26.1 Corrosion-resistant alloy flow line used in the oil and gas industry.

Trends in Oil and Gas Corrosion Research and Technologies. http://dx.doi.org/10.1016/B978-0-08-101105-8.00026-7
Copyright © 2017 Elsevier Ltd. All rights reserved.
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Extreme operating conditions and more aggressive produced fluids have driven the
evolution of CRA materials. As an example, one of the most common CRA material
used in upstream oil and gas is 12% chromium alloy, which is a high-strength martens-
itic stainless steel with wide acceptance among many operators. However, failures
related to hydrogen stress cracking, sulfide stress cracking, and chloride stress corro-
sion cracking (SCC) limit the application of this alloy. As such, the use of duplex and
super duplex stainless steels has become a more viable alternative when considering
the use of a solid CRA material for flow line applications. The use of nickel base alloys
for solid flow lines has been used on a limited basis but is difficult to weld under field
conditions and is not cost effective.

Clad pipes and components use carbon steel materials (for instance, API 5L X65 for
pipes or ASTM A182, F22 and ASTM A694 F65 for forging bodies) either mechan-
ically or metallurgically bonded with CRA material. The selection of the “clad mate-
rial” depends on the production fluids and operating conditions. The material selection
can include austenitic stainless steels such as 316 L, super austenitics such as 904L, or
nickel-based alloys such as 625 or 825. Currently, nickel-based alloys such as 625 are
the most commonly used for clad pipes and weld inlay. The main advantage of using a
clad material is the combining of the strength of the substrate material with the corro-
sion resistance of the cladding.

26.2 Material selection process

Material selection starts with determining the requirements needed to safeguard
against internal and external environments. Key factors taken into account for internal
corrosion are the following:

• Production conditions
• Oil, gas, gas condensate
• Gaseoil ratio (GOR)
• Temperature and pressure
• Flow rate
• Water cut

• Production composition
• Acid gas content (Mole percentage of CO2 and H2S)
• Elemental sulfur

• Produce or condensed water composition
• Chlorides content
• Bicarbonates content
• Acetic acid content

• Other considerations
• Microbial activity

In assessing quantitative corrosion rates and cumulative damage, these factors are
used as input data for numerous corrosion models. For example, programs designed to
predict CO2 corrosion rates such as Norskok M-506 [2] were based on a de Waard
corrosion model. Recent corrosion prediction tools such as ECE 5.3 [3] have also
incorporated the ability to assess the influence of H2S, organic acids, and the presence
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of high chlorides. The results from these programs provide estimated corrosion rates
(both in the form of uniform CO2 corrosion as well as pitting corrosion rates in
mm/year), which then can be used to determine if carbon steel, carbon steel with chem-
ical inhibition, or CRAs should be used. For CRAs, other considerations include the
susceptibility of these materials to sulfide stress cracking, chloride stress cracking,
and hydrogen embrittlement. NACE MR0175/ISO 15156 [4] part 3 provides guidance
for the use CRA material in specific environmental conditions, which included partial
pressure of H2S, temperature, and chloride content. A proposed decision diagram for
material selection is shown in Fig. 26.2.

Material selection charts have been developed by a number of suppliers that incor-
porate critical service considerations (acid gas content, temperature, chlorides,
elemental sulfur, etc.). An example of material selection chart that has been developed
for Old Country Tubular Goods (OCTG) is shown in Fig. 26.3 [5].

26.3 Advances in carbon and high-strength
low-alloy steels

As discussed in the previous sections, the use of carbon steel is based on the corrosivity
of the system. Depending on the predicted corrosion rates for CO2 and H2S pitting and
the life of the project, the use of carbon steel and high strength alloys with and without
chemical inhibitors can be considered. For sour service applications, MR0175/ISO 1556
[5] Part 2 addresses the general guidelines for hardness control to avoid sulfide stress
cracking and provides acceptance criteria for hydrogen induced stepwise cracking.

Regardless of the product form (pipes, forgings, etc.), clean steel technology has
had the biggest impact on improving the resistance of carbon and low-alloy steels to
hydrogen damage. Clean steel technology refers to the use of improved manufacturing
technology to produce steels with reduced impurities, improved reliability, and a more
homogeneous metallurgical structure. To ensure steel cleanliness and homogeneity,
comparative analyses are used to address inclusion type, morphology, distribution,
and elemental segregation.

Material selection Corrosion
assessment  

Production
conditions 

Fluid composition, 
temperature, pressure, 

etc. 

Corrosion rate, erosion 
corrosion, or other 

damage mechanisms.

Carbon steel with or 
without inhibitors

CRA 
(Solid  or clad)

Figure 26.2 Decision diagram for material selection. CRA, corrosion-resistant alloy.
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An example of the relationship of the impurity levels such as sulfur content and
hydrogen induced cracking resistance is illustrated in Fig. 26.4.

Finally, fabrication considerations have to consider sulfide stress cracking resistance.
MR0175/IS015156 [5] Part 2 addresses hardness control in carbon and low-alloy steels.

Figure 26.3 Vallourec and Mannesmanndtubing selection guide, Vallourec and
MannesmandCRA OCTG selection guide [5]. CRA, corrosion-resistant alloy.
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Figure 26.4 Effect of sulfur content on hydrogen induced cracking [6].
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26.4 Corrosion-resistant alloys for critical service
conditions

When carbon steel materials are not a viable option because of the aggressiveness of
production conditions, CRAmaterials either in solid or clad form are used. While CRA
materials protect against CO2 corrosion, recent advances have focused on reducing the
susceptibility to other corrosion mechanisms such as sulfide stress cracking, hydrogen
embrittlement, and chloride SCC. The “fine-tuning” of these alloys involves modi-
fying the chemical composition while maintaining ranges prescribed in various spec-
ifications. Modifications include increasing the percentage and presence of enhancing
elements such as molybdenum, tungsten, cobalt, etc., while maintaining cleanliness
and the absence of detrimental microstructures (sigma phase, chi phases, etc.).

26.4.1 Martensitic stainless steels

Martensitic stainless steels can provide resistance to CO2 corrosion while providing
good mechanical and toughness properties. The evolution of martensitic stainless
steels is grounded in improving their resistance to sulfide stress cracking and chloride
SCC. New materials called super martensitic (also known as weldable 12%Cr, 13%Cr,
etc.) have high strength, typically 80 ksi (551 MPa) or above, very good corrosion
resistance in brines containing carbon dioxide (CO2), and rely on molybdenum added
in the level 1%e3% in some grades to improve resistance to fluids containing H2S.
The new super martensitics are considered an attractive alternative to duplex stainless
steel [6]. However, the susceptibility of super 13% Cr to cracking at high temperature
and high chlorides in the presence of an H2S partial pressure higher than 0.11 psia has
to be considered [7]. A new super 17% Cr alloy (martensitic/ferritic) provides
enhanced corrosion resistance up to 200�C (392�F), whereas under similar conditions
Super 13% Cr steels suffer both SCC and high corrosion rates [8]. Table 26.1 summa-
rizes typical chemical composition and applications of martensitic stainless steels.

26.4.2 Duplex stainless steel

When martensitic steels cannot be used, the use of duplex and super duplex steels
comes into play. Typical duplex and super duplex steel materials used for upstream
applications are UNS S32205 and UNS S32750. For less aggressive production envi-
ronments, some lean duplex materials have been used. Fabrication of duplex and super
duplex stainless steels require special consideration in the developing of welding
procedures or other thermomechanical processes (such as hot induction bending) to
ensure the mechanical and toughness properties, and the corrosion resistance is not
compromised. ASTM G48 Method A (ferric chloride test) is used to determine the
susceptibility of pitting (especially after welding), whereas ASTM A923 is used for
detecting detrimental intermetallic phases. Table 26.2 summarizes the grades and
limitations of duplex and super duplex stainless steels.
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Table 26.1 Chemical compositions (% by weight) and characteristics of Martensitic stainless steel used
on the upstream oil and gas industry

Designation Type UNS Cr% C% Mn% Ni% Mb%
Other
(%) Remarks

410 Martensitic S41000 13.5 0.15 1.00 e e P% 0.04,
S% 0.03,
Si% 1.0

Low cost, general purpose, heat-treatable
stainless steel. Used widely where corrosion
is not severe

410S Martensitic S41008 12.6 0.08 0.65 0.55 0.55 P% 0.03,
S% 0.01,
Si% 0.5

Lower carbon than type 410, offers improved
weldability but lower hardenability. Type
410S is a general purpose corrosion and
heat-resisting chromium steel
recommended for corrosion-resisting
applications.

425 Super
martensitic

S41425 13.3 0.02 0.76 5.00 1.68 Cu%
0.040,
Si% 0.30

High strength, acceptable stress corrosion
cracking (SCC) performance under mild
sour conditions [7]

427 Super
martensitic

S41427 12.0 0.023 0.33 5.36 1.92 Cu%
0.050,
Si% 0.22

High strength, acceptable SCC performance
under mild sour conditions up to 150�C
(302�F) [7]

Super 17 Cr Super
martensitic

S17400 17.0 0.03 0.50 5.00 2.5 Si% 0.05 High strength, acceptable SCC performance
under mild sour conditions [8] up to 200�C
(392�F)
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Table 26.2 Chemical compositions (% by weight) and characteristics of duplex stainless materials used
in the upstream oil and gas industry

UNS Type Cr% Ni% Mo% N Mn%
Other
(%) Remarks

S32101 Lean 21.5 1.5 0.3 0.22 5 e Good resistance to localized and uniform corrosion, as well as
stress corrosion cracking, used in flanges and valves

S31803/
S32205

Standard 22 5.7 3.1 0.17 e e Typical duplex stainless steel used in subsea applications such
as flow lines, tubing, flanges, fittings, and valves.

S32750 Super 25 7 4 0.27 e e A molybdenum-containing duplex stainless steel with higher
contents of chromium, nickel, and nitrogen. It combines
increased strength with improved corrosion resistance. Used
in seawater systems, umbilical tubing, flow lines, flanges,
fittings, and valves.

S32760 Super 25 7 3.2 0.25 e W%
0.7,
Cu%
0.7

Used as an alternative to S32750 where enhanced corrosion
resistance is required.

S32520/
S32550

Super 25 6.5 3.5 0.25 e Cu%
1.5

Also an alternative to S32750 where higher strength and
corrosion resistance is required.

S32707 Hyper 27 6.5 4.8 0.4 <1.5 Co%
1.0

Specifically designed for raw seawater heat exchanger
applications.
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26.4.3 Super austenitic stainless steel

Because of their low strength, typically austenitic materials are not used in solid form
for pressure-containing equipment in oil and gas industry. To overcome this issue, the
evolution of austenitic materials has yielded to super austenitic materials. Super
austenitic alloys provide additional strengthendas well as superior chloride pitting,
crevice, and SCC resistance to the type-300 austenitic stainless steel. Super austenites
use additional alloys to enhance their properties. Higher percentages of molybdenum
(>6 wt%) improve resistance to pitting and crevice corrosion in aqueous chloridee
containing environments. Nitrogen addition enhances metallurgical stability, improves
pitting and crevice corrosion resistance, and increases strength. Furthermore, higher
nickel content ensures a higher resistance against SCC.

Table 26.3 summarizes the grades and limitations of super austenitic stainless
steels.

Caution should be used during fabrication, ensuring that welding procedures that
follow the guidelines of the alloy producer are developed. Selection of consumables
and welding parameters is essential to prevent the formation of detrimental interme-
tallic phases.

26.4.4 Nickel-based alloys

As the operating conditions and the produced fluids become more aggressive, nickel-
based alloys are in the forefront. The advances focused on the modification of their
constituent elements. In formulated combinations, these elements result in materials
that provide excellent resistance to general corrosion, localized corrosion, pitting
and crevice corrosion in the presence of acid gas compositions, chlorides, and elevated
temperatures. These alloys also provide resistance to microbial corrosion (MIC) and
environmental assistant cracking (sulfide stress cracking, chloride SCC, etc.). The ben-
efits of each constituent element in nickel-based alloys are summarized in Fig. 26.5 [9].

Table 26.4 summarizes the grades and limitations that the nickel-based the alloys
most commonly used in upstream oil and gas:

Fabrication of nickel-based alloys is extremely critical, and all welding procedures
must follow the recommended guidelines of the product supplier. Deleterious intermetallic
phases (chi, Laves, and sigma) and precipitates can result in the loss of strength, tough-
ness, and corrosion resistance. A typical test preformed to determine the susceptibility
of based material and weld metal to corrosion damage is ASTM G28 Method A. Also,
for high-pressure/high-temperature applications ASTM G78 is used to evaluate the sus-
ceptibility to crevice corrosion of iron-base and nickel-base stainless alloys in seawater.

26.5 CLAD CRA materials

The evolution of carbon steel materials clad with CRA has developed in parallel with
the evolution of solid CRA materials. Clad products combine the strength of carbon
steel with the corrosion resistance of CRAs, providing a material cost benefit but
requiring a more labor intense fabrication process.
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Table 26.3 Chemical compositions (% by weight) and characteristics of super austenitic stainless steel used in
the upstream oil and gas industry

Designation UNS Ni% Cr% Mo% Fe% Cu% Other (%) Remarks

904L N08904 23e28 19e23 4e5 Bal. 1e2 C 0.02,
Mn 2,
Si 1

Added with copper to improve its
resistance to strong reducing
acids, such as sulfuric acid. The
steel is also resistant to stress
corrosion cracking and crevice
corrosion

6MO N08367 17.5e18.50 19.5e20.5 6e6.5 Bal. 0.5e1 C 0.02,
Mn 2,
Si 1

High resistance to chloride pitting,
crevice corrosion and stress
corrosion cracking

254 SMO S31254 18 20 6.1 Bal. 0.7 C 0.02,
Mn 1,
Si 0.08

Good impact strength both at room
temperature and at cryogenic
temperatures. Not recommended
for high temperatures (above
600�C). Higher general corrosion
and pitting resistance than 904L

Alloy 24 S34565 16e18 23e25 4e5 Bal. e C 0.03,
Mn 5e7,
Si 1.00

Used in seawater systems, high
resistance to localized corrosion
such as pitting and crevice
corrosion, good weldability

654 SMO S32654 21e23 24e25 7e8 Bal. 0.3e0.6 C 0.02,
Mn 2e4

High strength and toughness,
enhanced resistance to chloride
pitting and crevice corrosion
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Clad products are produced either using a metallurgical bond (weld overlay, roll
bonding, coextruded, etc.) or mechanical bond (inserted liner). Typically, metallurgi-
cally bonded clad products are used on small sections of flow lines as well as equip-
ment (valve, connectors, etc.), whereas mechanical cladding is used for longer flow
lines.

Table 26.5 summarizes typical austenitic clad materials used in combination with
carbon steel.

Other CRAs used for metallurgical and mechanical clad applications are 904 L,
alloy 625, alloy 825. These alloys are used in production conditions with increased
H2S, temperature, and chloride content.

26.6 Authors comments

The continue development of oil and gas reserves under more aggressive conditions
such as high pressure, high temperature, higher acid gas composition, and increased
exposure to workover and stimulation fluids will require improved CRAs. Likewise,

• Increases toughness at low temperatures. Also provides metallurgical and thermal stability,
weldability, hardenability, resistance to CO2 corrosion, sulfide stress corrosion cracking and
chloride stress corrosion cracking.

Nickle

• Improves resistance to oxidizing corrosives and to high-temperature oxidation and sulfidation,
and enhances resistance to pitting and crevice corrosion also improves hardenability and
strength. 

Chromium 

• Improves resistance to pitting and crevice corrosion in aqueous chloride containing
environments. It contributes to increased high-temperature strength. It minimizes the
temper embrittlement. 

Molybdenum 

• Improves resistance to high-temperature carburizing environments, reduces alloy costs, and 
controls thermal expansion.Iron 

• Improves resistance to reducing acids (particularly non-aerated sulfuric and hydrofluoric)
and to salts. Copper additions to nickel-chromium-molybdenum-iron alloys provide improved
resistance to hydrochloric, phosphoric and sulfuric acids.

Copper  

• Improves resistance to oxidation at elevated temperatures and promotes age hardening.Aluminum  

• Combines with carbon to reduce susceptibility to intergranular corrosion due to chromium
carbide precipitation resulting from heat treatments, and enhances age hardening.Titanium  

• Combines with carbon to reduce susceptibility to intergranular corrosion due to chromium
carbide precipitation resulting from heat treatments, improves resistance to pitting and
crevice corrosion, and increases high temperature strength.

Niobium (columbium)  

• Improves resistance to reducing acids and to localized corrosion, and enhances both
strength and weldability.Tungsten  

• Enhances metallurgical stability, improves pitting and crevice corrosion resistance,
and increases strength.Nitrogen  

• Provides increased high-temperature strength, and resistance to carburization and
sulfidation.

Cobalt  

Figure 26.5 Benefits of constituent elements in nickel-based alloys [9].
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Table 26.4 Chemical compositions (% by weight) and characteristics of the nickel-based alloys used in
the upstream oil and gas industry [9]

Designation UNS Ni% Cr% Mo% Fe% Cu% Other (%) Remarks

INCONEL
alloys 625
and
625LCF

N06625 61.0 21.5 9.0 2.5 Ti% 0.4,
Nb% 3e4,
Mn% 0.5

For optimum resistance to mechanical and thermal
fatigue up to 1200�F (650�C). Typically used for
weld overlay and cladding.

N06626

INCONEL
alloy 718

N07718 54.0 18.0 3.0 18.5 Nb% 5.0,
Ti% 1.0

Age-hardenable alloy combining strength up to 1300�F
(700�C) with corrosion resistance and weldability.

INCOLOY
alloy 825

N08825 42.0 21.5 3.0 28.0 2.0 Ti% 0.6e1,
C% 0.05,
Mn% 1.0,
Si% 0.5

A Ni-Fe-Cr-Mo Ti-stabilized alloy with excellent
resistance to sulfuric and phosphoric acids. Resistant
to reducing and oxidizing acids, pitting, stress
corrosion cracking and intergranular corrosion.

INCOLOY
alloy 925

N09925 44.0 21.0 3.0 28.0 1.8 Ti% 2,
Al% 0.3

Comparable with that of INCOLOY alloy 825 but with
higher strength obtainable by age hardening. Used in
the oil, gas, and marine industries for applications
calling for high strength and resistance to general
corrosion and pitting.

Continued
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Table 26.4 Continued

Designation UNS Ni% Cr% Mo% Fe% Cu% Other (%) Remarks

INCOLOY
alloy 945

N09945 55.0 23.0 4.0 Bal 3 Si% 0.5,
Ti% 2.5,
Al% 0.7

Resistance to sulfide stress corrosion cracking (SCC)
and SCC in H2S environments, used in oil and gas
components for downhole and surface gas well
including subsea valves.

AF955 N09955 57.8 21.8 5.87 8.19 Nb% 4.74,
Ti% 0.85,
Co% 0.12,
Al% 0.46

Microstructure in compliance with new requirements of
API 6ACRA, corrosion resistance up to NACE Level
VII, low susceptibility to hydrogen embrittlement
[10].

INCOLOY
alloy 028

N08028 32.0 27.0 3.5 1.0 Mn% 2.0 Austenitic stainless steel used for downhole tubing in oil
and gas extraction operations.

INCOLOY
alloy 25-
6MO

N08926 25.0 20.0 6.5 47.0 0.9 N% 0.20 A 6% molybdenum, nitrogen-bearing super austenitic
stainless steel resistant to pitting and crevice
corrosion in fluids containing chlorides and other
halides.
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Table 26.5 Chemical compositions (% by weight) and characteristics of austenitic materials used in the
upstream oil and gas industry

Designation UNS Type Ni% Cr% Mo% Fe% Cu% Other (%) Remarks

316 L S31603 Austenitic 10e14 16e18 2e3 Ba N/A C% 0.03,
Mn%
2.00,
Si%
0.75

Good option for mild chloride
environments. Resistance to CO2

corrosion in mild sour environments.

317 L S31703 Austenitic 11e15 18e20 3e4 Ba N/A C% 0.03,
Mn%
2.00,
Si%
1.00

Increased resistance to mild chlorides and
improved strength over 316L.
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the formulations of the chemicals used for corrosion control in carbon and low-alloy
steels will need to take higher temperatures and resistance to high-velocity flow rates
into consideration.

The evolution of corrosion models used for predicting uniform and pitting corro-
sion associated with production fluids containing acid gases will continue as features
such as produced water composition and other environmental species are integrated
into the programs. Note that the programs, until now, do not account for microbial-
induced corrosion. The interaction of MIC with other corrosion mechanisms may
play a role that is still to be determined.
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27.1 Introduction

Nonmetallic materials, designated here as polymers and composites, have played a ma-
jor role in the control of corrosion and related damage mechanisms in the oil and gas
production for over 50 years. This evolved from the inherent resistance of nonmetallic
materials to the corrosive conditions that exist in oil and gas production. Natural oil
and gas deposits occur in reservoirs underground, which accumulate at different depths
driven mainly by the decomposition of living matter and the changes that have
occurred in planet earth. These natural and geological changes led to the formation
of oil and gas deposits that are being harvested today to meet the continuously
increasing energy demands. The formation of oil and gas deposits can generate high
pressures and temperatures in the reservoir in addition to deleterious gases such as
CO2 and H2S, which are acid-forming gases that can cause corrosion. The decaying
matter can also produce naturally occurring organic compounds that can contribute
to corrosion, such as organic acids or inorganic compounds that can break down
and form acid gases such sulfates, sulfides, and carbonates once they come in contact
with water. Other corrosion-inducing organisms such as bacteria may exist in forma-
tions and can flourish once added nutrients become available. Such is the case of acid-
producing and sulfate-reducing bacteria.

As the oil is produced, the reservoir conditions change, leading to pressure decline
and encroachment of surrounding fluids, typically water (as oil and water coexist),
leading to an increase in water production. In gas production, a drop in pressure and
temperature can lead to water vapor condensation (wet gas) and dropout of water in
production tubing or flow lines and pipelines.

As the demand for energy increased, the industry extended exploration for oil and
gas into many frontiers (offshore, deepwater, arctic, etc.) and increased the recovery
efficiency of oil deposits through use of many different enhanced oil recovery tech-
niques: gas lift, water injection, steam injection, CO2 injection, polymer injection,
and air injection. All of these techniques are inherently corrosive if not effectively
controlled. They add to the corrosivity of the produced fluids through an increase in
the water to oil ratio (water cut), drop in pH, presence of oxygen, contamination
(nutrient for bacteria), and increase in pressure and temperature.
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The inherent corrosion resistance of nonmetallics made them the obvious choice to
manage aging assets, decline in production, control of corrosion of producing fluids,
and the demand for increased safety and asset integrity. The use of nonmetallics in
oil and gas production operations emerged with time and had to overcome several hur-
dles to become accepted as a viable and reliable solution to mitigate corrosion. Time
was required to develop expertise in the design, fabrication, and installation to gain
acceptance by codes and regulatory bodies.

Nonmetallics also offer, in addition to the corrosion resistance, the advantages of
lower weight compared with the traditionally used metals in offshore developments
and continue to be of considerable interest as the demand for lighter materials increase
with the developments of deepwater assets.

Like metals, nonmetallic materials have limitations. Temperature resistance and
mechanical properties are the main limitations. But chemical degradation, limitations
on inspection, and impact of aging must also be addressed in the engineering assess-
ment of the application.

27.2 Nonmetallic materials in use in oil and gas
production

Many nonmetallic materials are in use in oil and gas production in both onshore and
offshore applications [1,2]. Although there are many materials proposed by suppliers,
just a few materials account for the vast majority of installed product, with high-
density polyethylene (HDPE) making up the largest fraction of that population. The
reasons are mostly related to long history of use, cost, and availability. Composite ma-
terials are also in common use for pipelines, seal components, and repair technologies
[3]. The applications are not limited to pipe and tubing. Nonmetallic valves have been
used with success [4].

HDPE is very frequently used [5e9]. It is defined as having a density of
0.93e0.97 g/cm3. Higher density is caused by higher crystallinity, which brings
benefits of greater stiffness (strength) over a broader temperature range and lower gas
permeation rates. Modern grades of HDPE designed for use as pipes and other
pressure-rated applications are designated as PE100 in the International Standards
Organization (ISO) system and PE 4710 in the American Society for Testing and
Materials (ASTM) system. They are not necessarily interchangeable, but they can be
joined together by conventional means and both materials have good properties as
pipe and pipe liners. Certain grades of HDPE, known as PE-RT Type II, have been
designed for long-term use as pipe or tubing, with water temperatures in the range of
70�C (122�F) and a 50-year design life [10]. Cross-linked polyethylene (PEX) is a
form of polyethylene in which the polymer chains have covalent bonds between adja-
cent chains to form a network. This network increases the temperature at which the
material can be used, but at the expense of limitations on joining technologies. Among
low-cost thermoplastic polymers polyethylene materials have the highest temperature
range in water because water does not attack the polymer. Hydrocarbons tend to swell
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and soften all polyethylene materials, leading to loss in strength and increase in gas
permeation rates resulting in much lower temperature ratings in hydrocarbon service.

Polyamides (PA or nylons) are a group of polymers with an amide linkage
between monomer units and are used in conditions where HDPE is not suitable
[11,12]. The amide linkage is generated by reaction of a carboxylic acid and an amine.
In forming the bond, a water molecule is generated. This reaction is reversible in a pro-
cess known as hydrolysis, in which a water molecule attacks the amide bond and is
consumed, regenerating the carboxylic acid and amine. The hydrolysis process is
accelerated by high-temperature and low-pH (acidic) conditions. This aging mecha-
nism makes it necessary for the designer to consider the operating chemistry and
temperature conditions to determine the upper use temperature for a given design
life. Several types of nylon are available. Each type ages by hydrolysis at a unique
rate determined by the polymer type. In upstream oil and gas PA11 and PA12 have
the widest use, longest history, and longest lifetime. PA6 and PA6.6 are lower cost
and have lower lifetimes.

Polyphenylene sulfide (PPS) is a thermoplastic material with outstanding chemical
and permeation resistance. It is suitable for application in oil and gas production up to
150�C (302�F) [13]. It’s main disadvantage is the difficulty in processing, making it a
high-cost option.

Polyvinylidene fluoride (PVDF) is a thermoplastic material with high resistance to
most oil and gas produced and injected fluid environments and has an upper temper-
ature limit of 130�C (266�F) [14]. It has limited resistance to strong amines,
concentrated acids, and sodium hydroxide, and is typically recommended for use in
pH range < 8.5.

Polyvinyl chloride (PVC) is a thermoplastic material with moderate strength and
chemical resistance available in rigid and flexible forms based on the level of plasti-
cizers used. Other additives are used to enhance the properties of the polymer. In gen-
eral, it has good resistance to many chemicals, particularly acids, but is less resistant to
solvents, leading to swelling and loss in strength, and in some solvents significant
degradation.

Poly-ether-ether-ketone (PEEK) is a thermoplastic polymer with very high chem-
ical resistance, high strength, dimensional stability, and stiffness. It has wider contin-
uous use temperature, up to 170�C (338�F), with resistance to hydrolysis in steam,
water, and seawater. PEEK is available in various forms to produce any type of engi-
neering components from tubular shapes to seals and couplings. Its major disadvantage
is high cost.

Polyketones (PK) is another group of polymers that have similar chemical resis-
tance to polyamides and are less costly but susceptible to hydrolysis in the same
way as polyamides. Their oil and gas history is very limited [15].

Fiber-reinforced plastic (FRP) or glass-reinforced epoxy (GRE) composite
materials are made of glass fiber reinforcement impregnated with thermoset resins
[16,17]. They are used for internal liners and pressure pipes. Depending on the appli-
cation, the fiber reinforcement is typically made of either continuous or discontinuous
glass fibers, with E-glass being the most common. Other glass fiber types, such as
ECR-, C-, AR-, and S-glasses, are used mainly to meet chemical/corrosion resistance.
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The fibers are woven or wound in certain patterns and angles to meet the axial and hoop
strength requirements of the application. The thermoset resins provide the chemical
resistance and thermal stability as determined by their glass transition temperature
(Tg). Polyester, vinyl ester, epoxy-based vinyl ester, epoxy, phenolic, and modified
acrylic resins are used. In addition, other additives, such as catalysts, hardeners, and
fillers, are used to enhance processing and properties. The selection of the resin and
the interior liner determines the corrosion resistance and temperature stability of the
product. Similarly, the exterior layer determines the suitability of the product application
and may include additives such as ultraviolet (UV) stabilizers. The type of resin and
hardener determines the chemical resistance and maximum temperature of the FRP
component. Water and aromatic hydrocarbons are the most damaging to FRP. To resist
this effect, amine-cured epoxy has been used with aromatic amineecured resins,
providing the highest usable temperature of 130�C (266�F), compared with aliphatic
amineecured resins at 115�C (239�F), whereas anhydride curing resins have a
maximum temperature in water of 80�C (176�F). Vinyl ester and epoxy resins are im-
mune to attack by the main hydrocarbon components of crude oil and acid gases CO2
and H2S, making them suitable for oil and gas production applications. However, epoxy
resins are affected by hydrolysis and are not suitable for use in steam applications [5].

Considerable experience has been gained with the use of these materials in both
onshore and offshore oil and gas production applications that resulted in improvements
in the products, engineering design, installation, and introduction of new improved
materials [18e29]. Studies have shown that these materials are cost-effective, partic-
ularly when evaluated based on life cycle cost [1,30e33].

27.2.1 Mechanical properties

The key mechanical properties of nonmetallics used as pressure pipes and liners are a
consequence of their chemical structure and the end use conditions. Mechanical prop-
erties are strongly influenced by temperature and absorbed fluids. Often the absorbed
fluids reduce the strength of the polymer by acting as a plasticizer. For example, light
hydrocarbons dissolve in polyethylene, causing a reduction in tensile modulus
compared with the unexposed material, depending on the temperature and hydrocarbon
mix. Lighter and aromatic hydrocarbons are more aggressive than heavier, aliphatic hy-
drocarbons. Fig. 27.1 shows the effects of temperature and diesel on a typical HDPE
pipe grade that was immersed in diesel at 80�C (176�F) until full saturation before ten-
sile testing at the indicated temperature. Different grades likely display somewhat
different effects of temperature and hydrocarbon absorption. The material supplier
should be able to supply information specific to their material. In stress-bearing appli-
cations this must be considered for all materials. These effects are always considered by
competent designers during the engineering assessment for the application.

Nonmetallic materials have a more complex mechanical behavior than metals. Like
metals, nonmetallic materials exhibit the common properties of tensile elongation,
yield, and ultimate tensile strength. These values are strongly influenced by tempera-
ture. In addition, nearly all of the nonmetallic materials used in oil and gas corrosion
management applications display stress regression over long time periods, meaning
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that over time, and under load, the strength decreases. Mechanical strength measured
over short time periods (seconds to minutes) is higher than the long-term strength of
the material. The slope of the regression is usually fairly flat, and small differences
in applied stress can have large effects on product lifetime (see Fig. 27.2).

In the case of thermosetting fiber-reinforced materials, stress regression is caused
mostly by progressive failure of the reinforcement fibers. As a single fiber fails, the
load is safely redistributed to the many remaining fibers in the structure, reducing
the overall strength of the structure. Eventually enough fibers are broken that the
average stress per fiber is too high and the pipe will fail. The progression to failure
can be quite fast once the process starts.
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line depends on the polymer type and grade being tested.
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For unreinforced thermoplastic materials the structure is held together by entangle-
ment of the many polymer chains that comprise the solid phase. Under load they
slowly disentangle, leading to eventual ductile failure. In some cases (such as for poly-
ethylenes), there is another mechanical failure mechanism called slow crack growth
that eventually results in a brittle failure while under load. For thermoplastic pressure
piping like HDPE pipe, both of these mechanisms must be considered because the
polymer is under hoop stress. The most frequently referenced standards to determine
the long-term pressure capacity of nonmetallic piping require that the materials are
tested for transition to the brittle regime.

The long-term hoop strength (pressure capability) is governed by stress regression
over the design life of the pipe. Most international standards for determining the long-
term strength of nonmetallic pipe require measuring the strength over at least four log-
arithmic decades of time to at least 10,000 h. The log-log regression fit line is then
extrapolated to 100,000 h to determine the long-term strength. The long-term stress
rating is established after application of a suitable design factor to the long-term
strength. This method is used to establish the pressure rating of monowall plastic
pipe, FRP and GRE pipes, and nonmetallic fiber-reinforced thermoplastic pipe
(RTP). The long-term ratings for a single material pipe such as polyethylene pipe is
usually a hydrostatic design basis (HDB) using ASTM standards or a minimum
required strength (MRS) using ISO standards. For composite material pipes a pressure
design basis (PDB) is the usual rating method.

Materials with HDB, PDB, or MRS listings in PPI TR-4, published by the Plastics
Pipe Institute, have been judged as suitable in pressure piping applications with 20- or
50-year stress regression behavior validated by testing using well-established test
methods from ASTM International and ISO [34e37]. Depending on the location
and regulatory requirements, a listing in TR-4 may not be necessary for a resin or
pipe product to be qualified. Independent auditing bodies may also attest to the
completeness and quality of the test results obtained by any of the three listed long-
term stress testing methods.

27.2.2 Chemical resistance of important polymers in oil and gas

Because of their chemical makeup polymeric materials are subject to a variety of types
of chemical attack [38]. There are two main categories: softening and chemical degra-
dation. Softening is the loss of stiffness (modulus) when chemicals from the environ-
ment are absorbed into the bulk. Softening is usually accompanied by swelling as the
invading chemicals fill the available free volume of the bulk and interfere with attrac-
tions between the polymer molecules, enabling further volume expansion. Chemical
degradation is the breakage of chemical bonds in the polymer chain. Bond breakage
shortens the polymer chains and, eventually, reduces the ductility of the polymer to
zero. Chemical degradation can happen at the same time as softening and swelling,
which usually accelerate the process by making the attacking chemicals more available
and providing an enhanced opportunity for the broken bond ends to move away from
each other, reducing any chance that the reaction will be reversed in an equilibrium-
driven process.
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The principle of “like dissolves like” applies to chemical resistance. Produced hy-
drocarbons are similar in chemical structure to polyolefins such as polyethylene and
polypropylene. For this reason, hydrocarbons are readily absorbed by polyolefins.
Polyolefins do not absorb significant quantities of water.

27.2.2.1 High-density polyethylene

Low-molar-mass hydrocarbons dissolve in HDPE with the result that the polymer
swells and the modulus decreases. Shell Canada reported [39] the properties of
a particular grade of HDPE after exposure to an aromatic natural gas condensate.
Table 27.1 contains data from their paper and illustrates the impact of that exposure
environment on the properties of that particular grade of HDPE [39].

It is clear from these measurements that there are useful properties at 60�C (140�F)
for this particular HDPE grade. The authors reported that the maximum swell was
about 6% and the maximum weight gain was about 10%. This is consistent with
known properties of HDPE exposed to liquid hydrocarbons. The authors conclude
that HDPE is suitable for use up to at least 40�C (104�F) in hydrocarbons, and possibly
up to 60�C (140�F) in well-controlled, fully understood applications. Since this work
was reported, resin manufacturers have made improvements in HDPE materials and
new grades of HDPE have been developed that have improved modulus values.
Designers are encouraged to get updated mechanical property data on the grade being
used.

27.2.2.2 Permeation effects in HDPE

The permeation rate of hydrocarbon liquids and gases through a polymer is a function
of the temperature, partial pressure differential, solubility of the permeant in the poly-
mer, and diffusion rate of the permeant through the polymer bulk.

Gas permeation proceeds until the partial pressure of the gas is equal on both sides of
the polymer. In the case of a solid-wall free-standing pressure pipe (e.g., polyethylene

Table 27.1 Property retention of HDPE after exposure to condensate [39]

Material
property

238C (73.48F) 408C (1048F) 608C (1408F)

Unexposed
At
equilibrium

Un-
exposed

At
equilibrium

Un-
exposed

At
equilibrium

Young’s
modulus
MPa

394 205 254 181 141 162

Yield stress
MPa

21.3 18.3 17.1 17.9 11.6 17.1

Yield
elongation
%

19.7 34.0 24.8 37.3 54.1 48.1

Nonmetallics applications in oil and gas production 633



pipe for distribution of natural gas to homes), gas permeation will reach a constant,
steady state rate. If that pipe is encased in an impermeable shell, as is the case of a
HDPE corrosion barrier liner pipe within a steel host pipe, permeation will proceed until
the pressure is the same on both sides of the liner pipe wall.

Liquid hydrocarbons are soluble in polyethylene. They will dissolve into the HDPE
and diffuse to the other side of the pipe where they will exit the bulk and remain on the
exterior surface of the liner unless they evaporate into the environment. When the exte-
rior of the liner is coated with a thin monolayer of liquid hydrocarbons, the concentra-
tion gradient (equivalent to the partial pressure differential for gases) flattens and
permeation effectively stops for a given temperature. In this case the hydrocarbons
usually also have a softening and swelling effect. Swelling increases permeation
rate. If the pipe is transporting a mixture of gas and liquid (e.g., produced gas and
gas condensate) the swelling caused by the condensate will increase the permeation
rate of the gas.

27.2.2.3 Polyethylene in water applications

HDPE pipe has a long history of successful use in water applications at moderate tem-
peratures. PEX and PE-RT pipes have been used in pressurized hot water systems
operating at temperatures up to about 80�C (176�F) with a proper pipe design.

New-generation HDPE materials, such as PE 4710, have been used as corrosion
barrier liners in structurally sound steel pipes for up to 9 years at 90�C (194�F) in
Canadian produced water systems, according to one major liner Installation Com-
pany. The time frame is not based on knowledge of failures at 9 years, but rather
that they started installing HDPE liners in this service type about 9 years ago. In wa-
ter the chief concern is loss of tensile modulus with the increased temperature.
Modulus is directly related to liner collapse pressure, leading designers to use thicker
liners at high temperatures, typically DR17-20 instead of the more conventional DR
30-40 designs. Fig. 27.1 shows that for HDPE without absorbed hydrocarbons the
tensile modulus declines from about 800 MPa to about 150 MPa at 80�C (176�F).
Although in water systems liner collapse due to differential gas pressure across the
liner wall is unlikely, the combination of softening and thermal expansion at oper-
ating pressures far above the installation temperature can cause buckling because
the liner is constrained by the steel host pipe, and buckling is the most likely stress
relief mechanism.

27.2.2.4 PolyamidesdPA6, PA6.6, PA11, and PA12

As the chemical structure of the polymer deviates from hydrocarbon-like (nonpolar) to
a more polar structure, the ability of hydrocarbons to swell and soften the polymer is
reduced, but the amount of water absorbed increases compared with polyolefins. For
this reason, polyamides (nylons) are highly resistant to swelling by hydrocarbons but
they absorb water, which causes swelling of the polymer. Polyamides 11 and 12
absorb up to 2% by weight of water and swell about the same amount. Nylons 6
and 6.6 absorb as much as 9% by weight but swell less than that with water absorption.
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Nylons are subject to hydrolysis as the principal degradation mechanism. PA11 and
PA12 have been thoroughly investigated as part of their qualification as pressure bar-
riers in American Petroleum Institute (API) 17J-compliant offshore flexible pipes [40].
The hydrolysis behavior of PA11 is well documented in API 17 TR2 [41]. The hydro-
lysis behavior of PA12 is very similar. PA6 and PA66 have significantly faster rates of
hydrolysis compared with PA11 and PA12. The reason is that PA6 and PA66 have
many more amide linkages for attack by water, making a successful attack much
more likely.

27.2.2.5 Effects of water on polyamides

Water is one of the reaction products of making polyamides, and the polymerization
reaction is reversible under the right conditions. Hydrolysis, the reverse reaction, is
the principal aging mechanism. In this reaction, water reacts with the amide bonds
in the polymer to reform the acid and amine end groups, thus reducing the molecular
weight of the polymer. If enough hydrolysis reactions happen, the molecular weight
will be reduced to the point that the polymer becomes brittle and eventually will
dissolve. This reaction has been extensively studied for PA11 and PA12, but little
has been published on the hydrolysis of PA6 and PA6.6 in the solid state.

Hydrolysis of PA6 and PA6.6
El-Mazry et al. published a comprehensive aging model for PA6.6 [42]. When using
the available published PA11 data, the model predicts the same lifetime as the API 17
TR2 model, providing validation to the new approach for PA6.6. Fig. 27.3 shows the
time to embrittlement for PA6.6 calculated using the El-Mazry model. The times
shown in Fig. 27.3 are probably a worst case scenario for PA6.6 in pure water. The
work was done with thin films, and this makes water abundantly available to all the
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Figure 27.3 Time to embrittlement for PA6.6 calculated using the model of El-Mazry et al. [42]
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amide bonds in the bulk. Thicker sections like pipe walls would take much longer to
saturate and there would be a gradient of degradation from the wet surface to the rela-
tively dry interior until full saturation is achieved. Nevertheless, it makes sense to limit
PA6 and PA6.6 use temperatures to 40�C (104�F) and below. If the pH of the fluid is
acidic, the rates will accelerate significantly because acids are potent catalysts for
hydrolysis.

Hydrolysis of PA11 and PA12
As with PA6 and PA6.6 water can react with the polymer causing loss of molecular
weight, resulting in embrittlement. The phenomenon has been extensively studied
for these materials. Because of their critical importance as pressure barrier and external
sheath materials in offshore flexible risers and flow lines compliant with API Spec 17J,
offshore operators worked with subject matter experts in a Joint Industry Project to
develop a technical report that thoroughly describes the hydrolysis behavior of
PA11, including an aging model. The report, eventually issued as API 17TR2 con-
cludes that, for PA11, there is a minimum molecular weight for retention of ductility
and describes the relationship between time, temperature, and pH to reach that lower
bound molecular weight. The general rule based on the API 17TR2 model and current
offshore flexible pipe industry practice is that for nonacidic pH values the temperature
limit is 67�C (153�F) for a 20-year lifetime. If the pH is acidic, the lifetime gets shorter
for the same temperature, so to get the 20-year lifetime it is essential to reduce the
temperature.

Since the API model for PA11 was published, extensive work has been done on
PA12 and the aging behavior in hydrolytic conditions has been published [43].
PA12 has similar hydrolysis kinetics to PA11, and the results indicate the API
17TR2 model is more conservative for PA12. Another interesting observation is
that PA12 samples fully saturated with hydrocarbon liquids have a slower rate of hy-
drolytic degradation than identical coupons exposed only to water. The authors
conclude that the absorbed hydrocarbons increase the bulk hydrophobicity, decreasing
the water absorption and transport rate in the polymer bulk, with the result that the
availability of water to react with amide linkages is reduced, compared with the water
exposure only case. It is reasonable to assume that the same effect would be observed
in PA11.

Fig. 27.4 shows the hydrolytic degradation rate for PA12. This plot represents the
results of a lifetime study in which end of life was defined as a reduction of tensile
elongation at break to 10% engineering strain [44]. This end-of-life criterion may
not be applicable to all applications and the reader is advised to consult the material
manufacturer for more application-specific information. The rate of hydrolytic degra-
dation is not the same for all polyamides. Comparing Fig. 27.4 for PA12 with Fig. 27.3
for PA6.6 one can see that the rate for PA12 is significantly slower than for PA6.6. At
60�C (140�F) the anticipated lifetime for PA6.6 is about 2.5 years, compared with over
20 years for PA12. Generally speaking, aliphatic polyamides with more methylene
units between the amide linkages have slower hydrolytic degradation rates than poly-
amides with fewer methylene units between amide linkages.
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27.2.2.6 Effect of hydrocarbons on nylons

PA6 and PA6.6 materials are resistant to hydrocarbons such as natural gas condensate
and diesel fuel up to about 90�C (194�F). Some swelling is likely. If the formulation is
described as “super tough,” the effect will be larger because of the impact modifiers in
the formulation. The impact modifiers are elastomers that are finely dispersed in the PA
bulk. These elastomers will swell when exposed to hydrocarbons. However, these ma-
terials are regularly used in automotive hydrocarbon exposure applications with proper
part designs. Mechanical stiffness will be less, but the change will be much less than in
a polyethylene (PE) material in the same service.

PA11 and PA12 are not significantly affected by produced hydrocarbon fluids and
most fuels. In plasticized grades, the plasticizer may slowly exchange with pipeline
contents hydrocarbons with the result that the mechanical properties and dimensions
of the polymer remain stable as one plasticizer exchanges for another.

27.2.2.7 Effect of alcohols on nylons

Alcohols, especially methanol, are capable of swelling polyamides. If the polyamide
formulation contains plasticizers or other small-molecule additives in quantities of
more than a few percent by weight, methanol is able to extract the small molecules
quickly at mild temperatures. Methanol works significantly faster than ethanol or prop-
anol, mostly because of the difference in molecular size. Methanol, being smaller,
moves into the polymer faster to extract and replace the additive. It is also much
more soluble in the polymer than most additives and will soften and swell the polymer
significantly, much like light hydrocarbon effects on HDPE. The result is that the poly-
mer contains the alcohol instead of the additive. The problem with this is that, unlike
additives, the alcohol is easily removed. So, for example, if a nylon-lined wet-gas gath-
ering line is treated with methanol to break or prevent hydrates, then is shut in, and the

Example of hydrolysis of PA12 in deionized water
with 10% elongation at break as end of life criterion
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Figure 27.4 Hydrolytic degradation rate of PA12.

Nonmetallics applications in oil and gas production 637



methanol is allowed to stay in the pipeline for more than a few hours, some additives
will exchange for methanol. Then when the methanol is swept out of the system by
more wet gas the methanol will eventually return to the flow stream (driven by a
concentration gradient) and the polymer liner will get stiffer and shrink because the
additives that comprised a significant fraction of its weight are gone. If methanol is
added continuously or frequently in large quantities over a long enough period of
time the material could swell and soften, possibly causing a premature failure. Meth-
anol should be avoided except as the solvent in periodic inhibitor treatments with
short-term, transient exposure. Ethanol is much less of a problem.

27.2.2.8 Effect of inorganic chemicals on nylons

Mineral acids, such as hydrochloric, sulfuric, and nitric acids, should generally be
avoided. Transient exposure like in a flow back from an acidizing job may be well
tolerated as long as the exposure time is short (hours, not days) and the temperature
is low. Each nylon type has a different sensitivity to acids and a subject matter expert
should be consulted if exposure to mineral acids is anticipated.

Alkaline solutions such as those found in completion fluids are less aggressive than
acids and are well tolerated for long times at temperatures of about 40�C (104�F) and
lower. This general statement may not be relevant because completion fluids are
subject to temperatures much higher than 40�C. Each case should be examined indi-
vidually by a subject matter expert to determine compatibility.

Both materials have limited resistance to bromides. Bromides are often a significant
component in completion brines and choke and kill fluids.

27.2.2.9 Permeation of nylons by gases

There are little useful published data regarding the permeation of oil-field gases
through PA6 and PA6.6. Because of the important role of HDPE, PA11, and PA12
in offshore flexible pipe pressure barriers they are well characterized with a large
body of published data. Permeability coefficients have been established by various re-
searchers. Table 27.2 summarizes permeability coefficients measured under conditions
relevant to upstream applications [45].

PA12 values are in the same order of magnitude as PA11. The permeability coef-
ficients were measured near the upper use temperatures of the materials.

PVDF, PPS, PEEK, and PVC do not absorb much water because, in addition to
their very different chemical structure, they are highly crystalline and the crystalline
phase is not penetrated by water. But they are not without their own chemical resis-
tance vulnerabilities in the right circumstances.

27.2.2.10 Polyvinylidene fluoride

Effect of hydrocarbons on PVDF
Petroleum environments are well tolerated by PVDF and its copolymers. The grades
developed for offshore flexible pipe pressure barriers have been extensively tested in
hydrocarbon environments intended to simulate upstream conditions. Volume changes
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are on the order of -1% exposed to diesel at 150�C (302�F). This reflects an exchange of
plasticizer for hydrocarbons in the bulk.

PVDF and its copolymers are highly resistant to attack by acids. Bases can be a
problem. Alkaline conditions catalyze a decomposition that imparts color and eventu-
ally brittleness. Highly alkaline completion fluids would be a problem for continuous
exposure, but transient exposure should not pose a large risk.

Highly polar solvents, such as dimethyl sulfoxide, dimethyl formamide, and
n-methyl-2-pyrrolidone, dissolve PVDF at ambient temperatures. These are not nor-
mally transported by pipeline and are unlikely to present a hazard to pipe. They
may be present in small concentrations as a carrier solvent for some types of corrosion
inhibitor or other well treatment chemical, but in that form are unlikely to present a
threat to structural integrity, although over time, depending on temperature and pH,
it could affect the pressure capabilities of free-standing PVDF pipe.

Aging mechanisms of PVDF
In normal upstream oil and gas use as a barrier polymer for fluid transport PVDF and
its copolymers do not exhibit any chemical reactions that result in a predictable rate of
properties loss over time. Instead, experience for PVDF in offshore flexible pipes is
that plasticizer loss accompanied by volume shrinkage and loss of ductility is the
biggest threat [46]. Material manufacturers have reformulated their offerings to retain
ductility and volume in conditions that would result in extraction of plasticizer.

27.2.2.11 Polyphenylene sulfide

PPS is highly resistant to severe chemical environments. It has no known solvents up
to about 200�C (392�F). PPS is generally inert to the oil and gas environment and

Table 27.2 Permeability of PA11 and HDPE [45]

Gas
species

Measurement
pressure/
temperature

Permeability of HDPE
cm3 (at standard
temperature and
pressure)/cm s bar

Measurement
pressure/
temperature

Permeability of
PA11 cm3

(at standard
temperature and
pressure)/cm s bar

CH4 100 bar/60�C
(1450 psi/
140�F)

5.0 � 10�8 100 bar/80�C
(1450 psi/
176�F)

1.1 � 10�8

CO2 40 bar/60�C
(580 psi/
140�F)

16 � 10�8 40 bar/80�C
(580 psi/
176�F)

7.5 � 10�8

H2S 20 bar/80�C
(290 psi/
176�F)

18 � 10�8 40 bar/80�C
(580 psi/
176�F)

42 � 10�8

HDPE, high-density polyethylene.
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reactions of PPS with water, hydrocarbons, and gases are not observed. However,
grades proposed for pipeline service are formulated to improve flexibility and low tem-
perature impact strength. The additives that can change over time, affecting flexibility,
yield stress, and elongation, and impact toughness during service. Although these
characteristics may change, the PPS matrix material retains integrity.

27.2.2.12 Poly-ether-ether-ketone

PEEK is a high-melting-temperature engineering resin that is also very highly crystal-
line. It is highly resistant to hydrocarbons and water at temperatures below about
250�C (482�F) and has high stiffness up to nearly 300�C (572�F) in air. At higher tem-
peratures and in the presence of aqueous salts and completion fluids PEEK degrades to
unacceptable levels quickly [47].

27.3 Applicable standards

There are numerous standards that apply to nonmetallic oil-field pipes. Table 27.3 lists
the key standards for pipe and liner products. The high-level product standards apply
to the finished, ready-to-install pipe for pressure piping products or to the fully
installed liner for liner products. API and ASTM have standards that cover common
pressure piping products for use in oil and gas applications. By referencing them, these
standards include material standards and test method standards that must be complied
with for the product to comply with the high-level product standard.

27.4 Qualifications

Fabricated articles such as pipe, fittings, and structural components are built and tested
to industry standards to qualify them for the intended service. The standards are devel-
oped by consensus of subject matter experts and are cited in purchasing specifications.
Table 27.4 is not intended to be an exhaustive list, but rather to serve as a guide to the
most commonly applied qualification standards.

27.5 Nonmetallic materials application in oil and gas
production

Generally, it can be stated that nonmetallic materials have been used or are being qual-
ified for use in practically all equipment in oil and gas production. These applications
include:

• Downhole tubing liners (FRP and HDPE, PE-RT, PPS, PEEK)
• Tubing and casing (FRP)
• Flow lines and gathering lines (solid: FRP, HDPE) (liners in steel or RTP: FRP, HDPE, PA,

PEX, PE-RT, PPS, PVDF)
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Table 27.3 Standards that apply to nonmetallic materials and
structures in oil and gas applications

Application Publisher Designation Title

Polyethylene
line pipe

API API 15LE Specification for polyethylene
line pipe

ASTM ASTM F2619 Standard specification for high-
density polyethylene line pipe

Reinforced
thermoplastic
pipe

API API 15S Spoolable reinforced line pipe,
second edition

Fiberglass line
pipe

API API 15HR High-pressure fiberglass line pipe

API 15LR Low-pressure fiberglass line pipe
and fittings

ASTM ASTM D3517 Standard specification for
fiberglass (glass-fiber-reinforced
thermosetting-resin) pressure
pipe

Thermoplastic
liners for oil-
field
pipelines

NACE NACE RP0304 Design, installation, and operation
of thermoplastic liners for oil-
field pipelines

Fiberglass lined
steel

API API RP 15CLT Recommended practice for
composite lined steel tubular
goods

Thermoplastic
materials

ISO ISO 23936-1 Petroleum, petrochemical, and
natural gas
industriesdnonmetallic
materials in contact with media
related to oil and gas
productiondPart 1:
thermoplastics

Thermosetting
materials

ISO ISO 23936-3 in
development

Petroleum, petrochemical, and
natural gas
industriesdnonmetallic
materials in contact with media
related to oil and gas
productiondPart 3: thermosets

Composite
materials

ISO ISO 23936-4 in
development

Petroleum, petrochemical, and
natural gas
industriesdnonmetallic
materials in contact with media
related to oil and gas
productiondPart 4: fiber-
reinforced composites
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Table 27.4 List of commonly cited qualification standards for
nonmetallic structures used in oil and gas exploration, production

Application
Standard for
qualification Notes

Plastic pressure pipe PPI TR3 Each of these standards contains
requirements for determining the
long-term hydrostatic strength of
plastic pipe. Some have additional
requirements

ISO 9080

API 15LE

ASTM F2807

Reinforced
thermoplastic pipe
(RTP)

API 15S, second
edition, 2016

This standard specification covers all
spoolable reinforced thermoplastic
line pipes. It includes requirements for
qualification, determination of
operating pressure, end fittings,
quality, and documentation

Thermoplastic liners for
steel pipe

NACE RP-0304,
second edition
2016

This recommended practice was updated
in 2016 and provides guidance for
design, installation, and operation of
thermoplastic liner for oil-field
pipelines

Composite coiled
tubing, jumpers

API 17Z (in
development)

As of late 2016 this standard is still in
development, but good progress is
being made

Composite risers and
tensioners

DNV-RP-F202 This is a comprehensive engineering
design standard

Unbonded offshore
flexible pipe

API 17J 17J is a standard specification and 17B is
a recommended practice that serves as
a companion document to 17J. API
17TR2 addresses hydrolytic aging of
PA11, which is used extensively in
offshore flexibles as the pressure
barrier, wear tapes, and outer sheath

API 17B

API 17TR2

Fiber-reinforced plastic
(FRP) piping and
components

ASTM D2992 ASTM D2992 is the standard method to
determine the long-term hydrostatic
strength of fiberglass pipe. API 15 HR
and LR are, respectively, standard
specifications for high-pressure and
low-pressure fiberglass line pipes

API 15HR

API 15LR

FRP lined tubing API 15CLT Recommended practice for composite-
lined steel tubular goods
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• Injection lines (solid: FRP, HDPE) (liners in steel or RTP: FRP, HDPE, PA, PEX, PE-RT,
PPS, PVDF)

• Tanks and vessels (FRP, HDPE, PA, PVDF)
• Fire mains and piping (FRP)
• Cooling water (FRP)
• Produced water piping (FRP, HDPE)
• Coil tubing
• Seawater and water disposal systems
• Flexible pipe reinforcement
• Composite risers and riser components (tensioners)
• Jumpers
• Choke and kill lines
• Structural components (grating, ladders, handrails, helidecks, fire and blast walls, machinery

foundation, derricks, living quarters, etc.)
• Others (cable trays, cable ladders, survival crafts, escape systems, buoys, etc.)
• Floating platform tendons
• Umbilicals
• Composite repair for maintenance and rehabilitation (pipe and vessel repairs)
• Spoolable composite tubing

27.6 Major applications of nonmetallic materials in oil
and gas

27.6.1 Solid wall nonmetallic pipe

Solidwall plastic pipe is commonly used in low-pressure gathering networks and fuel gas
distribution networks [48]. It is also used in siphon strings (velocity strings) and injection
capillaries. Hydraulic control umbilicals and injection umbilicals also use solidwall plas-
tic pipe or tubing. Polyethylenes, including HDPE, PE-RT, and PEX are the most
commonly used materials, but in specialty applications PA11 and PA12 are in wide use.

Table 27.4 Continued

Application
Standard for
qualification Notes

FRP vessels and tanks API 12P Specification for fiberglass-reinforced
plastic tanksdfourth edition 2016

BS 4994 Design and construction of vessels
and tanks in reinforced plastics, 1987
BSI, UK

ASME RTP-1 Reinforced thermoset plastic corrosion-
resistant equipment

ASME Section X Fiber-reinforced plastic pressure vessels
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27.6.1.1 Polyethylene pipe

HDPE is the basic engineering polymer grade of polyethylene. There are grades of
HDPE with material designation codes including PE4710 and PE100 that are
designed to be pressure piping materials and have long-term hydrostatic strength
characteristics established by the manufacturer and usually verified by a third party
certifying body. These grades and others have found broad use in oil and gas as pres-
sure pipes and liners. Heavy wall HDPE pressure pipes are widely used for gathering
lines at low pressures. As HDPE absorbs light hydrocarbons and becomes softer
(lower Young’s modulus and creep modulus), it is typically necessary to derate
the nominal pressure capacity of HDPE pipes transporting more than 1 mol% hydro-
carbons by 50%.

27.6.1.2 PE-RT pipe

Certain grades of HDPE, known as PE-RT, have been designed for long-term use in
under-floor radiant heating applications with water temperatures in the range of 70�C
(158�F) with a 50-year design life. PE-RT has been available and in common use
since before 2006 when the first ISO standard describing the long-term hydrostatic
performance (ISO 24033:2006) was published describing PE-RT Type I. Type II
was introduced before 2009, the date of the most recent revision, ISO 24033:2009
[49]. Both standard versions include long-term strength reference curves that define
the minimum acceptable high-temperature long-term hydrostatic strength
requirements.

Type II grades have been designed to eliminate Stage 2 failure (brittle failure) dur-
ing long-term hydrostatic stress applications. These PE materials are different from or-
dinary HDPE materials in that they incorporate at highly regular intervals a linear 6- to
10-carbon side chain along the backbone chain. These side chains are able to incorpo-
rate into adjacent crystalline lamellae and act as physical cross-links. This internal rein-
forcement significantly increases resistance to slow crack growth and inhibits
transition to Stage 2 failure. Cross-linking is a traditional method to improve the ther-
mal range of plastic materials, but more standard chemical cross-linking renders the
material unsuitable for fabrication operations using melt processing techniques, like
butt fusion, which are important for fabrication of piping systems and especially crit-
ical for liner technology.

Commercial PE-RT raw materials are required to show conformity with the ISO
24033 standard reference curves by submitting pipes for a year-long hydrostatic pres-
sure testing in an accredited laboratory. PE-RT Type II is formulated with highly
robust and extraction-resistant antioxidant additives that suppress Stage 3 (thermoox-
idative) failure for much longer times than older generation materials.

PE-RT is still polyethylene, so it suffers from many of the same disadvantages as
HDPE: swelling and loss of strength with hydrocarbon absorption, low modulus at
100�C (212�F), and essentially the same permeability to gases as HDPE. Using this
material at high temperatures will require knowledge of the Young’s modulus,
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swelling in the service environment, and permeability to the expected gases at the
design conditions.

27.6.1.3 PEX pipe

PEX has been used for a long time in radiant heating applications. Of the three types,
PEX-b, also known as silane cross-linked, is the most likely candidate for pressure
pipe and liners because cross-linking happens at some time after extrusion with expo-
sure to hot water. Once extruded, PEX-b starts to cross-link at a rate that is deter-
mined by the catalyst concentration and type, availability of water, and
temperature. In hot, humid, storage, and transport conditions PEX-b begins to
cross-link before joining. Some suppliers claim they have formulations that resist
premature cross-linking. PEX-a, which is cross-linked in the extruder at the pipe
plant using peroxides cannot be joined using conventional butt fusion, so mechanical
or electrofusion couplers must be used. To minimize joints in the field coiled pipe
made from both material types is available in diameters of about 8 in. (200 mm)
and smaller. The principal barrier to larger diameter coiled pipe is the size of the
coil, which tends to become very large for large-diameter pipe, exceeding limits
on modes of transportation to the job site.

It is interesting to note that some reported long-term testing of PEX shows inferior
slow crack growth resistance when compared with the PE-RT data [50]. PPI TR-4 con-
tains HDB listings for some specific PEX compounds at 200�F (93�C). These grades
are subsequently derated in mechanical end couplings because of this known suscep-
tibility to stress cracking, particularly in hot chlorinated potable water. Some data sug-
gest transition to Stage 2 behavior at lower temperatures than for other grades.

27.6.1.4 PA11 and PA12 pipe

The unplasticized grades of PA11 and PA12 have been fully qualified to transport
natural gas at twice the pressure of HDPE gas pipes. Both materials are listed in
PPI TR-4/2016 with a HDB at 23�C (73�F) and 217 bar (3150 psi), which is twice
the HDB of HDPE at the same temperature. They also have HDB ratings that are
significantly higher than HDPE at elevated temperatures. These materials are not soft-
ened by hydrocarbons to the same extent as HDPE, but some small swelling is
observed in aromatics. The effects on long-term hydrostatic strength have not been
established.

27.6.1.5 FRP/GRE pipe

FRP/GRE pipe is composed of a thermosetting resin reinforced by fibers. FRP is
fiber-reinforced polymer. GRE is glass-reinforced epoxy. FRP and GRE are usually
considered interchangeable names for the same product. FRP/GRE is widely used in
oil and gas production, with produced water, utilities, and fire water systems being
the primary applications [51]. Other applications include flow lines for oil production
and chemical handling [52]. Use of FRP/GRE in offshore applications provides both
the required corrosion resistance and the weight saving, and offers such a significant
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cost advantage that today most fire water systems for offshore platforms are made of
FRP/GRE.

Applications in downhole have been limited to FRP/GRE where it has been used
for casing and tubing, particularly in shallow wells where the stresses are low and
threaded couplings can withstand the load. The type of FRP/GRE reinforcement as
well both inner layer and outer layer resins are selected for the required chemical
resistance and temperature stability because produced fluids could come in contact
with both the inner diameter (ID) and outer diameter of the tubing and the ID of
the casing. The limited application in downhole tubulars is a result of the pressure
rating limitation, limited temperature range, and low abrasion resistance in sucker
rod lift wells or where wire lines are frequently used.

Choices for resins are driven by the operating conditions and environments, with
amine epoxy cured offering the widest operating temperature and chemical resistance
ranges. FRP/GRE can be affected by UV and applications with continuous exposure to
sun light require the use of UV-stabilized resins for the exterior layer.

The reinforcement is the key structural component of GRE/FRP, carrying all of the
hoop, axial, and other loads through the design life of the product. Reinforcement fi-
bers may be continuous or discontinuous, woven textile or filament-wound. The heli-
cal winding angle affects the performance, cost, flexibility, and dynamic fatigue
tolerance of the pipe. There is no standard reinforcement material and many different
types are in use: continuous or discontinuous glass fibers, different classes ECR, C,
AR, or S (woven or filament-wound) variants; all the reinforcement types display
stress regression behavior.

The thermoset resins determine the other properties. The resin on the inner layer
determines the chemical resistance and the thermal stability. The resin for the outer
layer serves to protect the reinforcement from damage caused by outside mechanical
forces such as abrasion and low impact, from radiation damage caused by UV light
from the sun, and from chemical attack by components of the soil in which the
FRP/GRE may be buried. It also serves as the carrier of a print line identifying the
product lot number, manufacturer, nominal diameter, pressure rating, and other perti-
nent information.

The challenges in the use of FRP/GRE are the lack of ways to determine the degra-
dation or the damage in the pipe as there are no nondestructive evaluation (NDE)
techniques that can show damage, and the only means for ensuring the integrity of
the pipe is through visual inspection, hydrotesting, or destructive testing of removed
sections.

27.6.2 Reinforced thermoplastic pipe

RTP consists of a plastic pipe (the liner) around which is wrapped at least two layers of
reinforcement: one with a left-handed helical configuration and the other right handed.
This sequence may be repeated, but always with an even number of helical wraps, to
maintain balance under pressure. The reinforcement is covered by another polymeric
layer, the cover or jacket. This is very similar to the construction of hydraulic hoses.
Each of these layers relies on the others for the RTP to properly function for the design
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life. These products may be designed and manufactured in compliance with API 15S
(see Table 27.3).

The liner is required to contain the internal fluids, but does not offer any contribu-
tion to the hoop strength of the structure. It must retain its barrier properties for the
design life of the RTP product. The liner usually, but not always, serves as the mandrel
around which the reinforcement is wrapped. There are many polymer materials that
can serve as a liner. Most RTP liners are made from commodity materials, such as
HDPE [53]. At least one supplier offers multiayer liners in which the liner is manufac-
tured such that there is a high-performance engineering polymer in contact with the
fluids and adhered to a commodity backing pipe that provides the structural character-
istics to the liner [54]. Solid wall PA12 liners are available for applications requiring
superior resistance to gas and liquid permeation [55].

The reinforcement is the key structural component of RTP, carrying all of the hoop,
axial, and other loads through the design life of the product. Reinforcement type affects
cost, weight, flexibility, and dynamic fatigue tolerance of the RTP product. There is no
standard reinforcement material and many different types are in use: aramid fiber, dry
glass fiber, thermoset impregnated glass fiber, steel strips, and steel wires. Except for
the steel variants, all the reinforcement types display stress regression behavior.

The cover serves to protect the reinforcement from damage caused by outside me-
chanical forces such as abrasion and moderate impact, from radiation damage caused
by UV light from the sun, and from chemical attack by components of the soil in which
the RTP may be buried. It also serves as the carrier of a print line identifying the prod-
uct lot number, manufacturer, nominal diameter, pressure rating, and other pertinent
information. HDPE is the most common cover material.

The end fitting or coupler is another key component of the RTP system. It allows
the connection of the RTP to the pipeline system, through flanges on piping, tees, el-
bows, and valves. The end fitting must remain leak-tight for the service life of the RTP
and may be required to sustain high axial loads during installation and possibly oper-
ation. Most end fittings are mechanical devices made of steel or corrosion-resistant al-
loys. Some incorporate o-rings and/or other elastomeric sealing elements. Some
designs use electrofusion technology to join the liner so that no metal is exposed to
the pipeline contents. Each RTP manufacturer designs their end fittings. They are
not interchangeable between manufacturers.

27.6.3 Liners

Liners are nonstructural corrosion barrier plastic pipes that are inserted into a structural
host pipe. The liner acts as a barrier to shield the host pipe from the corrosive fluids and
to interrupt the corrosioneerosion cycle that is responsible for wall loss. Liners usually
perform this function with exceptional reliability, but rare exceptions have been
described in the literature. One review discusses the details of material selection, design,
and operation [56]. NACE International has published a recommended practice on the
subject [57]. The Plastic Pipe Institute maintains a detailed guidance document on the
subject that addresses polyethylene liners for mostly municipal and industrial applica-
tions but the general principals apply in many oil and gas applications [8]. Liners are
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used in RTP as the fluid barrier, in structurally sound steel pipe as a corrosion barrier,
and in jointed downhole production tubulars to prevent corrosion and wear.

27.6.3.1 As used in pipelines

Thermoplastic liners have almost exclusively been polyethylene based, predominantly
PE80, PE100, PE4710, and PE3408 materials with much more limited use of PEX and
PE-RT. PE80, PE100, PE4710, and PE3408 are well-established pipe grade materials
that have been very well characterized for pipe applications and widely employed as
liners. They are typically limited to around 60�C (140�F). PEX was introduced to raise
that temperature limit. PE-RT Type II materials raise the limit to 80�C (176�F) and do
not have the processing and butt fusion limitations associated with PEX.

It is widely claimed that PEX and PE-RT liners have been used up to, and in some
case in excess of, 90�C (194�F) in oil-field water service. But at this time there are no
published reports to support the claim. While it is possible that 90�C (194�F) is the
design temperature, not the operating temperature, it is likely that there are some
polyethylene liners operating in the 80e85�C (176e185�F) range in oil-field water
service.

As the operating temperature goes above 60�C (140�F), failure rates of PE liners
appear to become significant. There are several reports of failure rates of up to 5%
in older systems using older grades of polyethylene and with an uncertain design his-
tory [48]. In gas service, radial collapse due to gas permeation through the liner and
buildup of pressure within the annulus is major failure mechanism.

Liner failures are usually discovered long before there can be significant damage to
the host pipe. When a failure is detected, the line must be shut in and emptied of fluids
and the liner replaced. Even this cost, including lost production, repeated every
5e10 years, can be competitive with more expensive chemical inhibition programs.

PA11 and PA12 have been used for higher temperature service, especially for
multiphase pipelines where all polyethylene liners have a short lifetime due to
swelling and softening from hydrocarbon absorption [44,58]. Both materials are
resistant to swelling and softening in hydrocarbons and maintain good properties
well beyond the limits of HDPE. Both materials are susceptible to swelling and soft-
ening by methanol but can easily tolerate the normal amounts of methanol used in
injection fluids.

PVDF has been proposed for conditions beyond the PA11 and PA12 range, with
offshore pipelines as the most viable application because of the cost [14]. Moving
away from commodity polyethylene materials to more specialized polymers brings
with it a significant cost increase, for example, compared with HDPE, a cost factor
of �5 for nylon materials and �10 or more for fluoropolymers and high-grade resins
is not unusual. In some applications, this may mean that other, metallurgical, options
become attractive. Operators should expect that high-performance engineering polymer
liners will be expensive compared with HDPE, because of not only increased materials
costs but also the development costs incurred during qualification for first use in a
given, usually high-risk, service.
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27.6.3.2 As used in downhole tubulars

Thermoplastic liners have been used in jointed production tubing since the early
1990s. Polyethylene is the most frequently used material. The liner provides resistance
to internal corrosion caused by produced fluids and guards against tubing wear, a well-
known failure mechanism in rod and progressive cavity pumped production systems
[59]. Other materials, including PPS and PEEK, have been introduced for higher tem-
perature and more severe service applications [60].

27.6.3.3 As shop-lined piping and fittings

Lined pipe bends, fittings, tees, reducers, and elbows are produced in all types of ma-
terials used in the lining of metallic pipe at all sizes. However, all are shop applied and
require flange connection. Fabricated pipe spools with multiple bends can be lined.
Lining of pipe elbows, tees, reducers, and fittings is well-established technology and
has been in use for several decades, particularly in the chemical process industry.

27.6.3.4 As FRP composite and nonbonded thermoplastic liners

FRP/GRE has been widely used as corrosion-resistant, low-cost liners for tubing [61].
FRP/GRE-lined tubulars are typically made of FRP/GRE liner with a grout occupying
the space between the lining and the metal tubular ID. FRP/GRE-lined tubulars have
been in use for over 50 years in water injection, oil and gas production, water disposal,
and acid gas injection. They are available for wide range of operating temperatures, up to
177�C (350�F). FRP/GRE liners offer another advantage in cases where they are used to
rehabilitate corroded tubulars, which offers further cost advantage over corrosion resis-
tant alloy (CRA) materials. Earlier problems with the coupling sealing rings were expe-
rienced mainly because of improper selection of material that led to degradation of the
rings or lack of proper installation that led to squeezing and protrusion of the ring,
reducing the drift.

FRP/GRE liners have a flow velocity limitation of 10 m/s (33 ft/s) mainly as a result
of lack of data at higher velocities [62]. Also, FRP/GRE liners are prone to mechanical
damage during well intervention, particularly from sharp tools or wire lines. To pre-
vent such damage, the speed of the wire line is controlled and use of nonsharp tools
is required.

Similarly, HDPE and nylon with their various grades have been used as nonbonded
for downhole tubulars [63]. Their application mirrors the use in piping systems with
the primary limitation on temperature and chemical degradation by produced fluids.
Their application is also limited to environments where gas permeation through the
liner is limited. Because tubulars use threaded connections it is not possible to vent
off any permeated annulus gases.

Solid thermoplastic liners also offer added lubricity and have shown improvement
in wear in sucker rod applications.

Other materials, PPS, PK, and PEEK, have been considered but have not been used
because of cost. Certain grades are being evaluated as a replacement for CRA materials.
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27.7 Rehabilitation

Nonmetallic materials are frequently used in rehabilitation projects, especially for
pipelines. In this context rehabilitation is defined as intervention in an operating system
component for the purpose of arresting structural degradation and/or repairing struc-
tural damage so that the system can be returned to full operational status without
replacement of the rehabilitated component. A common example is the insertion of
a plastic liner into a steel pipeline that has been determined to be at risk of pressure
derating unless wall loss due to corrosion is stopped. There are three classes of pipe
rehabilitation: structural, semistructural, and nonstructural.

Structural rehabilitation restores the pressure capacity of a pipeline that has been
compromised by wall loss. These products are designed to be fully pressure containing
and do not require any strength contribution of the host pipe. These are usually com-
posite products consisting of three layers: a plastic liner, a continuous helically wound
reinforcement layer, and a plastic cover. RTP products are often used for structural
rehabilitation. These solutions are used in offshore and onshore projects. API 15S de-
fines the qualification requirements for this product type. There are numerous suppliers
around the world. Nearly all RTP products compliant with API 15S have nominal di-
ameters of 8 in. or less. A notable exception is Smart Pipe, which is available in diam-
eters up to at least 16 in., is manufactured on the job site, and has the option of
including fiber optic sensors along the length of the pipe [64]. These sensors can detect
and reveal the location of temperature changes and mechanical stresses along the pipe-
line. This and other RTP products can be pulled into an existing pipeline to provide a
pressure-rated “liner” that effectively replaces the function of the steel host pipe, but
without the potential for corrosion.

A semistructural rehabilitation uses a liner that has not been rated to the host pipe
operating pressure and cannot fully perform the strength function of the host pipe, but
because of a specific set of conditions the liner is able to restore the pipe to full oper-
ating pressure. Semistructural liners are used when a defect in the host pipe, usually a
small hole, must be repaired. Properly designed thermoplastic and composite liners can
bridge small holes for long periods of time, effectively restoring the pressure capacity
of a pipeline. This works because the stresses on the liner at the steel pipe defect are far
below the long-term strength of the liner in the service conditions, but unless there is
assurance that the defect (hole) will not grow in size after the liner is inserted, the liner
should not be assumed to be capable of bridging the hole indefinitely. Liner design for
hole bridging requires comprehensive understanding of the complete stress tensor of
the liner at the defect site and is a specialty that is properly left to subject matter
experts.

Nonstructural liners act as corrosion barriers to protect structurally sound steel pipes
from internal corrosion and have been discussed in the Liners section. In the rehabil-
itation role, an inserted liner separates the pipeline contents from the steel host pipe ID,
effectively breaking the corrosioneerosion cycle that is a major cause of wall loss, and
cuts off the supply of corrosive fluids and bacterial nutrients, which is the leading
cause of localized corrosion.
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27.8 Limitations

There are dozens of polymers and composite structures proposed for use in oil and gas.
The limitations of these materials are mostly related to chemical resistance and the com-
bined effects of chemical attack and mechanical stress. The chemical resistance charac-
teristics from polymer to polymer can be enormous. Resistance to oil-field fluids can vary
from extremely resistant to almost nonresistant, depending on temperature and fluid mix.
Different classes of nonmetallics have different aging mechanisms and kinetics. Most
find a few applications in which they are very good but perform poorly in others.

The lack of long-term performance data inhibits routine adoption of most materials.
Long term means at least 20 years in the projected service environment. Because it is
rare to have 20 years of aging data available, materials suppliers have used classical
chemical kinetics to develop long-term, lower temperature, aging rate estimates based
on very high-temperature, short-term testing (Eyring models). All of these models
involve assumptions about the chemical or physical aging mechanism. If the assump-
tions are wrong, then so is the model. Validation of a model requires rigorous control
of sample preparation, exposure conditions, testing methods, and data analysis. There
are no standard methods from ASTM, API, ISO, and other standardization bodies for
developing these models, making it harder for a nonexpert to determine whether a
model has been properly developed and its results can be believed.

Nonmetallic materials have elastic, plastic, and viscous mechanical responses to
applied stresses. The extent to which one or two of these responses dominates the total
mechanical response limits the application range of the material. Absorbed chemicals
can change these response levels, resulting in a different profile of mechanical proper-
ties. And mechanical stresses combined with chemical and/or UV exposure can limit
the useful range of a material.

NDE technologies for nonmetallics lag behind those for metals. This makes in-
service inspection for integrity verification difficult or impossible. For nonmetallics
stress regression is the usual long-term mode of mechanical failure and it is not
possible at this time to inspect for progress along this curve. Chemical degradation
and aging are the usual chemical modes of failure. Measuring this requires chemical
analysis and there are few nondestructive methods suitable for the field, and they rarely
penetrate the surface of the specimen more than a few micrometers.

Repairing nonmetallic materials can be done in some applications. Plastic pipe wall
damage can be repaired using electrofusion saddles over the site, and full encirclement
sleeves have been used to reinforce larger damaged areas of both thermoplastics and
fiberglass pipe. Composites such as RTP cannot be repaired without cutting out the
damaged section, although minor damage to the cover can be repaired using the
same types of tapes used to cover bare steel at weld zones.

27.9 Typical failures

Failures of nonmetallic equipment in oil and gas production can occur as a result of
multiple causes, with chemical compatibility due to softening, crazing, or permeation
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leading to collapse and improper selection of materials being the dominant factors.
Other failure mechanisms such as mechanical damage, UV degradation, creep, fatigue,
and environmental assisted damage can occur but are not as common. The type of fail-
ure mechanism varies with the type of application and operating conditions. Failures in
FRP piping and vessels typically occur during construction mainly during hydrotest-
ing, with failures mainly in the joints and fittings. The primary cause for these failures
are due to defective installations and overloading of materials due to improper design
such as lack of accounting for water hammer and bending stresses. Mechanical dam-
age and chemical degradation are the most common causes of failures that occur dur-
ing operation. Mechanical damage can occur without leaving any indication or sign
and can be missed by inspection, making it difficult to verify the integrity of compo-
nents. Examples of some of these common failures are presented in the following
sections.

27.9.1 Downhole

Failures in downhole applications have been mainly in liners, with liner collapse in
HDPE liners as the most common. This can happen for a number of reasons, including
mechanical damage done to the pipe by sucker rod strings, overheating, over torque-
ing, and CO2 and/or H2S permeation effects from the produced fluids. If the pipe col-
lapses, the ID is greatly reduced and can even cause the rods to get stuck. Example of
collapsed lines is shown in Fig. 27.5.

In cases of FRP-lined tubulars, mechanical damage is generally the most common
but fatigue of the liner can occur if there are voids in the grouting. An example of this
type of failure is a liner in water/CO2 injection FRP-lined tubing that failed after nearly
8 years in service. Cracks in the liner developed in an area where there were voids in
the grouting. Failure of the liner led to corrosion of the steel tubing that led to burst as
shown in Fig. 27.6, which shows the breaking of the fibers in the liner.

Figure 27.5 Example of collapsed liner in reinforced thermoplastic pipe line.
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27.9.2 RTP line failures

Like any product if operating conditions are not well specified and construction prac-
tices are not adhered to, RTP lines can fail. Examples of the type of failures experi-
enced with RTP applications are listed.

A 3.500 103 bar (1500 psi) 82�C (180�F) RTP line with HDPE liner used for gas
production flow line operating at 51 bar (745 psi) and 39�C (102�F) with flow rate
of 6.2 MMSCF (million standard cubic feet) failed due to excessive loading at the
connection Fig. 27.7.

A 300 52 bar (750 psi) 121�C (250�F) RTP line with PPS liner used for oil and gas
production flow line operating at 8 bar (120 psi) and 94�C (195�F). The produced
fluids had high CO2 (47 mol%), 5 ppm H2S, and 97 vol% water cut with very low-
salinity produced water. The line failed after 2 years because of cracking that has
been caused by crazing of the PPS liner due to high CO2, high temperature, and
manufacturing anomalies acting as stress concentrations. The cracking in the liner
shown in Fig. 27.8 led to leak of the produced fluids, which came in contact with
the nylon reinforcing fibers causing them to become brittle and crack due to hydrolysis
by water and CO2 at high temperature.

A 3.500 103 bar (1500 psi) 82�C (180�F) RTP line with HDPE liner operating at
76 bar (1100 psi) and 52�C (126�F) with production rate of 5.8 MMSCFD (million

Figure 27.6 Example of failed fiber-reinforced plastic liner in downhole tubing.

Figure 27.7 Example of failure of reinforced thermoplastic pipe line due to excessive loading at
couplings.
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standard cubic feet per day) failed after a month in operation. The analysis showed that
the failure was as a result of rock impact as shown in Fig. 27.9.

A 400 RTP line with HDPE liner in gas service operating at 83 bar (1200 psi) and
80�F failed in service. The line was unburied and unconstrained. The line failed after
over a year in service as a result of uncontrolled movement resulting in kinking
(Fig. 27.10).

A 3.500 83 bar (1500 psi) 82�C (180�F) RTP line operating at 76e90 bar
(1100e1300 psi) and 79�C (175�F) in continuous service, failed after several months
in service. The failure was attributed to exceeding operating limits of the liner
(Fig. 27.11).

Figure 27.8 Reinforced thermoplastic pipe line failure showing failure of liner, reinforcement
fibers, and outer jacket (a) and blistering and cracking of the liner with the axial markings are
manufacturing anomalies (b).

Figure 27.9 Failure due to rock damage on reinforced thermoplastic pipe line.

Figure 27.10 Example of reinforced thermoplastic pipe line failure due to kinking.
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A 3.500 103 bar (1500 psi) 60�C (140�F) RTP line operating at 90 bar (1300 psi)
initially, with gradual drop to 52 bar (750 psi) and 41�C (105�F), failed after nearly
12 months in service. Several failures had occurred but over 90% of the lines were still
in operation. Different failure patterns were observed: liner collapse, jig saw tooth fail-
ure, laminate cracking, and spiral cracking. Sections from the failed pipe when tested
showed suppressed mechanical and chemical properties. In some cases the liner suf-
fered significant discoloration and collapse (Fig. 27.12). The analysis showed the
degradation in properties was likely a result of chemical attack and/or fatigue due to
severe cycling. Neither case could be substantiated from operating data, raising ques-
tion on the quality of the liners of the failed lines. The failure was likely a result of

Figure 27.11 Typical failure of reinforced thermoplastic pipe line due to exceeding operating
limit. Note discoloration and degradation of the liner in (c).

Figure 27.12 Failure of reinforced thermoplastic pipe line that initiated as liner collapse
shown in (c).
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exceeding operating limits of the installed liner and exposure to pressure cycling and
sudden depressurization.

27.10 Future trends in development of nonmetallics

As experience with nonmetallic materials accumulates, the deficiencies in the incum-
bent material technologies become clear. New polymer developments usually result in
very expensive materials with better high-temperature behavior or enhanced chemical
resistance. Yet the fitness for service test methods lag new polymer development. Ma-
terial failures can be attributed to a large variety of causes, including chemical attack,
short- and long-term mechanical overloading, pressure cycling, and radiation (UV)
damage. Most experts identify chemical resistance as a key area in which further devel-
opment is needed. Standard test methods to assess chemical resistance in oil and gas
applications are in development at ISO and there is active discussion of how to develop
an accelerated lifetime test for a wider variety of thermoplastics and thermosets, as has
been done for PA11 and PA12 in API 17TR2. Eventually it will be necessary to
include mechanical loading at the same time as chemical exposure. Anecdotal evi-
dence points to that combination as more damaging than either factor alone.

The effect of flow rate and erosion due to solids has limited the use of nonmetallic
materials to flow velocity of 10 m/s (33 ft/s) in solid-free systems mainly as a result of
lack of experimental data and models.

Beyond new materials is the development of new structures taking advantage of the
benefits of combinations of materials, both new and existing. Composites fall into this
category. It is not difficult to identify materials with desired characteristics, but the
manufacturing technologies needed to realize complex structures are in constant evo-
lution. Simply placing the materials together in the right orientation is not necessarily
sufficient to a successful application. It is often necessary to treat the surface of one
component with a chemical that makes possible good adhesion to the other compo-
nent. This is not always straightforward and is the subject of ongoing research.

Finally, one important challenge in the use of nonmetallics is the difficulty of in-
spection using NDE methods. Because nonmetallics are not magnetic conventional
pipeline wall inspection tools and weld inspection tools are rendered useless. NDE
methods are the subject of academic and commercial research, although few develop-
ments have been widely applied.

27.11 Summary

Nonmetallic components have been in use for nearly 50 years and have proven as a
viable product for compacting corrosion, weight saving, and cost-effectiveness and
have established good track record in various applications. The use of these materials
requires in-depth knowledge of the limitation and compatibility with operating envi-
ronments. Failures have occurred where wrong materials were selected, operating
limits were exceeded, and exposure to damaging environment and failure to adhere
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to construction practices have occurred. Lack of data on many of the new materials and
limited field application will slow the expansion of use of these materials. Several new
materials and product lines offer further extension to the use of these materials as they
become widely accepted, more cost-effective, and readily available. Nonmetallic prod-
ucts will continue to play a role in exploitation of oil and gas resources and other en-
ergy sectors.
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Pitting corrosion 28
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28.1 Introduction

Internal pitting corrosion is a significant factor in the degradation of pipelines and as-
sets used in the oil and gas industry. Both carbon steel and corrosion-resistant alloys
(CRAs) can undergo pitting corrosion. The susceptibility of metals to pitting corrosion
and pitting corrosion rate (PCR) depend on the metallurgy of the metal and the envi-
ronment in which it is operating.

Carbon and low-alloy steels are extensively used in the oil and gas and other indus-
tries. At least 80% of all components in the oil and gas industry are made from carbon
steels because they are inexpensive, readily available, and easily fabricated. Every ef-
forts, including changes to processes, are made to use carbon steels. When carbon and
low-alloy steels cannot withstand operating conditions, CRAs are used. Localized
corrosion, in the form of isolated pits on both the internal and external surfaces, con-
tinues to cause failures of carbon steel pipes, pipelines, and other process equipment
[1]. Although the resistance of CRAs to pitting corrosion is far higher than that of car-
bon steel, they are also susceptible to pitting corrosion.

Modeling pitting corrosion of carbon steel and CRAs is necessary because it will
help to estimate the remaining service life of an asset, type, and extent of mitigation
(e.g., corrosion inhibitors, biocides, or alternative materials) as well as the frequency
of monitoring, inspection, and maintenance.

This chapter describes various principles that can be used to model pitting corrosion
and predict pitting corrosion rate.

28.2 Theories of pitting corrosion

If the corrosion proceeds uniformly over the entire surface then the metal becomes
thinner uniformly. This happens when the percentage area of anode and cathode is
50% on the entire structure and for the entire duration of service. Uniform or general
corrosion represents loss of metal on a tonnage basis, but this type of corrosion is not of
concern in the oil and gas industry because it seldom occurs. In a way this type of
corrosion is the most desirable corrosion type because the probable life can be pre-
dicted accurately. Most common corrosion mechanisms are localized, i.e., corrosion
is limited to specific areas or parts of a structure resulting in unexpected or premature
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failures. Many factors alone or in combination with one another make uniform corro-
sion become localized corrosion. These factors include variations of:

Metallurgy The grains and grain boundaries are at different energy levels,
facilitating localization of corrosion. In addition to metallographic
inhomogeneities, impurities, oxides, inclusions, mill scale, orientation
of grains, dislocation arrays, microstructure, precipitated phases,
localized stresses, scratches, and nicks facilitate localized corrosion.

Corrosion
potential

Corrosion potential is not uniform across the entire surface.

Surface layers If the product of a corrosion reaction dissolves in the environment, the
corrosion continues to take place uniformly. Beyond certain duration,
because of solution saturation, some products may deposit back on the
surface. If the deposition occurs uniformly, then the surface is fully
covered, and no corrosion reaction takes place. This seldom occurs.
The surface layers are formed discontinuously and at various
thicknesses at various locations of the structure.

Extraneous
materials

When extraneous materials such as sand, clay particles deposit on the
surface, they facilitate nonuniform corrosion.

Dissolved salts The presence of dissolved salts may alter the corrosion environments
locally.

Velocity The effect of velocity is complex and depends on the characteristics of
the metal and the environments to which it is exposed. If the velocity
of the flow across the entire surface is constant, then general corrosion
takes place, but velocity varies across the surface facilitating
localization.

Temperature Temperature facilitates diffusion and convection. In general an increase
in temperature increases the corrosion rate. If there is a temperature
gradient along the pipeline, then localized corrosion conditions
prevail.

The theories of localized pitting corrosion may be broadly classified into classical
and nonclassical.

28.2.1 Classical

The pitting corrosion of CRAs can be explained by classical theory. According to that
theory, the process of pitting corrosion takes place in three stages [2]:

1. Formation of a passive film or surface layers on the metal surface
2. Initiation of pits at localized regions on the metal surface where films or surface layers break

down.
3. Pit propagation

Passive films generally form as a bilayer, with a compact layer adjacent to the
metal and an outer layer comprising a precipitated phase that may incorporate anions
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and/or cations from the solution. Passivity is still observed in the absence of the outer
precipitated phase; hence, passivity is attributed to the compact inner layer. The precip-
itated outer layer may often be unstable. Although these layers can have a dramatic
effect on film properties, they have not been systematically investigated.

There is much current debate concerning the initiation of pitting corrosion. One
approach puts an emphasis on the inherent microscopic defects on the metal surface:
inclusions, grain boundaries, scratches, etc. (a priori), whereas the other acknowledges
that a nonuniformity on the metal surface and its development to visible dimensions
occur after a passive metal is placed in a corrosive medium (a posteriori). The priori
approach assumes that heterogeneities are present on the passive metal, whereas the
posteriori approach assumes an induced heterogeneity at the interface between a passive
metal and corrosive media. In connection with a posteriori assumptions, the significance
of stochastic or fluctuation processes have been stressed as the initial step of pitting.
Experimental pit initiation results show significantly more scatter than those for other
types of corrosion, although the origin of this scatter is still open to discussion. Both
the stochastic and deterministic approaches have value and are not mutually exclusive.

The final stage during pitting corrosion is the formation of stable and continuously
propagating pits. This happens when the pits become sufficiently large and conditions
and processes taking place are closely related to those occurring in crevice corrosion.

28.2.2 Nonclassical

Localized pitting corrosion of carbon steel may be explained by nonclassical pitting
corrosion theory. According to this theory, the primary passive layer that has tradition-
ally been associated with pitting corrosion of CRAs (classical theory) is not present
and surface layers are formed because of corrosion of carbon steel in a given environ-
ment. These surface layers may be considered as the precipitated outer layers as
defined in the classical pitting corrosion mechanism.

1. The metal will undergo uniform corrosion until the surface layer is formed.
2. As surface layer(s) form the corrosion rate decreases.
3. If the surface layers completely and permanently cover the surface, the metal underneath will

be fully protected and corrosion rate will be low. A compact surface layer can decrease the
corrosion rate to as low as 4 mpy or 0.1 mm/y.

4. If the surface layers are destroyed or removed, accelerated corrosion will take place, and the
rate will reach rate found in Step 1 (this process may also be known as pit initiation) and as
additional surface layer(s) form, the corrosion rate will decrease and reach rate found in Step
3 (this process may be known as repassivation or reformation of surface layer).

5. The process of pit initiation and repassivation will take place alternatively until the pit rea-
ches a critical depth at which time repassivation process does not take place at the tip of
the pit. At this point the pit will continue to grow (pit propagation phase). The rate of pit prop-
agation may exceed the rate found in Step 3.

Thus in the presence of surface layers the corrosion rates will have several values:
rate before surface layer formation, rate during the formation of surface layer, steady-
state corrosion rate in the presence of surface layer, rate when the surface layers are
destroyed, and pit propagation rate.
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When carbon steel is exposed to oil and gas operating environment it will undergo
uniform corrosion for short duration (for about 12 h) before surface layers are formed.
Under the operating conditions of oil and gas industry, three types of surface layers can
form on carbon steel: iron carbonate, iron sulfide, and iron oxide in the presence of
carbon dioxide, hydrogen sulfide, and oxygen, respectively. When the surface layers
form on the carbon steel, the corrosion rate decreases. The kinetics of FeS formation
is higher than that of FeCO3 formation. Furthermore, addition of corrosion inhibitors
and/or presence of oil layer on the metal surface may reinforce the surface layer.

The types, morphology, and kinetics of layer formation depend on several operating
variables, including flow rates and compositions of oil, gas, brine, and solids, partial
pressures of acid gases, total pressure, temperature, microbial activities, and duration
of operation. The types and morphology determine the susceptibility of carbon steel to
localized pitting corrosion.

• Compact, adherent, and uniform surface layer protects carbon steel surface from pitting
corrosion.

• Noncompact, loosely adherent, and nonuniform surface layers increase susceptibility of car-
bon steel for pitting corrosion.

28.3 Models for predicting pitting corrosion rates

Field operators are not only interested in the probability of pitting corrosion but also in
the rate of pitting corrosion, i.e., kinetics. Almost all (kinetic) models developed for
predicting pitting corrosion of carbon steel in the oil and gas industry are based on
nonclassical theory and those developed for CRAs are based on classical theory.
Furthermore, depending on the data and techniques used, the kinetic models to predict
PCR may further be classified into those based on corrosion science, electrochemical
science, and corrosion engineering principles.

28.3.1 Corrosion science

The corrosion science approach to developing models that predict pitting corrosion in-
volves the following steps:

• The factors influencing corrosion are assumed.
• Short-term laboratory tests are carried out to determine the extent of the influence of these

parameters on general corrosion rates.
• A theoretical explanation (based on corrosion kinetics and/or thermodynamics) is developed.
• The influences of various parameters are integrated.

Several corrosion science models are available, and only one prominent model is
discussed below. Many other corrosion science models either corroborate this model
or provide slight improvement to this model.

The model developed by de Waard and Milliams is the most frequently referenced
model used to evaluate internal corrosion [3e5]. The first version of this model was

666 Trends in Oil and Gas Corrosion Research and Technologies



published in 1975, and it has since been revised several times. However, it should be
noted that this model was specifically developed for general corrosion. It cannot be
applied to predict localized pitting corrosion.

Corrosion rates were determined in the laboratory using polished cylindrical X-52
carbon steel specimens in a 0.1 wt% NaCl solution, saturated with carbon dioxide
(CO2) and oxygen-free nitrogen. The corrosion rate was monitored using the linear po-
larization resistance technique. Experiments were also performed in an autoclave for
7 days, and mass losses were determined.

Some of the electrodes, particularly at temperatures above 60�C (140�F), became
covered with a black layer, while the corrosion rate decreased. In a stagnant environ-
ment, this effect was observed even at 40�C (104�F). To account for the changes in
CO2 solubility and the dissociation constant, the pH was measured as a function of
temperature at 1 bar (14.5 psi) CO2 partial pressure.

At a constant pH level, the effect of temperature on corrosion rate is characterized
by an activation energy of 10.7 kcal/mole. Based on these simple experiments, it was
concluded that the uniform corrosion rate of carbon steel as a function of CO2 partial
pressure and temperature could be predicted, provided that surface layer formation
does not occur. Both the de WaardeMilliams equation and the nomogram that was
subsequently developed have gained wide acceptance. Additionally, correctional fac-
tors were introduced to account for the effects of total pressure, scaling, and
hydrocarbons.

In the earlier versions of the model, there was no significant consideration of the
effects of liquid flow velocity on the CO2 corrosion rate. The corrosion reaction was
assumed to be activation controlled, although the observed corrosion rates were, in
some cases, about twice the rate predicted. Therefore, a semiempirical equation was
developed to describe and predict the effect of the flow rate.

In 1995, the effect of carbides on the CO2 corrosion rate was addressed, with a stip-
ulation that the modification proposed (which would account for differences between
various low-alloy steels) should be regarded as tentative and that it would only apply
under conditions where protective films do not form.

Both DeWaard and Milliam models and several of their derivatives are useful in
establishing the general corrosion rate (in Step 1 of the nonclassical theory) and in un-
derstanding the types of surface layers formed (in Step 2). Because of the short-term
laboratory tests and non-evaluation of corrosion rates after surface layer formation, the
corrosion science models do not provide rates in the presence of surface layers; fre-
quency of pit initiation and repassivation and their kinetics; and pit propagation rates.

28.3.2 Electrochemical models

The electrochemical models mostly follow the classical PCR theory. Several models
are available, but only a few are described here to illustrate how electrochemists model
pitting corrosion.

Macdonald [6] developed a point-defect model for the steady-state properties of
passive films that form on metals and alloys in aqueous environments. The model pre-
dicts that the steady-state thickness of the barrier film and the log of the steady-state
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current vary linearly with applied voltage. The Macdonald model is used to calculate
steady-state thickness (Lss) of surface layers [6]:

Lss ¼ 1
ε

�
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2
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(28.1)

where

g ¼ F=RT (28.2)

K ¼ εg (28.3)

where Lss represents steady-state surface layer thickness; ε, electric field strength;
a, constant depending on electric potential drop across filmesolution interface;
ad, transfer coefficient; d, constant depending on passive film nature; c, stoichiometry
of film; b, constant depending on potential drop across the filmesolution interface;
g, activity coefficient; K, Macdonald constant; V, potential; n, kinetic order of
primary film dissolution; CHþ , hydrogen ion concentration; Do, diffusion coefficient;
Co, concentration of chloride ions; L, thickness of passive film; and Kso , reaction
rate constant.

In Eq. (28.1), the dependencies of the surface layer thickness on the applied voltage
and hydrogen ion concentration (or pH) are separated into the first and second terms on
the right-hand side, respectively. The third term on the right-hand side of Eq. (28.1)
reflects the kinetics of dissolution of the barrier film at the filmesolution interface
as well as the transport properties of oxygen vacancies in the film.

Macdonald [7] further developed a deterministic model to describe the surface
layer breakdown and pit nucleation. According to the model, the breakdown
potential,

Vc ¼ 4:606RT
caF

log

�
Jm

Jou�c=2

�
� 2:303RT

aF
logðaxÞ (28.4)

where Vc represents breakdown potential; R, gas constant; T, temperature; a, depends
on the electrical potential drop across the filmesolution interface; F, Faraday constant;
Jm, vacancy flux in metal phase; Jo and u, Macdonald constants as defined in
Eqs. (28.5) and (28.6), respectively; c, stoichiometry of the film; ax, thermodynamic
activity of the aggressive anion (e.g., Cl�) in the solution, and
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(28.5)
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K ¼ Fε=RT (28.7)

ff =s ¼ aV þ bpHþ fo
f =s (28.8)

where D, diffusivity of cation vacancies; Nv, Avogadro’s number (6.023 � 1023); U,
electric field strength within the film; DGo

s , thermodynamic free energy; fo
f =s, Gibbs

energy for Cl� absorption; and ff/s, Gibbs energy for cation vacancy formation.
By combining Eq. (28.4) through Eq. (28.8), an expression for the induction time

has been derived

tind ¼ x0
�
exp

�
caFDV

2RT

�
� 1

��1

þ s (28.9)

where tind, induction time for pit nucleation; x0, defined in Eq. (28.10); DV, defined in
Eq. (28.11); and s, Macdonald constant.

It is assumed that beyond the induction time the probability of at least one stable pit
is formed.

x0 ¼ x=Jou�c=2ðaxÞc=2 exp
�
caFVc

2RT

�
(28.10)

DV ¼ V � Vc (28.11)

where x, Macdonald constant; DV, change in potential; Vc, breakdown (critical)
potential; and V, applied potential.

Several electrochemical models are available to predict kinetics of pit growth rate.
However, these five models are described here to illustrate the complexity of electro-
chemical pit growth models.

Tester [8] developed a model to distinguish between two distinct phases of pit
growth in nickel and stainless steel in concentrated chloride solutions. According to
this model in the early period of dissolution, the electrode surface is flush with the sur-
face of the cavity, and a semiinfinite approach has been used to model the diffusion
process that causes the electrolyte concentration to increase at the metal surface. After
the initial period of saturation of the dissolving cation species at the metal-solution
interface, a quasiesteady-state period of diffusion control commences.

The time-dependent depletion of corrosive species can be obtained from this model.
From the depletion rate, the pit growth rate is determined. Pit growth is controlled by
diffusion with a concentration-driving force (Cs � Cb).

l ¼ nFDðCs � CbÞ
i

(28.12)

The parameters are defined in Table 28.1, and io, current density, is given by:

i�2 ¼ i�2
o þ 2Mt

n2F2dMDðCs � CBÞ
(28.13)
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Table 28.1 Parameters and their values used in pit growth models
Description Units Symbol Tester Beck Ateya Ben Rais Galvele

Current A I 0.001 Eq. (28.17)

Ionic concentration at the pit tip Mole/m3 Cb 0 0

Current density A/m2 i Eq. (28.12) 0.001 0.001

Pit radius M R 0.005 0.005 0.005

Valency No units n 2

Saturation concentration Mole/m3 Cs 8.00E�06 8.00E�06 8.00E�06

Ionic diffusion coefficient m2/s D 1.29E�9 1.29E�9 1.29E�9

Bulk Fe2þ ions concentration Mole/m3 C1 3.27

Bulk Hþ ion concentration Mole/m3 CHþ , C5 3.16 3.16

Diffusion coefficient (Fe2þ) m2/s D1 1.29E�9

Diffusion coefficient (Hþ) m2/s DHþ 1.29E�9

Diffusion coefficient (OH�) m2/s D4 1.29E�9

Diffusion coefficient (Me(OH)2) m2/s D6 1.29E�9

Faraday constant A$s/mole F 96,500 96,500 96,500 96,500

Molecular weight kg/mole M 0.05585 0.05585 0.05585
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Table 28.1 Continued

Description Units Symbol Tester Beck Ateya Ben Rais Galvele

Metal density Kg/m3 dM 7870 7870

Pit diameter M d 0.01 0.01 0.01

Pit area m2 Ap 7.85E�05 7.85E�05

Local current density A/m2 io 520

pH No units pH 5.5 5.5

Ionic product of water Mole2/L2 Kw 1E�14

Time of maximum current S tmax 20

Current density at maximum time A/m2 imax 0.001

Beta 1 (Fe2þ) L/mole b1 3.16Eþ04

Beta 2 (Fe2þ) L2/mole2 b2 2.51Eþ07

Time S t 6.31Eþ07 6.31Eþ07 6.31Eþ07 6.31Eþ07 6.31Eþ07

Pit depth M l Eq. (28.12) Eq. (28.14) Eq. (28.15) Eq. (28.18) Eq. (28.19)
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Beck [9] assumed that the geometry and migration effects exert opposite and nearly
equal influences on the dissolution rate and that they cancel out one another. Under
these conditions, the depth of a hemispherical pit, l, at time t, is given by:

l ¼
�
r2 þ 2DCsM

dm
t

�1=2
(28.14)

The parameters are defined in Table 28.1.
Ateya and Pickering [10] proposed a model for the combined effect of ohmic, mass

transfer, and concentration polarizations on current, concentration, and potential pro-
files inside a pit or crack in iron, nickel, and copper. The Ateya model assumes that
negative potentials are maintained within the pits so that cathodic reactions occur
only at the outer surface. The geometry of the pit is such that the depth of the pit is
greater than its width. A geometric characteristic value, X, is defined. It is assumed
that mass transfer in the electrolyte within the pit takes place by molecular diffusion
and ionic migration. The electrolyte considered is a simple acid, which completely dis-
sociates to produce ions. According to the model, the pit depth, l, is given by:

l ¼ �
�
ln

�
i

2$io

��
$X (28.15)

where X, the characteristic length, is defined by Eq. (28.16):

X ¼ ðD$CbFd=ioÞ1=2 (28.16)

The parameters are defined in Table 28.1.
Ben Rais [11] obtained an analytical solution to calculate the current delivered as a

function of time for aluminum undergoing pitting corrosion, based on the following
assumptions:

• Diffusion and migration effects are calculated assuming the solution is very dilute.
• Saturation at the bottom of the pit is considered without taking into account the effects of

supersaturation, pH variation, and ionic strength.
• Metal hydrolysis can be neglected.

The model has been primarily developed to describe the pit growth in aluminum.
According to the model, the current at any time during pit growth is given by:

I ¼ 6FAp

tmax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2Cs � CbÞD

M

r h
t1=2 � ðt � tmaxÞ1=2

i
(28.17)

From the current, pit depth is calculated using Faraday’s law as:

l ¼ t$
I

Ap
$
0:5M
F

$d�1
M (28.18)
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The parameters are defined in Table 28.1.
Galvele [12] analyzed the transport processes for pitting of iron and other metals

and found that surface layer breakdown could be associated with a depletion of
OH� ligands at the metalesolution interface. Assuming only the first step of cation
hydrolysis, important pH changes are shown to be possible during the initial stages
of pitting. Pit growth rate can be calculated based on full hydrolysis. The ion concen-
tration profiles inside a pit on a metal (e.g., iron) giving bivalent metal ions, with only
soluble species being produced, were calculated by accounting for all chemical spe-
cies. According to the model, the pit depth, l, is given by:

l ¼
2$F$C1

(
D1 þ D4$b1$KW

C5
þ D6$b2$K

2
w

C2
5

)

i
(28.19)

The parameters are defined in Table 28.1.
The applicability of this model to predict the pit’s length is somehow difficult

because it needs the value of the concentration of Fe2þ (C1) within the pit. This value
is virtually impossible to measure experimentally. An incorrect assumption of C1 re-
sults in a poor estimation of the length of the pit.

The classical pitting corrosion growth models based on electrochemical principles
may be used to predict pit growth rate of within constrains of input data used in the
models. However, the number of scientific parameters required to use electrochemical
models and unavailability of many of them make it difficult to use electrochemical
models in the oil and industry operating conditions.

28.4 Corrosion engineering models

Corrosion engineering models to predict internal pitting corrosion of oil and gas pipe-
lines are based on nonclassical theory of pitting corrosion. According to these models
the internal pitting corrosion of carbon steel in the oil and gas industry operating con-
ditions occurs in four stages (Fig. 28.1):

1. The low- or no-corrosion stage when the internal surface of the pipeline is covered by hydro-
carbons, i.e., oil-wet conditions,

2. Formation of surface layers on the steel surface due to corrosion reactions once the surface is
covered with water, i.e., water-wet conditions,

3. Initiation of pits at localized regions on the steel surface when surface-layer breakdown
occurs, and

4. Pit propagation and eventual penetration of the pipe wall.

Although some corrosion engineering models address one or two stages of internal
pitting corrosion of carbon steels, only one model [13e16] integrating all four stages is
described in this section.
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28.4.1 Stage 1

Oil and gas industry infrastructures do not suffer from corrosion if the surface is wetted
and covered with oil or any hydrocarbon. But during operation, water may enter the
system. Water enters into a pipeline from various sources:

• A new pipeline, after construction, is hydrotested to ensure its integrity. If the pipe is not
dried properly after hydrotesting, water may accumulate at low-lying regions.

• In a production pipeline, water enters from the formation well. Initially the volume of forma-
tion water being transported in the pipeline is low, but as production continues the amount of
water transported increases.

• Water content of a gas production pipeline depends on the moisture content of the gas. Below
dew point, the water condenses out from the gas and accumulates at low-lying regions.

• Transmission pipelines in principle should not carry more than 0.5 vol% of water. Over years
of operation, however, water accumulates in low-lying regions of the pipeline.

Whatever the source of water in pipelines, whenever it comes in contact with the
surface of pipeline material (typically carbon steel) the surface becomes susceptible
to corrosion. Hydrocarbons play an important role in determining whether the water
will come in contact with the surface and in determining the corrosivity of the water.

Because of their nonionic nature, hydrocarbons cannot dissolve in ionic water.
However, at low concentrations of water, hydrocarbons can form emulsion with the
water. The type of emulsion and its stability depend on the type of hydrocarbon, the
ionic content of the water, as well as the pressure, temperature, and flow rate.

There are two kinds of emulsions: oil-in-water (o/w) and water-in-oil (w/o). In a
w/o emulsion, oil (hydrocarbon) is the continuous phase; therefore, w/o has low con-
ductivity and is noncorrosive. In an o/w emulsion, water is the continuous phase.
Therefore o/w has high conductivity and is corrosive. In an operating pipeline, initially
the amount of water carried is lower and the amount of oil carried is higher, and the
water content progressively increases. The percentage of water at which w/o converts
to o/w is known as the emulsion inversion point.

Water

Stage 1:
oil-wet condition

Stage 2:
surface layer 

formation 

Metal

Oil Surface layer Repassivation

Stage 3: pit initiation 
and repassivation

Stage 4: pit 
propagation

PCR 3

PCR 4 PCR 5

PCR 1

PCR 2

PCR 3

Figure 28.1 Stages of pitting corrosion according to the corrosion engineering model
(Papavinasam model).
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The presence of free water, or of o/w emulsion, does not necessarily lead to corro-
sion. Under this condition, wettability of the hydrocarbon on the carbon steel deter-
mines corrosivity. Based on the wettability, oil can be classified into three
categories [13]:

• Oil-wet surface: The oil has a strong affinity to be in contact with carbon steel. Oil-wet sur-
faces physically isolate the pipe from the corrosive environment, and under such conditions,
corrosion does not occur.

• Water-wet surface: The oil does not have an affinity to be in contact with carbon steel; in
fact the oil may not be in contact with the carbon steel at all, even when it is the only phase. A
water-wet surface (in the presence of oil) is highly susceptible to corrosion.

• Mixed-wet surface: The oil does not have any preference to be in contact with carbon steel.
The oil may be in contact with the carbon steel surface as long as there is no competing phase
present.

In the presence of free water or o/w emulsion, and on a water-wet surface, hydro-
carbon can influence the incidence of corrosion in the water phase. If the hydrocarbon
contains water-soluble corrosion inhibitors, it could either prevent (preventive hydro-
carbon) or decrease (inhibitory hydrocarbon) corrosion. On the other hand, if the hy-
drocarbon contains water-soluble corrosive substances, it could increase the corrosion
rate (corrosive hydrocarbon). If the hydrocarbon does not contain any water-soluble
substances, or substances that could adsorb on steel, it will not have any influence
on the corrosivity of brine (neutral hydrocarbon).

The factor responsible for one property may or may not influence other properties.
For this reason, all three properties (emulsion, wettability, and corrosivity) are required,
and based on them the influence of hydrocarbons can be predicted (Fig. 28.2).

In stage 1, the PCR will be low, i.e., PCR 1 in Fig. 28.1, as long as the oil is wet and
is protecting the surface.

28.4.2 Stage 2: surface layers

Once the surface becomes water-wet, corrosion takes place leading to formation of sur-
face layers. Under the oil and gas operating conditions iron sulfide (FeS), iron carbon-
ate (FeCO3), iron oxides (FeO, Fe2O3, Fe3O4), biofilms, and any combination of them
can form. Both composition of the surface layers and morphology of their formation
are important. The composition and stability of the layers depend on various factors,
including temperature, brine composition, oil composition, steel composition, pres-
sure, velocity, microbes, corrosion inhibitors, and biocides [14].

In stage 2, the corrosion rate will be high at the beginning, i.e., PCR 2 in Fig. 28.1,
and as more and more protective layers are formed, it will progressively decrease.
When the surface layer formation reaches the steady state the PCR will be low, i.e.,
PCR 3 in Fig. 28.1.

28.4.3 Pit initiation

On a surface layereprotected surface, pits can be randomly initiated. In a study, exper-
iments have been carried out in a high-temperature, high-pressure rotating cylinder
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electrode (HTHPRCE) apparatus under 40 conditions to cover the spectrum of condi-
tions found in oil and gas production pipelines in Western Canada [15]. Each exper-
iment was conducted over a period of 100 h. During the experiments, the electrodes
were monitored using electrochemical noise technique. After the experiments, the sur-
faces of the samples were analyzed using a scanning electron microscope (SEM).
Potentiodynamic polarization (PP) experiments were also conducted under the same
40 conditions.
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Mixed-wet
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Accelerated 
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Figure 28.2 Predicting influence of hydrocarbons on internal corrosion of pipelines.
Adopted from ASTM G205.
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Based on the electrochemical noise, SEM, and PP data, it was found that the prob-
ability of the initiation of pitting corrosion:

• increased with increase in flow rate, temperature, and chloride ion concentration and
• decreased with increase in oil wettability, H2S partial pressure, CO2 partial pressure, total

pressure, bicarbonate concentration, and sulfate concentration.

The variation in the probability of initiation of pitting corrosion depends on the type
of surface layers formed. Depending on the type of surface layer characteristics, the
PCR can be high, i.e., PCR 4 in Fig. 28.1, may be higher than PCR 2.

28.4.4 Pit propagation

When the pits become sufficiently deep, they continue to grow until failure occurs;
sometimes the growth rate will accelerate (autocatalytic process), i.e., PCR 5 in
Fig. 28.1 can be higher than PCR 4. The depth of a corrosion pit depends on the pit
growth rate and the timing of its initiation. Based on experiments conducted in six
operating oil and gas production pipelines over a period of 4 years, internal pit growth
rates under realistic operating conditions have been determined [16]. The study
concluded the following:

• Pit growths in both horizontal and vertical pipelines were similar when the compositions of
surface layers were the same.

• When compact layer of single species was formed, the surface was protected from pitting
corrosion and that FeS-covered surfaces were less susceptible to pitting corrosion than
FeCO3-covered surfaces.

• The pit growth rate increased when the surface layers of multiple species were formed. Sud-
den changes in the operating conditions appeared to facilitate formation of layers of multiple
species, leading to higher pit growth rate.

• In the absence of surface layers, the pit growth rate decreased but not eliminated, because
even materials not adherent on to the surface might create uneven distribution of anodic
and cathodic areas.

According to the corrosion engineering model described in this chapter, operational
parameters required to predict PCR s are (1) production rate of oil, (2) production rate
of water, (3) production rate of gas, and (4) production rate of solid, (5) total pressure,
(6) partial pressure of CO2, (7) partial pressure of H2S, (8) temperature, and (9) con-
centration of chloride ion, (10) concentration of sulfate ion, and (11) concentration of
chloride ion. Each one of the operational parameters individually can alter the PCRs.
The ultimate rate at which the pits will propagate depends on the combined effect of all
of the operational parameters. Although the individual effect of each of the parameters
can be predicted deterministically, determining the combined effect of these variables
needs application of statistical principles. Several methods have been used to predict
the probability of long-term PCRs based on short-term experiments. In all these ap-
proaches, one commonality is the acceptance that the driving force for the pitting
corrosion is a “distributed parameter”; the different approaches vary on how “driving
force” and “pattern of distribution” are treated.
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It is assumed that each operational variable produces an individual pit growth rate
(resulting in 11 different PCRs) and that pit growth rate as a result of the variables not
considered (e.g., acetic acid effect) is the mean value of these 11 pit growth rates. The
12th parameter does not have any effect on the predicted PCR; it does, however, increase
the uncertainty of the prediction. The actual pit growth rate taking place in the oil and gas
pipeline is the “distributed function,” which is the mean value of the 12 pit growth rates
and the uncertainty is expressed as standard deviation. The resultant pit growth rate is the
rate at which the pits will start to grow in the localized anodic region where the surface
layers are removed. It should be noted that except for one operational variable (i.e., wa-
ter), removal or control of other variables, does not prevent pit growth although it does
change the pit growth rate. The absence of water prevents pitting corrosion regardless
of the effect of other variables. In the model described in the chapter, the uncertainty
is expressed as standard deviation.

Pits will not continue to grow at the same rate at which they start growing, for
various reasons including partial reformation of the surface layers, local solution satu-
ration, change of corrosion potential, and local increase of pH at these locations. As a
result, the pit growth rate diminishes parabolically as a function of time.

Thus based on laboratory experiments conducted under pipeline operating condi-
tions and assumptions made on the probabilistic nature of the pitting corrosion, the
PCR of oil and gas pipelines can be calculated using Eq. (28.20):

Pitting Corrosion Rate ðmpyÞ ¼ f½Pð� 0:33qþ 55Þ þ ð0:51W þ 12:13Þ
þ ð0:19Wss þ 64Þ þ ð50þ 25RsolidÞ þ ð0:57T þ 20Þ þ ð� 0:081Ptotal þ 88Þ
þ ð� 0:54PH2S þ 67Þ þ ð� 0:013Csulfate þ 57Þ þ ð� 0:63PCO2 þ 74Þ
þ ð� 0:014Cbicarbonate þ 81Þ þ ð0:0007Cchloride þ 9:2Þ
þ ðC.R.generalÞ�=12g (28.20)

where q is the contact angle of oil in a water environment;W is (water production rate/
water þ oil production rates � 100); Wss is wall shear stress; Rsolid is equal to 1 if the
pipeline has solids or 0 if the pipeline does not have solids pipe; T is temperature in
degrees celsius; Ptotal is total pressure in psi; PH2S is partial pressure H2S in psi; PCO2 is
partial pressure of CO2 in psi; Csulfate is sulfate concentration in ppm; Cbicarbonate is
bicarbonate concentration in ppm; Cchloride is chloride concentration in ppm; C.R.general
is the average pit growth rates in oil, water, flow, solid, temperature, total pressure,
partial pressure of H2S, partial pressure of CO2, and chloride; and t is a constant
depending on the time.

In developing this model, the following assumptions have been made:

• The type of carbon steel used will not effect of the PCR.
• The volume and type of solid production is assumed to be irrelevant.
• CO2 and H2S concentrations are not zero.
• Unless the actual emulsion type is determined, the emulsion is oil-in-water.

Within the constraints of the assumptions made and the range of conditions in
which the experiments were conducted, Eq. (28.20) can be used to predict the internal
pitting corrosion of sour and sweet carbon steel pipelines.
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It should also be pointed out that the elements that drive the PCRs of oil and gas
pipelines are the statistical functions and hence the predicted PCR is probabilistic in
nature. The incidence error in the prediction was determined using the standard devi-
ations of Eq. (28.20). The driving forces could also be distributed other statistical tools
[17,18].

While Eq. (28.20) provides the trend in the variation of PCR when only one vari-
able is changed, under operating conditions of the oil and gas production, some or all
variables coexist and coinfluence the localized PCRs. The ultimate rates at which the
pits would propagate depend on interactions between any or all of the variables. The
interactions can be independent, synergistic, or antagonistic.

• Independent: Presence of other variables does not affect the localized pitting corrosion
caused by a particular variable. The model described in this chapter, considers that the vari-
ables are independent to one another.

• Synergistic: Presence of other variables mutually increases the localized pitting corrosion
caused by each one of them. The net result is that the corrosion rate will be higher than
the corrosion rate calculated from the average of corrosion rates due to individual variable.
This is also known as autocatalytic effect.

• Antagonistic: Presence of other variables mutually decreases the localized pitting corrosion
caused by each one of them. The net result is that the corrosion rate will be lower than the
corrosion rate calculated from the average of corrosion rates due to individual variable
[19e21].

The predominant types of bacteria associated with microbiologically influenced
corrosion (MIC) are sulfate-reducing bacteria, sulfur oxidizing bacteria, iron
oxidizing/reducing bacteria, manganese-oxidizing bacteria, acid-producing bacteria,
and slime formers. These organisms coexist within a biofilm matrix on metal surfaces,
functioning as a consortium, in a complex and coordinated manner. The various mech-
anisms of MIC reflect the variety of physiological activities carried out by these
different types of microorganisms when they coexist in biofilms. Despite decades of
study on MIC, how many species of microorganisms contribute to corrosion are still
not known with certainty, and researchers continue to report on the formation of bio-
films by an ever-widening range of microbial species.

Frequently, an engineer may be required to make an appraisal of the MIC threat
with limited information on the corrosion history and with little or no historic micro-
biological test data. In such cases, a preliminary analysis of the system operating con-
ditions may be sufficient to exclude the MIC threat when these conditions are not
compatible for the survival of sessile bacteria/biofilm. With this approach, a qualitative
risk score model has been developed. Table 28.2 presents the score according to the
MIC model. The PCRMIC (PCRMIC in mpy or PCRMIC in mm/y depending on units
used in Eq. 28.20) including the influence of MIC is then calculated using Eq.
(28.21) [22e24]:

PCRMIC ¼ PCR�
�
MIC Risk Score

50

�
(28.21)

where PCR is the corrosion rate due to non-MIC activities (as calculated using Eq.
28.20) and MIC_Risk_Score is the MIC factor, calculated using Table 28.2.
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Table 28.2 Risk scores for microbiologically influenced corrosion (MIC)
Influence of parameter Range of parameter Unit of parameter MIC risk scorea Remarks

Temperature Less than �10 �C 0

�10e15 1

15e45 7e10

45e70 7e4

70e120 4e1

Above 120 0

Pressure Greater than 20 PCO2=PH2S
b 10 Only if gas contains H2S greater than

10 mol/kmol (1%) by volume.

Less than 20 2

Flow rate Above 3 m/s 1

2e3 2e12

1e2 12e18

0e1 18e20

pH Less than 1 0

1e4 5

4e9 10

9e14 1

Above 14 0

Continued
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Table 28.2 Continued

Influence of parameter Range of parameter Unit of parameter MIC risk scorea Remarks

Langelier saturation
index (LSI)

Less than �6 10

�6e�1 10e5 MIC tendency decreases as the LSI value
increases in the negative direction
because the tendency of non-MIC
increases.

�1e1 0

1e8 1e8 MIC tendency increases as the LSI value
increases as more scales are formed.

Greater than 8 8

Total suspended solids
(TSS)

Present 10 If the flow rate is between 0 and 3 m/s.

Present 0 If the flow rate is above 3 m/s.

Absent 0

Total dissolved solids Less than 15,000 ppm 1

15,000e150,000 1e10

Greater than 150,000 10

Redox potential (Eh) Less than �15 mV 1

�15 to þ150 1e10

Greater than 150 10

Sulfur content Present 10

Absent 1

aSummation of all MIC factors. The maximum value is 100.
bPartial pressure ratio.
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When applying internal localized pitting corrosion model to a real operating envi-
ronment, the dynamic aspects of the operating conditions must be taken into account.
There are several variables to consider to account for the dynamic nature of field oper-
ation. However, four important variables are flow velocity, flow regime, operating
boundaries, and time. The following sections describe how the four variables are
treated in this model.

Depending on the pressure, temperature, pipe diameter, and elevation profile, the
flow velocity varies. Flow velocity determines where water accumulates. Detailed pro-
cedures to determine flow velocities and to calculate locations where water may accu-
mulate are available elsewhere [1].

Flow patterns of multiphase (transporting simultaneously oil, water, gas, and solid)
pipelines are commonly known as flow regimes. The flow regimes depend on the
diameter of the pipe, orientation of the pipe, the flow rates in the pipe, and fluid prop-
erties. Description of types of flow regimes and their characteristics are beyond the
scope of this chapter but are available elsewhere [1]. Based on evaluation of several
field data, general guidelines on the influence of flow regimes on corrosion have
been established (Table 28.3). PCRMIC determined by Eq. (28.21) is corrected with
factors presented in Table 28.3 to account for flow regime to obtain PCRmean (in
mpy or in mm/y depending on unit used in Eq. 28.20).

Pits will not continue to grow at a constant rate for various reasons. To account for
this effect the average pitting corrosion rate, PCR(average) (in mpy or mm/y depending
on unit used in Eq. 28.21) from PCRmean is calculated using Eq. (28.22):

PCRðaverageÞ ¼
PCRmean

1
þ PCRmean

2
þ PCRmean

3
þ//þ PCRmean

t
T

(28.22)

Table 28.3 Variation of pitting corrosion rate as a
function of flow regimes

Flow regime type PCRMIC modification

Slug flow No change

Plug flow PCRMIC � 0.98

Bubble flow PCRMIC � 0.96

Dispersed flow PCRMIC � 0.94

Oscillatory flow PCRMIC � 0.92

Annular flow PCRMIC � 0.90

Churn flow PCRMIC � 0.88

Wave flow PCRMIC � 0.86

Stratified flow PCRMIC � 0.84

PCR, pitting corrosion rate; MIC, microbiologically influenced corrosion.
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where “T” is the total number of years between the start date and current date, t is the
number of times the PCRmean should be calculated. For example, the system that is
operating for 5 years, the value of T is 5, and the PCRmean calculation should be carried
out five times, i.e., in year 1, 2, 3, 4, and 5 (t).

The PCR calculated using Eq. (28.22) is valid only if the production conditions are
constant over the years. If the production conditions change for a particular year the
value of “t” is set to unity for that year, and the “t” values for subsequent years increase

Table 28.4 Boundaries to determine if the production
conditions change or not

Parameter Boundaries

Temperature, �C X � 25

25 < X � 50

X > 50

Pressure, psi (kPa) X � 100 (689)

100 (689) < X � 500 (3447)

X > 500 (3447)

H2S, psi (kPa) X � 2.5 (17.24)

2.5 (17.24) < X � 10 (69)

10 (69) < X � 50 (345)

X > 50 (345)

CO2, psi (kPa) X � 2.5 (17.24)

2.5 (17.24) < X � 10 (69)

10 (69) < X � 30 (207)

30 (207) < X � 100 (689)

X > 100 (689)

SO4
2� (ppm) X � 750

750 < X � 1000

1000 < X � 1500

1500 < X � 2500

X > 2500

HCO3
� (ppm) X � 500

500 < X � 1000

1000 < X � 2000

2000 < X � 4000

X > 4000

Continued
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as per Eq. (28.22). Table 28.4 provides the boundary conditions to determine if
the production conditions change or not. For a system with PCRmean of 10 mpy
(0.25 mm/y) operating within the boundary (See Table 28.4), the PCRaverage over
5 years will be about 4 mpy (0.1 mm/y). For a system with same PCRmean of
10 mpy (0.25 mm/y) but with operating conditions changing beyond the boundary
conditions (see Table 28.4) in the third year, the PCRaverage over 5 years will be about
7 mpy (0.18 mm/y). For a system with same PCRmean of 10 mpy (0.25 mm/y) but with
operating conditions changing beyond the boundary conditions (see Table 28.4) every
year, the PCRaverage over 5 years will be 10 mpy (0.25 mm/y).

Table 28.4 Continued

Parameter Boundaries

Cl� (ppm) X � 10,000

10,000 < X � 20,000

20,000 < X � 40,000

40,000 < X � 60,000

60,000 < X � 80,000

80,000 < X � 100,000

100,000 < X � 120,000

X > 120,000

Table 28.5 Validation of localized pitting corrosion model

Fielda

pH2S,
psi
(kPa)b

pCO2, psi
(kPa)

Predicted PCR,
mpy (mm/y)b

Field maximum
PCR, mpy
(mm/y)b References

1 0.2 (1) 320 (2206) 20 (0.45) 18 (0.45) [16]

2 2 (14) 4 (28) 13 (0.33) 2 (0.05) [16]

3 2 (14) 4 (28) 16 (0.40) 2 (0.05) [16]

4 2 (14) 4 (28) 31 (0.78) 27 (0.68) [16]

5 0.2 (1) 2 (14) 16 (0.40) 11 (0.28) [16]

6 0.2 (1) 0.1 (1) 16 (0.40) 17 (0.43) [16]

7 60 (414) 6 (41) 47 (1.18) 48 (1.20) [20,21]

8 0 (0) 21 (145) 0.7 (0.02) 0.1 (0.00) [22]

9 0 (0) 20 (138) 1.2 (0.03) 0.1 (0.00) [23]

10 0 (0) 21 (145) 0.5 (0.01) 0.1 (0.00) [24]

aValidation of the model for another 17 fields have previously been presented [1].
bSee original papers for other operating conditions and for pitting corrosion rate distributions.
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The prediction from the internal localized pitting corrosion model has been vali-
dated using data collected from 27 fields. Table 28.5 presents a comparison of local-
ized PCRs predicted by the model and field maximum pitting corrosion rates. The
validation data presented in Table 28.5 are only values at the time the data were
collected. Any changes in the operating conditions will influence the predicted PCR.

The model presented in this chapter is validated only under certain conditions, and
hence should only be used within the conditions. Table 28.6 provides the boundary
conditions for this model.

28.5 Selection of pitting corrosion model

Before using a specific internal localized pitting corrosion model, the suitability of it
for a given field must be established. Selection of appropriate flow and corrosion
models is a key step in predicting the internal corrosion.

The user must determine if the selected model considers all parameters causing
corrosion under the operating conditions. For example, if the operating condition is
sour (i.e., presence of H2S), only those models including the effect of H2S must be
considered. Furthermore, if the model shouldconsider appropriate mechanism of corro-
sion. For example, corrosion rates determined from general corrosion models have no
relevance to localized pitting corrosion. Recently published NACE technical report pro-
vides guidelines to select appropriate flow and corrosion models [25].

28.6 Use of models

The primary function of modeling is to predict the types of corrosion a given material
will suffer from, in a given environment and to estimate the rate at which the material
would corrode in that given environment. Models also help to identify locations where

Table 28.6 Boundary for using the model (applicable to carbon
steel only)

Experimental parameter Minimum condition Maximum condition Units

Solid No solids present Solids are present n.a

Temperature 5 65 �C

Total pressure 0 750 (5171) Psi (kPa)

H2S partial pressure 0 50 (345) Psi (kPa)

CO2 partial pressure 0 100 (689) Psi (kPa)

Bicarbonate concentration 0 4000 Ppm

Sulfate concentration 0 2500 Ppm

Chloride concentration 0 120000 Ppm

Flow 0 5 m/s
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corrosion may take place. Models thus help the corrosion professionals to establish
material of construction, corrosion allowance (i.e., material wall thickness to account
of loss due to corrosion), and to decide if corrosion mitigation strategies are required.
The model should be used in conjunction with other integrity management activities
including monitoring, maintenance, and management.

28.7 Status of pitting corrosion models

Corrosion science models provide insight on the initial stages of pitting corrosion;
however, the focus has been more on short-term laboratory tests and only on deter-
mining corrosion rates in stage 2 (See Fig. 28.1) before formation of surface layers.
Many laboratory test results published have scattered corrosion rates. To build the con-
fidence in these models, round robin tests must be conducted to establish “repeat-
ability” and “reproducibility” of test results. Repeatability is defined as the test
results obtained by the same person conducting the same test several times (typically
3 or 4 times) using same apparatus and same test procedure. Reproducibility is defined
as the test results obtained by the several persons conducting the same test several
times (typically 3 to 4 times) using similar apparatus and same procedure. Test results
from at least six persons are compiled to determine “reproducibility.”

Electrochemical science models provide insight and theoretical explanation to
various stages of pitting corrosion including passive layer formation, pit initiation,
pit repassivation, pit growth, and autocatalytic process leading to accelerated pit growth
rate. However, several scientific parameters (in some cases up to 150 parameters) are
required to use these models. Several of these parameters are difficult to obtain for
the oil and gas industry operating conditions. Until these issues are resolved the use
of electrochemical pitting corrosion models for the oil and gas industry will be limited.

Corrosion engineering models are developed based on field experience and on in-
puts that are readily available for field operators. However, many details of the models
are not publicly available. From the limited amounts of information published, it ap-
pears that these models do not address all stages of pitting corrosion. In the one pub-
licly disclosed corrosion engineering model (see Section 28.4), a balance is established
between corrosion science developed based on laboratory tests and corrosion engineer-
ing developed based on field tests and field data analysis. As more and more field op-
erators use and validate this corrosion engineering model the confidence of using it
will increase. Such exercise will also help to fine-tune the “synergistic” and “antago-
nistic” interactions between PCR accelerators and decelerators.

28.8 New trends in modeling of pitting corrosion

With the advent of computers, modern computer power, and web-based technologies,
the computing power has increased over the past two decades. This advancement has
enabled several groups to develop models and software products. However, the corro-
sion rates used in many of the models and software products have been based on
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general corrosion rates, which are in turn based on short-term laboratory tests. As
explained in Section 28.4, the PCRs of carbon steel may vary as a function of time
and a function of operating conditions. None of the corrosion science models at this
stage can account for the time-dependent variation of PCRs.

On the other extreme, certain corrosion engineering models use some random numbers
to correlate general corrosion rate to PCR, in spite of many published results indicating
that there is no correlation between general corrosion rates and localized PCRs [26].

Both these shortcuts methods (short-term data from laboratory tests alone and usage
of random factors to convert general corrosion rates to localized PCRs) have not only
been unsuccessful in predicting localized PCRs but also are scientifically invalid. For
instance, these approaches do not and cannot explain fundamental characteristics of
localized pitting corrosion, i.e., failures occur through teeny tiny pit, whereas the sur-
rounding area around the pit is in pristine condition.

Because of the short comings, more and more field operators are convinced that
collection and analysis of field data (operating conditions, data from monitoring and
inspection, and failure analysis) appropriately provide invaluable information on local-
ized pitting corrosion of carbon steel and enable development of strategies to control it.
Collection and retention of field date are also increasingly being required by regulatory
agencies and standards-making organizations.

Several methods are being used to generate localized PCRs based on field operating
conditions, including corrosion engineering models, statistical analysis methods (espe-
cially extreme value statistics such as Weibull and Gumbel distribution analysis), fuzzy
logic, and artificial neural network. Among them, use of reliable corrosion engineering
model (such as described in Section 28.4) and statistical analysis methods have been suc-
cessful in recent years. Other methods, although showing promise in the academic cir-
cles, have not been used in the industry for localized PCR of carbon steel.

References

[1] S. Papavinasam, Corrosion Control in the Oil and Gas Industry, 1,020 pages, Gulf Pro-
fessional Publication, October 2013, ISBN 978-0-1239-7022-0 (Imprint of Elsevier).

[2] S. Papavinasam, A. Doiron, J. Li, D.Y. Park, P. Liu, Sour and sweet corrosion of carbon
steel: general or pitting or localized or all of the above? in: NACE Corrosion Conference
Paper #14054, 2010.

[3] C. de Waard, D.E. Milliams, Carbonic acid corrosion of steel, Corrosion 31 (5) (May 1975)
177e181. NACE.

[4] C. de Waard, U. Lotz, Prediction of CO2 corrosion of carbon steel, in: NACE CORRO-
SION 93, Paper #69, Houston, Texas, 1993.

[5] C. de Waard, U. Lotz, A. Dugstad, Influence of liquid flow velocity on CO2 corrosion: a
semi-empirical model, in: NACE CORROSION 95, Paper #128, Houston, Texas, 1995.

[6] D.D. Macdonald, M.U. MacDonald, Theory of steady-state passive films, Journal of the
Electrochemical Society 137 (1990) 2395.

[7] D.D. Macdonald, M.U. MacDonald, Distribution functions for the breakdown of passive
films, Electrochimica Acta 31 (1986) 1079.

[8] J.W. Tester, H.S. Issac, Journal of the Electrochemical Society 122 (1975) 1438.

Pitting corrosion 687



[9] T.R. Beck, R.C. Alkire, Occurrence of salt films during initiation and growth of corrosion
pits, Journal of the Electrochemical Society 126 (1979) 1662.

[10] B.G. Ateya, H.W. Pickering, Journal of the Electrochemical Society 122 (1975) 1018.
[11] A. Ben Rais, J.C. Sohm, Corrosion Science 25 (1985) 1047.
[12] J.M. Galvele, Journal of the Electrochemical Society 123 (1976) 464.
[13] S. Papavinasam, A. Doiron, T. Panneerselvam, R.W. Revie, Effect of hydrocarbons on the

internal corrosion of oil and gas pipelines, Corrosion 63 (7) (2007) 704e712.
[14] S. Papavinasam, A. Doiron, R.W. Revie, Effect of surface layers on the initiation of in-

ternal pitting corrosion in oil and gas pipelines, Corrosion 65 (10) (2009) 663e673.
[15] A. Demoz, S. Papavinasam, O. Omotoso, K. Michaelian, R.W. Revie, Effect of field

operational variables on internal pitting corrosion of oil and gas pipelines, Corrosion 65
(11) (2009) 741e747.

[16] S. Papavinasam, A. Doiron, R.W. Revie, Model to predict internal pitting corrosion of oil
and gas pipelines, Corrosion 66 (3) (2010) 35006 (11 pages).

[17] S. Papavinasam, A. Doiron, T. Panneerselvam, Integration of localized internal pitting
corrosion and flow models, in: CORROSION 2012, Paper #23794, NACE International,
Houston, TX, 2012.

[18] S. Papavinasam, R.W. Revie, W. Friesen, A. Doiron, T. Panneerselvam, Review of models
to predict internal pitting corrosion of oil and gas pipelines, Corrosion Reviews 24 (3e4)
(2006) 173e230.

[19] S. Papavinasam, Sour localized pitting corrosion model of carbon steel: a status update, in:
CORROSION 2016, Paper 7250, NACE International, Houston, TX, 2016.

[20] S. Papavinasam, A. Doiron, V. Sizov, R.W. Revie, Amodel to predict internal pitting corrosion
of oil and gas pipelines (Part 1), Oil and Gas Journal 105 (44) (November 26, 2007) 68e73.

[21] S. Papavinasam, A. Doiron, V. Sizov, R.W. Revie, Amodel to predict internal pitting corrosion
of oil and gas pipelines (Part 2), Oil and Gas Journal 105 (45) (December 2007) 62e67.

[22] R. Sooknah, S. Papavinasam, R.W. Revie, Validation of a predictive model for microbi-
ologically influenced corrosion, in: NACE 2008, Paper 8503, Houston, Texas, 2008.

[23] T. Haile, S. Papavinasam, T. Zintel, Validation of corrosion models using field data ob-
tained from oil and gas production pipelines, in: CORROSION 2013, Paper #2170, NACE
International, Houston, Texas, 2013.

[24] A.D. Turris, M.D. Romero, S. Papavinasam, R. Lastra, Effect of SRB, CO2, crude oil, and
chemical treatment on the corrosiveness of synthetic produced water, in: CORROSION
2013, Paper #2213, NACE International, Houston, Texas, 2013.

[25] NACE Publication 21410, Selection of Pipeline Flow and Internal Corrosion Models,
NACE International, Houston, TX.

[26] R.E. Ricker, Analysis of Pipeline Steel Corrosion Data from NBS (NIST) Studies Con-
ducted between 1922e1940 and Relevance to Pipeline Management, National Institute of
Standards and Technology, Gaithersburg, MD 20899, May 2, 2007. NISTIR 7415.

688 Trends in Oil and Gas Corrosion Research and Technologies



Top-of-the-line corrosion 29
Marc Singer
Ohio University, Athens, OH, United States

29.1 Review of water condensation modeling

The water condensation rate (WCR) is typically calculated by evaluating the water
dropout via temperature change in a given section of pipe. However, this approach
can lead to underprediction, for example in the case of cold spots, as condensation rates
are averaged. A more accurate, albeit more cumbersome, approach considers local heat
transfer at the top of the pipe. Both methods are presented here.

29.1.1 Water dropout approach

The most common methodology used by flow assurance software to predict WCR
involves the determination of the temperature drop along a section of pipe and of
the amount of water condensation from the vapor phase. A comprehensive heat loss
module, considering pipeline and outside environment characteristics, is necessary
to determine the temperature profile. Thermodynamic models can be used to calculate
the water vapor partial pressure, which decreases along the pipe following the temper-
ature drop. The reduction in water vapor pressure is directly used to calculate an
average condensation rate considering only the upper half of the pipe area. The equa-
tion below is only valid for small sections of pipes:

WCR ¼ mgas
Mwater

Mgas

2
AL

 
Pin
vap � Pout

vap

PTotal

!
(29.1)

where WCR is given in kg/m2/s; mgas is the gas mass flow rate (kg/s); Mgas and Mwater

are molecular weight of gas phase and water (kg/mol); Pin
vap and Pout

vap are vapor
pressure at the inlet and outlet of the pipe section (bar); A/2 is half of pipe perimeter
(m); and L is the pipe length of the section considered (m).

However, this method can be inaccurate in some cases because as the water vapor
condenses, the bulk aqueous phase present at the bottom of the line tends to evaporate
to counter the more rapid cooling of the gas phase. The water drop out does not distin-
guish between these two parts and only calculates an overall rate of water accumula-
tion, i.e., the rate of water condensing from the vapor minus the rate of water
evaporating from the bulk liquid. This approach can consequently underpredict the
actual WCR happening locally at the top of the pipe.
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29.1.2 Local water condensation approach

The calculation of local WCR is linked to the phenomenon of dropwise condensation,
which has been studied extensively over the past 60 years. It can be described in terms
of a four-stage scenario [1]: nucleation, growth, coalescence, and removal. The funda-
mentals of the mechanism and modeling of dropwise condensation have been
published by Rose [2e6] over the past 30 years. As dropwise condensation is a
random process, the common approach is to calculate the heat flux through a single
droplet and to integrate the expression over an average distribution of drop sizes:

Q ¼
Z rmax

rmin

qðrÞNðrÞdr (29.2)

whereQ is the total heat flux (W/m2); q(r) is the heat flux through an individual droplet
of radius r (W/m2); N(r)dr is the number of drops per area with radius between r and
r þ dr (m�2); rmax and rmin are maximum and minimum radii of droplet (m).

Then the total heat flux includes the heat transfer due to the phase change and the
presence of noncondensable gas. It has been reported that the main resistance for heat
transfer comes from the presence of noncondensable gas [7e9]. The relationship
between total heat flux and condensation rate can be stated in the following way [10]:

Q ¼ Qg þ Qc ¼ hg �
�
Tg
b � Tg

i

�
þWCR� Hfg (29.3)

where Q is the total heat flux (W/m2); Qg is the heat flux through the gas boundary
layer (W/m2); Qc is the latent heat flux released by the phase change (W/m2); hg is the

heat transfer coefficient in the gas boundary layer (W/m2/K);
�
Tg
b � Tg

i

�
is the tem-

perature difference between bulk and vap/liq interface (K); WCR is given in kg/m2/s;
Hfg is the latent heat of evaporation/condensation (J/kg).

The heat transfer theory applied to dropwise condensation is well understood and
has been described and applied by many authors [11e14]. The approach can be directly
applied to a pipeline considering heat resistances due to the presence of noncondensable
gas, the curvature of the droplet, the vapor/liquid interface, the liquid thickness and the
promoter (pipe material) surface itself. The approach was described by Zhang [10] and
described schematically in Fig. 29.1, assuming a semihemispherical droplet shape.

The difference in temperature between the vapor and the condensing surface can be
expressed as

DT ¼ DTc þ DTi þ DTd þ DTw (29.4)

where DT is the total temperature difference
�
Tg
i � Tw

o

�
(K); DTc is the temperature

drop due to droplet curvature (K); DTi is the temperature drop at the vapor/liquid

interface
�
Tg
i � Td

i

�
(K); DTd is the temperature drop in the liquid layer

�
Td
i � Tw

i

�

(K); DTw is the temperature drop in the promoter layer
�
Tw
i � Tw

o

�
(K).
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The temperature gradients are calculated the following way:

• Temperature drop due to droplet curvature [12]

DTc ¼ 2Tg
i s

Hfgrrw
(29.5)

where r is the radius of the droplet (m); s is the vaporeliquid surface tension (N/m); rw is the
water density (kg/m3).

• Temperature drop due to vapor/liquid interface [15]

DTi ¼ q

2pr2hi
(29.6)

where hi is the heat transfer coefficient at the droplet interface (W/m2/K).
• Temperature drop through the liquid droplet [16]

DTd ¼ q� r

4pr2kc
(29.7)

where kc is the water thermal conductivity (W/m/K).
• Temperature drop through the promoter layer [12]

DTw ¼ q� Lp
4pr2kp

(29.8)

where kp is the promoter thermal conductivity (W/m/K) and Lp is the thickness of the pro-
moter layer (m).

T0
w

Ti
w

Ti
d

Ti
g

y
Tb

g

Pipe wall

Water droplet

T

Gas phase

Figure 29.1 Description of the temperature gradient for a single droplet with Tw
o as the outer

promoter temperature; Tw
i as the inner promoter temperature; Td

i as the interfacial temperature in
the liquid side; Tg

i as the interfacial temperature in the gas side; and Tg
b as the bulk gas

temperature.
Adapted from Z. Zhang, D. Hinkson, M. Singer, H. Wang, S. Nesic, A mechanistic model for
top of the line corrosion, Corrosion 63 (11) (November 2007) 1051e1062.
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Finally, the heat flux through a single droplet can be expressed by combining all of
the equations given earlier:

qðrÞ ¼
Tg
i

�
1� 2s

Hfgrrw

�
� Tw

o

r

4pr2kc
þ 1
2pr2hi

þ Lp
4pr2kp

(29.9)

where q(r) is the heat flux through an individual droplet of radius r (W/m2).
The expression of the dropsize distribution was developed by Le Fevre [17] and is

commonly accepted by many authors [3,4,18,19] in the following form:

NðrÞdr ¼ 1
3� p� r2 � rmax

�
�

r

rmax

��2
3

dr (29.10)

where N(r)dr is the number of drops per area with radius between r and r þ dr (m�2); r
is the radius of the droplet (m); rmax is the maximum droplet radius (m).

The final equation becomes

hg �
�
Tg
b � Tg

i

�
þWCR� Hfg ¼

Z rmax

rmin

Tg
i

�
1� 2s

Hfgrrw

�
� Tw

o

r

4pr2kc
þ 1
2pr2hi

þ Lp
4pr2kp

� 1
3pr2rmax

�
r

rmax

��2
3

dr (29.11)

The expression of the size of the smallest thermodynamically viable droplet is [11]

rmin ¼ 2Tss
HfgrwDT

(29.12)

where Ts is the aturation temperature (K).
The maximum droplet size based on a dimensional analysis is expressed as [4]

rmax ¼ K �
�

s

rwg

�0:5

(29.13)

where K is the experimentally defined constant close to unity; g is the gravitational
acceleration (m/s2).

Eqs. (29.11) still contains two unknown variables, namely WCR and the interfacial
temperature in the gas side Tg

i . Consequently, another equation is needed to solve the
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problem. Zhang [10] added a mass balance of the water in order to calculate the
condensation rate:

WCR ¼ rgbg �
�
xgb � xgi

�
¼ rgbg �

Mw

PTMg

�
Psat

�
Tg
b

�
� Psat

�
Tg
i

��
(29.14)

where WCR is given as kg/m2/s; bg is the mass transfer coefficient in the gas boundary
layer (m/s); xgb is the mass fraction of water vapor in the bulk gas flow (kgv/kgg); x

g
i is

the mass fraction of water vapor at the gas-liquid interface (kgv/kgg); rg is the density
of gas (kgg/m

3); Mw and Mg are the molecular weight of the water and the gas mixture
(g/mol); PT is the total pressure (Pa); Psat is the saturation pressure as a function of
temperature (Pa).

Zhang [10] was the first to propose a dropwise condensation approach to calculate
the WCR in a TLC configuration. Since then, Pojtanabuntoeng [20,21] and, later, Gao
[22] have upgraded this model to include the prediction of co-condensation of hydro-
carbon and the effect of glycol on the overall condensation process, respectively.

As shown earlier, this approach calculates a local condensation rate at the 12
o’clock position of a pipeline. In contrast, the water dropout approach described in
the previous section calculates an overall water accumulation rate considering the
net effect between the vapor condensation and the water evaporation from the brine.

29.2 Review of existing TLC models

This section presents different attempts to model TLC and predict rates of corrosion
considering either empirical and semiempirical or mechanistic approaches.

29.2.1 Empirical and semiempirical approaches

In 1991, Olsen [23] was the first to lay out the fundamental concepts of CO2-dominated
TLC modeling, which are still valid today and are at the core of most current TLC
models. Olsen stated that the competition between corrosion (Fe2þ source) and conden-
sation (Fe2þ source) controls the FeCO3 saturation level and, consequently, the level of
protectiveness of the corrosion product and the extent of the corrosion attack. At high
temperatures �70�C (158�F) and low condensation rate, a dense and protective
FeCO3 is favored. At high condensation rate, the saturation in FeCO3 is more difficult
to obtain due to the rate of fresh water renewal. Although no proper mathematical model
was proposed, this work is fundamental in many respects.

The first actual TLC prediction equation in sweet environments was proposed by
DeWaard [24] who adapted his well-known correlation to a TLC scenario. DeWaard
introduced a correcting factor FCond ¼ 0.1 in order to adapt his model to condensation
conditions for condensation rates below an experimentally determined critical rate of
0.25 mL/m2 s. This equation is still widely used today due to its simplicity but gives an
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extremely conservative prediction. For instance, the presence and effect of FeCO3 is
completely ignored.

CR ¼ FCond � 10

�
5:8�1710

Tk
þ 0:67� logðpCO2Þ

�

(29.15)

where PCO2 is the partial pressure of CO2 (bar); Tk is the temperature (K); FCond is 0.1;
CR is the corrosion rate (mm/year).

In 2000, Pots [25] proposed a more comprehensive attempt to mathematically
represent the competition between the scale formation ratedlinked to the iron
dissolutiondand the condensation rate. Pots developed the so-called “supersaturation
model” based on the calculation of the concentration of iron at saturation under film-
forming conditions. The corrosion rate CR, calculated using the formula below, is
equated with the precipitation rate PR, calculated using an equation developed by
Van Hunnik [26]. The concentration of Fe2þ present on both sides of the equations
(Eqs. 29.16 and 29.17) is calculated and reinserted in the corrosion rate equation.
This approach highlighted the need to develop in parallel a solid chemistry model
as well as a correct evaluation of the condensation rate in order to accurately predict
the corrosion rate. However, no clear guidelines on how to calculate it were provided.

CR ¼ MFe � 106 � 24� 3600� 365
rCarbonsteel

� �Fe2þ	supersat �
WCR
rw

(29.16)

where CR is the corrosion rate (mm/year); WCR is given as g/m2/s; rw is the water
density (g/m3); [Fe2þ]supersat is the iron concentration at FeCO3 saturation (mol/L);MFe

is the iron molecular weight (55.847 g/mol); rcarbonsteel is the density of a typical
carbon steel (CS) (7,860,000 g/m3).

PR ¼ Ap � e
�Ea
RT � Ksp � ðs� 1Þ

�
1� 1

s

�
and s ¼

�
Fe2þ

	� �CO3
2�	

Ksp

(29.17)

where PR is the precipitation rate converted in mol/m2/s; Ap is the constant Ea is the
activation energy (KJ/mol); R is the deal gas constant (J/K/mol); T is the temperature
(K); s is the FeCO3 saturation; Ksp is the FeCO3 solubility product (mol2/m2).

Based on the same concepts, Nyborg et al. [27] developed in 2007 a new empirical
equation validated through experimental work. The expression developed by Nyborg
depends on the WCR, the iron carbonate solubility and a supersaturation factor. Ac-
cording to the author, it is valid only for low acetic acid content (<0.001 mol/L),
low to medium carbon dioxide partial pressure <3 bars (44 psi), and no H2S. The
iron carbonate solubility is represented as “solubility of iron ion” and is expressed
as a function of temperature, total pressure, and CO2 partial pressure. This calculation
step requires a comprehensive water chemistry module, which can be adapted to
include the effect of organic acid and glycol content [28]. Although no detail is pro-
vided on how the condensation rate is calculated, Nyborg stresses the importance of
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predicting an accurate condensation rate, as it will have a much more pronounced
effect on TLC than, for example, the CO2 partial pressure.

CR ¼ 0:004�WCR� �Fe2þ	� ð12:5� 0:09� TÞ (29.18)

where CR is the corrosion rate (mm/year); WCR is given as g/m2/s; [Fe2þ] is the
solubility of iron ions (ppmw); T is the temperature (�C).

29.2.2 Mechanistic models

Mechanistic efforts to model TLC date back to early 2000 and focus exclusively on
sweet (CO2 dominated) environments. These mechanistic efforts usually yield vastly
more accurate predictions but are much more cumbersome to implement as they typi-
cally require solutions to systems of nonlinear differential equations. Although much
progress has been made in the understanding of sour TLC and sour corrosion in gen-
eral, no modeling approach has been properly validated.

In 2002, Vitse [29e31] presented the first mechanistic attempt to model both
condensation and corrosion processes. Vitse’s condensation model assumed a contin-
uous water film thickness mostly dependent on surface tension according to the
following equation:

d ¼
 

s

g� �rl � rg
�
!0:5

(29.19)

where g is the gravitational acceleration (m/s2); s is the surface tension (N/m); rl and
rg are liquid and gas density, respectively (kg/m3).

Considering the phase change and the heat resistance through the pipe wall and water
layer, Vitse usedNusselt’s theory of filmwise condensation [32,33] to develop his model.
However, Vitse acknowledged that this approach was not properly suited to simulate the
condensationprocess at the top of the line,which is dropwise [34].Vitse thendirectlyused
the film-free electrochemicalmodel proposed byNesic [35] to estimate the corrosion rate.
Furthermore, he conducted an Fe2þ flux balance in the droplet, taking into account the
fluxes of Fe2þ created by corrosion, removed by FeCO3 precipitation and transported
by condensed water film convection. The FeCO3 precipitation rate is calculated using
the expression fromVanHunnik [26]. The role of the corrosion product layer was simpli-
fied by considering that the part of the steel surface covered by FeCO3was not corroding.
The estimation of this covering factor K was done empirically, by fitting with experi-
mental data. Under this model, an iterative process is performed until no change in the
iron ion concentration is computed inside the control volume. Although still based on
the fundamental mechanisms initially proposed by Olsen [23], and although not fully
mechanistic, Vitse’s method gave insight into how to model TLC phenomena. The equa-
tion used in the Fe2þ flux balance is displayed below:

d
�
Fe2þ

	

dt
¼ 1

d
� �K � CR� ð1� KÞ � PR�WCR� �Fe2þ		 (29.20)
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where Fe2þ is the concentration of iron ion inside the control volume (mol/m3); t is the
time (s); CR is the corrosion rate (mol/m3/s); PR is the precipitation rate (mol/m3/s);
WCR is given as m3/m2/s; d is the liquid film thickness (m); K is the covering factor.

In 2007, Zhang et al. [10] published the first fully mechanistic approach to TLC
modeling. Like Vitse’s approach [29e31], the model covers the three main processes
involved in top of the line corrosion (TLC) phenomena: dropwise condensation, chem-
istry in the condensed water, and corrosion at the steel surface. The condensation model,
based on a dropwise approach valid for the 11e1 o’clock position in a pipeline, is pre-
sented in the previous section. The chemistry of the condensed liquid is established
through standard chemical and thermodynamic equations [36,37]. Finally, the corrosion
model is directly adapted from the mechanistic CO2 corrosion approach developed by
Nordsveen et al. [38] and Nesic et al. [39,40]. This corrosion model considers chemical
reactions, transport of species, and the electrochemical reactions at the metal surface. For
instance, the expression of the transport of chemical species in the liquid film and the
porous corrosion product can be simplified assuming no convection (stagnant droplet):

vεCi

vt
¼ Di

v2ðkCiÞ
vx2

þ εRi (29.21)

where Ci is the concentration of species i (mol/L); ε is the volumetric porosity of the
film, equal to 1 outside the corrosion product layer; k is the surface permeability of the
film, equal to 1 outside the corrosion product layer; Di is the molecular diffusion of
species i (m2/s); Ri is the source or sink of species i (mol/L/s); t is the time (s); x is the
spatial coordinate (m).

The porosity ε can be expressed as a function of the FeCO3 precipitation rate,
defined by the Van Hunnik equation [26] for FeCO3 dissolution/precipitation rate:

vε

vt
¼ �MFeCO3

rFeCO3

RFeCO3 (29.22)

where MFeCO3 is the iron carbonate molecular weight (kg/mol); rFeCO3
is the iron

carbonate density (k/m3); RFeCO3 is the iron carbonate precipitation rate (mol/m3/s).
The flux of electroactive species is calculated with the following equation:

Nj ¼ � ij
njF

(29.23)

where ij is the current density for species j (A/m2); nj is the number of electrons
exchanged for species j; F is the faraday number (A$s/mol); Ni is the flux of species
j (mol/m2/s).

Finally, the current density of each corrosive species can be expressed following the
Tafel approximation:

i ¼ �i0$10
�E�Erev

b (29.24)
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where i0 is the exchange current density; Erev is the reversible potential; b is the tafel
slope.

This system constitutes a set of nonlinear differential equations that need to be
solved both in time and space. Zhang’s innovation is to adapt these models to a
TLC scenario. Zhang’s main assumption is that the steel surface is corroding uniformly
considering that, although the condensation is dropwise, every point on the metal
surface has the same probability of being covered by liquid droplets. The problem
can then be simplified from a three-dimensional (semihemispherical droplet) to a
one-dimensional (1-D; liquid layer) problem. The validity of this 1-D assumption
with respect to the occurrence of localized corrosion is discussed later in this chapter.
The droplet growth is simulated by considering the increase in liquid film thickness
due to the condensation process. Once the droplet reaches a calculated maximum
size, the liquid film thickness is reset to its initial value, simulating a situation where
the droplet either slides or falls due to gravity forces. This cycle is carried out until the
corrosion process reaches a steady state. Fig. 29.2 shows how the calculation domain is
structured and how the boundary conditions, at the steel surface and the liquid vapor
interface, are defined.

This approach represents to date the most comprehensive attempt to model TLC as
it takes into account all of the controlling parameters following a fully mechanistic
methodology.

In 2011, Asher presented a comprehensive summary on best modeling practices
related to sweet and sour TLC [42]. Although no specific algorithm was presented
in the publication, the approach seemed to agree with Zhang’s methodology, stressing
the importance of the chemical, condensation, and corrosion processes and high-
lighting the balance between the fluxes of iron ions due to corrosion and required to
form the corrosion product layer.

Interfacial temperature Ti and temperature 
gradient updated at each time step

Boundary condition at the steel surface: 
given concentration gradient for 
electro-active species

Boundary condition at the liquid 
vapor interface surface: given 
concentration set by the vapor/liquid 
equilibrium (VLE)

Growing film thickness

Pipe wall – top of the line 

Corrosion product film

Ti

Droplet

Freshly condensed liquid

Growing droplet: the liquid thickness is 
calculated at each time step

Figure 29.2 Schematic of the corrosion calculations in a growing droplet [41].
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29.2.3 Prediction of localized corrosion

Asmentioned in Chapter 16, sweet TLC is thought to be a “uniform” localized corrosion
phenomenon instead of a purely pitting-dominated process. The “uniform” qualification
of the attack is supported by the large size of the features and the extent of the corrosion
rate, which never surpasses the “layer-free” rate. It is thought that the penetration rate is
driven by the corrosivity of the environment and the WCR and is not particularly
affected by any galvanic coupling between bare steel and layer-covered areas of the
steel surface.

However, understanding and modeling how the localized corrosion features initiate,
grow, and eventually coalescence in a dewing environment is of great importance. As
for any type of localized corrosion in a sweet environment, a prerequisite of any local
attack is a formation of a partially protectiveFeCO3 scale.Based on an experimental study
performed at the bottom of the line, Sunwas able to identify a zonewhere localized corro-
sion occurrence and propagationweremost likely [43]. The presence of a partially protec-
tive FeCO3was crucial, as under film-free or fully protectivefilm conditions, no localized
corrosionwas observed. The scaling tendency (i.e., the ratio of precipitation and corrosion
rate) was introduced to quantify the likelihood of localized corrosion occurrence. The pre-
cipitation ratewas directly derived for the FeCO3 saturation level in the bulk phase,which
could also be used to evaluate the protectiveness of the scale.

The possibility of a galvanic affect between the bottom of the mesa attack feature
(film-free) and the surrounding area covered with FeCO3 was also introduced by Han
[44e47]. The induced difference in potential could accelerate the corrosion rate of the
exposed steel. Using a novel experimental setup artificially simulating a pit, Han could
actually measure the difference in potential between the film-covered surface and the
film-free site of the bottom of the pit. He could also link the localized corrosion growth
with a FeCO3 saturation level between 0.5 and 2, as did Sun et al. [43]. More impor-
tantly, Han stipulated that the pH of the solution trapped between the corrosion product
layer and the steel was actually much higher than the pH in the bulk, leading to the
formation of thin iron oxide (Fe3O4) film. This layer could provide an explanation
for the significant increase in potential of the film-covered “passive” surface and the
establishment of a galvanic cell with the active site of the pit. However, the existence
of the iron oxide film has been debated as attempts by several authors to identify the
oxide layer were inconclusive at best [46,48]. In addition, the mechanism cannot be
applied easily to a dewing environment because the condensed water is not sufficiently
conductive to “carry” the current at any significant level.

In 2008, Amri [49,50] performed similar experiments in an effort to relate pit
growth and environmental conditions, especially in the presence of acetic acid. It
was found that the growth of the pit was related to the depletion of the acetic acid
concentration inside the pit. It was also stated that the growth should stop once the
pit reaches a certain depth. Many of the observations made by the author were typical
of a TLC scenario and were put forward to explain TLC stabilization. Consequently,
this study constituted the first attempt to adapt the localized corrosion process to TLC.

Later, in 2013, Singer performed a comprehensive experimental study focused on
the localized nature of TLC in sweet environments [41]. The author clearly identified

698 Trends in Oil and Gas Corrosion Research and Technologies



conditions where little to no corrosion was observed (low WCR and CO2 content),
where localized corrosion was present (moderate condensation rate, high gas temper-
ature, and high organic acid content), and where uniform corrosion dominated (low
steel temperature and high WCR). From these observations, the author developed a
narrative for localized corrosion initiation and growth:

1. Initially, the steel surface corrodes uniformly and the rate of corrosion decreases with time
due to the increase in solution pH (Fe2þ ions accumulation inside the droplet). The situation
lasts as long as the droplet remains undersaturated with respect to FeCO3.

2. If the FeCO3 saturation level reaches one, the formation of the corrosion product layer
decreases the corrosion rate even further. (Practical laboratory experience shows that super-
saturation values of 5e10 are often sustainable, especially at high temperature [51].)

3. The condensation rate of fresh water being constant, the droplet eventually becomes slightly
undersaturated, leading part of the layer to redissolve. The steel surface can become segre-
gated between areas well-protected by the FeCO3 layer and uncovered areas suffering
from “bare steel” corrosion.

4. Uncovered areas corrode actively, whereas covered areas are protected, but the overall flux of
Fe2þ ions due to corrosion, averaged over the entire steel surface, becomes constant in order
to maintain the FeCO3 saturation level. Localized TLC features are created.

5. The localized features initially propagate in depth as the immediate surroundings are covered
by protective FeCO3. However, the corrosion also progresses laterally, underneath the
already existing FeCO3 layer. The deeper features may stop progressing in depth while
new damages in the corrosion product layer appear.

This narrative explains why the overall wall thickness loss rate becomes constant
while localized features are present. The overall rate of iron dissolution is controlled
by the corrosivity of the droplet, considering the chemistry at FeCO3 saturation.

29.3 Remaining gaps in the modeling of TLC mechanisms

29.3.1 Prediction of sour TLC

Although much progress has been achieved in sweet TLC prediction, the modeling of
sour corrosion remains a considerable challenge. As mentioned in Chapter 16, sour
TLC is much less dependent on the WCR and seems to be controlled by the properties
of the corrosion product layer. Most of the more mechanistic models have been adapt-
ed to predict sour TLC, a task made possible due to their fundamental physical struc-
ture [52]. However, comprehensive validation of these models has been difficult due to
the lack of accurate field data. Occurrence of sour TLC is rare and often difficult to
clearly identify. In addition, modeling of sour TLC clearly lags behind modeling of
sour corrosion, and proper understanding of the effect of FexSy corrosion product
layers on corrosion and pitting is lacking.

29.3.2 Modeling of TLC stabilization

Modeling approaches based on a uniform corrosion mechanism have been success-
fully used to predict the trend and order of magnitude of TLC, at least in sweet
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environments. By itself, this observation represents a validation of this choice of over-
all mechanism. However, it also means that, for a fixed set of operating conditions,
wall loss due to TLC is expected to occur continuously over the production life. As
mentioned in Chapter 16, in-line inspections (ILIs) have shown that TLC features
stop progressing in depth after some time, a phenomenon called TLC stabilization
[53]. Current models cannot explain this behavior completely: although individual
TLC features may very well cease to progress in depth due to geometrical consider-
ations and mass transfer limitations, it is expected that other nearby features should
“take over” or new features should appear in order to maintain the overall Fe2þ flux
and the FeCO3 saturation. Field evidence of TLC stabilization is still controversial
and the phenomenon has not been comprehensively investigated in a laboratory.
Consequently, the lack of widely approved explanation for TLC stabilization makes
its modeling quite challenging for now.

29.3.3 Limitations in the use of TLC predictive models

Using corrosion models that have been developed in academic and research institu-
tions and applying them to field conditions has always been a challenge. On one
hand, researchers are often hesitant to use incomplete and inaccurate field data to vali-
date their models. On the other hand, field engineers often distrust the models’ ability
to simulate complex field conditions, preferring to rely exclusively on field experience,
as the models’ validity and limitations are often misunderstood. Comprehensive and
open validation of modeling performances with field experiences involving actual
pipeline TLC failures is an essential step in bridging that gap. The first comprehen-
sive effort to compare modeling predictions with TLC field data was performed by
Gunaltun in 2010 [54]. The author selected 11 flow lines and determined a set of
average operating conditions (temperature, pressure, CO2 content, and flow rates)
for each of them. These data were fed as input parameters for the TLC model, which
was based on Zhang’s approach [10]. One single TLC rate was predicted for each
flow line and compared to maximum thickness loss measurements obtained through
magnetic flux leakage (MFL) inspection. The comparison between the predicted
TLC rates and the maximum measurable thickness losses showed a generally poor
degree of agreement.

However, this effort was successful in highlighting some of the difficulties related
to the development an accurate methodology for comparing model and field data.
Among them, averaging decades of fluctuating operating conditions into one single
set of parameters cannot be seen as an accurate representation of the production his-
tory. In addition, taking the maximum thickness loss measured from an MFL run
cannot be used to represent the overall severity of the corrosion attack along a given
pipeline. Too much confidence is often placed in ILI data, and the inaccuracy of the
inspection tools must be accounted for, especially when comparing successive runs.
In summary, efforts must be made both to ensure that the models are fed with the
most accurate conditions possible and that the ILI data extracted for comparison are
indeed representative of the TLC severity.
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29.4 Best practices and emerging trends

As described earlier, comparison between model predictions and field data is still a
difficult exercise. Often, the models are quickly blamed for their perceived ineffec-
tiveness while too much trust is placed on notoriously inaccurate field data. In any
case, the quality of the model predictions cannot be expected to be of better than
the input field data.

29.4.1 Methodology for comparing field data and model
prediction

In 2012, Kaewpradap developed a comprehensive methodology aimed at effectively
utilizing both field data and model predictions [55e57]. The author identified several
challenges and separated them into three main groups.

29.4.1.1 Issues related to the accuracy of field data

Kaewpradap listed all the field parameters needed to perform a proper simulation: his-
tory of production data, inlet pressure and temperature, gas and liquid composition.
The author also highlighted the importance of topographic data, burial depth, environ-
mental conditions, and pipeline properties. Some of these parameters can vary greatly
over the course of a field’s production life. Mechanistic models are very sensitive to
this information, both for the calculation of the WCR and the TLC rate. As much as
possible, the collection of complete and accurate field data is a definite prerequisite.

29.4.1.2 Issues related to the model predictions

The author highlighted the importance of fully understanding the meaning of predicted
parameters. Most current models calculate steady-state uniform corrosion rates. The
validity of using uniform corrosion models to simulate localized TLC features has
been debated earlier in this section. Based on the current understanding of the mech-
anism, predicted steady-state corrosion rates apply to the growth of large mesa-type
corrosion features but not pitting. It is also clear that current TLC models cannot be
used to simulate corrosion rates at the bottom of the line, or defects at field joints,
for example. Simulated corrosion rates are only valid for one set of input conditions,
and calculations need to be repeated and integrated over time in order to represent the
total wall thickness loss experienced over an entire production history. It is often
necessary to identify production periods showing similarities and determine time-
averaged input parameters over several time periods in order to balance practicality
and accuracy.

29.4.1.3 Issues related to the analysis of ILI data

It is crucial to understand how the TLC feature size is actually measured, whether the
ILI is performed through MFL, ultrasonic testing, or any other nondestructive testing
tool. For instance, MFL, which is the most widely used technique, determines the
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feature depth by converting deviation in magnetic flux using proprietary algorithms.
In addition, typical accuracy is on the order of 10%e20% of the nominal wall thick-
ness [58]. ILI data logs contain a wealth of information, most of it not directly related
to TLC. These data must be filtered in order to identify large features (clusters not
pitting) located at the 10e2 o’clock position and to eliminate noisy data related to field
joint or girth welds.

Based on these observations, Kaewpradap proposed a multistep methodology for
the comparison of model predictions and field data, considering a given pipeline [57].

Field condition analysis
Step 1: Identification of operating time periods showing similarities in term of inlet temper-
ature and pressure, gaseliquid flow rates, and determination of a simple, time-averaged value
for each operating parameter
Step 2: Calculation of WCRs and temperature profiles using a heat and mass transfer line
model
Step 3: Simulations of steady-state TLC rate along the pipeline for each time period
Step 4: Calculation of cumulative wall thickness losses for the entire operating life of the field
and comparison with provided MFL data

ILI data analysis
Step 1: Selection of ILI data over sections of pipe where the most severe TLC is typically
encountered (start of line except riser, cold spots)
Step 2: Omission of features in the section of line where flow regime is clearly not stratified
(vertical riser)
Step 3: Selection of features in the upper section of the pipe (between 10 and 2 o’clock)
Step 4: Omission of features located �0.5 m around the weld joints
Step 6: Selection of large clusters and omission of small-size, isolated features. (Clusters are
defined as large corrosion features, where width and depth is at least three times the wall
thickness, following the classifications developed by the pipeline operators forum [59]).

Kaewpradap implemented this procedure to simulate several fields in the gulf of
Thailand and obtained reasonably good agreement with field data [55,57]. Some dis-
crepancies remain, as expected, especially in the prediction of the severity of the TLC
attack in the first hundreds meters of line. The model, following the author’s current
understanding of the mechanisms, predicts the highest TLC rate at the inlet of the
pipe, whereas ILI data show that the wall thickness loss typically reaches its maximum
only after a few 100 m. The reason behind this behavior is not understood and requires
further investigation.

29.4.2 How to use TLC prediction?

There is no question that corrosion prediction models in general should always be used
in conjunction with field experience. This is also true for TLC prediction models.
Recent efforts use some of these models to explain measured high thickness losses
have been successful, validating this use of the tool for failure analysis.
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TLC prediction software can also be used for the design of new pipelines. Examples
are as follows:

• The expected operating conditions and production flow rates can be used to evaluate the TLC
severity and implement the appropriate design decisions: corrosion allowance, characteris-
tics of thickness of thermal insulation [53,60].

• Corrosion resistant alloy (CRA) and cladded pipe have been used for cooling spool pieces,
where the vapor is forced to condense with no risk for the pipe material. TLC models can be
used to determine the optimal length of the CRA spool piece [53].

• The transition between CRA and CS sections can also pose an elevated risk of corrosion as
fresh condensed water, containing no dissolved iron ions, can travel to the CS section [53].
Although this does not constitute a pure case of TLC, existing models can be used to predict
the severity of the corrosion attack. Similarly, the expected TLC rates at tie-ins can also be
evaluated in a similar way.

• Expected TLC rates can be used to prioritize ILI runs on lines that are found more
critical [60].

• The frequency of batch inhibition can be determined using predicted TLC rates [60],
although the inhibition persistency is also a required parameter that can only be obtained
through field experience or laboratory evaluation.

29.5 Conclusions

Much progress has been made over the past 20 years with regards to the understanding
and modeling of TLC. Academic and research institutions have conducted carefully
designed experimental studies and developed models that can accurately simulate
this corrosion phenomenon. Efforts are still needed to fully represent the complexity
of field environments, but TLC prediction software has been used with growing con-
fidence by the industry, partly due to comprehensive and open validation activities.
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steels

30
Weixing Chen
University of Alberta, Edmonton, AB, Canada

30.1 Introduction

The accuracy of modeling and prediction of stress corrosion cracking (SCC) of
pipeline steels will largely rely on the following two key prerequisites:

1. The accuracy of modeling methodology or approaches in capturing the outcome of simu-
lating attempts, either experimental or numerical, that are designed to simulate the field
occurrence of SCC cracking of pipeline steels.

2. The true relevance of the simulative attempts to the field conditions that have caused the
occurrence of SCC cracking of pipeline steels.

The trends in SCC research have always been moving in the direction of narrowing
down the gaps that exist in the two aforementioned areas. As a result, this chapter is struc-
tured first to understand the field conditions pertinent to SCC crack initiation and growth.
This discussion is followed by an overview of the different modeling approaches and a
brief discussion of the current best practices and most recent advancements in modeling
and predicting SCC of pipeline steels. From a critical analysis of the gaps between the
field reality and the modeling hypotheses, the needs for future research and emerging
trends in modeling SCC of pipeline steels are envisioned at end of the chapter.

30.2 Field conditions pertinent to SCC crack initiation
and growth

The most common forms of SCC in pipeline steels are high-pH SCC (HpHSCC) and
near-neutral pH SCC (NNpHSCC), as have been detailed in Chapter 12 in terms of
their mechanisms of initiation and growth. SCC is a special form of environmentally
assisted cracking that causes failures of pipeline steels when a susceptible pipeline
steel surface is exposed to a corrosive environment under a constant stress usually
below their yield strength.

Although the general conditions associated with SCC of pipeline steels are well
defined, laboratory simulations aimed to reproduce SCC cracks, which are the basis
of modeling, still remain to be improved. The following are the two most important
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considerations in designing laboratory simulations to reproduce SCC cracking of pipe-
line steels found in the field:

1. Cracks are reproducible in terms of their macroscopic, microscopic, and metallurgical
characteristics.

2. Crack growth rates are reproducible when compared with the lifetime of failures often found
during field operation.

The simulations aimed to achieve the first objective are generally successful. In lab-
oratory conditions, a blunt crack tip, wide crack crevice, and transgranular path of
growth for NNpHSCC, whereas a sharp crack tip, narrow crack crevice, and intergran-
ular growth path for HpHSCC have been observed. However, the simulations for the
purpose of achieving the second objective are inadequate, in general. This deviation
reflects some irrelevances of test conditions used in laboratory simulations, and the
inability of the modeling approach to capture the complexity of field variables
affecting crack growth rate. Nevertheless, the key to improving the prediction accuracy
should start with the understanding of field operation variables that are responsible for
crack initiation and growth, which will be the focus of this section.

30.2.1 Initiation and growth of high-pH stress corrosion
cracking

SCC modeling is mainly for the purpose of determining the remaining lifetime for the
safe operation of a pipeline. A time-dependent crack initiation and growth behavior
found in the field should be determined first. Fig. 30.1 illustrates the time-dependent
behavior of HpHSCC proposed by Parkins [1]. Fig. 30.1 was revised to name the
stages of crack initiation and growth using a number system different from what
was initially proposed by Parkins simply for the sake of consistency of fracture me-
chanics conventions. A brief description of each stage is given below:

Time
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Preparation Stage 1a Stage 1b Stage 2 Stage 3
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Figure 30.1 Schematic illustration of the effect of time upon stress corrosion cracking (SCC)
velocity of pipeline steel exposed to carbonateebicarbonate solution [1].
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Preparation stage: This stage involves pitting and the creation of an occluded,
often acidic, local environment, usually at sites of sulfide inclusions, as suggested
by Parkins [1].

Stage 1a: This stage is characterized with the highest rate of crack growth and
gradual reduction of crack velocity with increasing time or crack depth. It is believed
that cracks are initiated by grain boundary selective dissolution, and the duration of
initiation is probably greatly exaggerated in this illustration [2]. It should be noted
that the early phases of cracking are unlikely to take place in situations where the crack
tipedriving force can be described by the linear elastic fracture mechanics (LEFM)
stress intensity factor, K (assuming Mode I loading in the current chapter). In general,
significant surface or blunt notch plasticity will be involved in the early stage of crack
development, which, nevertheless, can occupy a very large fraction of the total time to
failure. Consequently, SCC initiation can be strongly influenced by surface roughness,
cold work, initial air oxidation state, presence of surface defects and inclusions, and the
applied and residual fabrication strains [1].

Stage 1b: This stage is featured with continuous initiations of small SCC cracks and
their coalescence. This process takes up a large portion of the lifetime of the pipeline
steel. It is believed that the process of multiple crack initiation, coalescence, and
growth is essentially stochastic, and individual cracks in an ensemble of cracks are
observed to grow in an irregular manner, frequently displaying dormancy (in contrast
to the behavior of single isolated cracks) [2e5]. This stochastic feature arises, first,
because of the presence of multiple initiation sites with differing sensitivities to initi-
ation and orientation with respect to the principal stress. Second, interactions between
the stress fields of nearby crack tips leading to crack coalescence and the phenomenon
of shielding of small cracks by larger ones give rise to irregular propagation [1].

Stage 2: This stage concerns primarily the growth of a dormant crack, which can be
characterized as a function of the LEFM crack tip stress intensity factor, K, and is nor-
mally relatively rapid by comparison with the preceding stages.

Stage 3: This stage has no engineering significance because rapid crack growth
occurs and pipelines should be replaced prior to the occurrence of Stage 3.

For the convenience of modeling, the various stages of crack initiation and growth are
reillustrated in Fig. 30.2 from a mechanistic point of view. The crack velocity, da/dt or
da/dN (crack growth per fatigue cycle), is related to the range of stress intensity factor,
DK, in the presence of cyclic stresses, or to K, in the case of crack growth by a constant
stress. Both DK and K vary with the location of the crack tip and crack geometries.
Because pipeline failures are primarily caused by the growth of cracks toward the oppo-
site surface, it is the highest value of DK and K at the depth tip of a crack that is usually
correlated to the crack velocity. With an increase of time, K and DK increase either
because of the growth of an individual crack in its depth direction and/or the coalescence
of small cracks in their length direction. The decrease of the crack growth rate with the
increasing DK and/or K in Stage 1 indicates the irrelevance of crack initiation and crack
growth with DK and/or K, because crack velocity should increase with their increase.

The lifetime of a pipeline is obviously limited by the onset of Stage 2. In
Fig. 30.2, fast crack growth from a dormant state in Stage 1 starts when mechanically
driven processes become predominant. Two mechanical processes are illustrated in
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Fig. 30.2: one process of the fast growth is initiated when the maximum stress inten-
sity factor at the crack tip exceeds KISCC, the threshold for SCC, whereas the second
process of fast growth occurs when the maximum DK at the crack tip exceeds the
fatigue threshold, DKth. It should be noted that “maximum” here refers to the highest
DK or K calculated at a given time for a given crack, depending on both the nature of
pressure fluctuations and the crack geometries.

For the situation shown in Fig. 30.2, the fatigue threshold is lower than the SCC
threshold; however, the SCC process corresponds to a much higher crack growth
rate than the fatigue process. As a result, the contribution of crack growth by fatigue
is negligible at the beginning of Stage 2 but becomes appreciable later in Stage 2.

The fatigue component of crack growth during a pipeline operation certainly varies
with pressure fluctuations during pipeline operation. This situation will be examined
later in detail. Accepting the fact that fatigue contributes to crack growth, the so-
called superposition model can be used [6e8]:
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Figure 30.2 Schematic illustration of the effect of DK upon stress corrosion cracking velocity of
pipeline steel exposed to carbonateebicarbonate solution.
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where (da/dt)Stage 1 is the crack growth attributed to the growth mechanisms in Stage 1
if they still exist in Stage 2; (da/dt)Stage 2�SCC is the crack growth contribution caused
by SCC mechanisms; (da/dN)Stage 2�CF is the contribution of crack growth caused by
fatigue or corrosion fatigue; and f is the frequency of fatigue cycle.

Eq. (30.1) can be universal for crack initiation and growth before the onset of Stage
3. From Eq. (30.1) and the illustration shown in Fig. 30.2, one can construct several
crack growth scenarios representing different relative contributions of the three-
crack growth terms included in Eq. (30.1). A total of six different scenarios could
be generated based on Eq. (30.1) and the illustration shown in Fig. 30.2. These six sce-
narios are further demonstrated in Fig. 30.3 and could also be expressed by represen-
tative equations summarized in Table 30.1. Each of these six scenarios is briefly
discussed below.

Model AdPure dissolution limited, represented by Curve A: This is a situation
where conditions for the onset of mechanisms of crack growth for Stage 2 are not real-
ized before pipeline failure. Under the circumstances, SCC cracks appear shallow and
can be long in their length direction; they are often termed as dormant cracks in crack
colonies found on the surface of pipeline steels.

Model BdPure fatigue or corrosion fatigue limited, represented by Curve B:
Cracks can be initiated directly by mechanisms of fatigue or corrosion fatigue, and
the entire life of the pipeline is also governed by mechanisms of fatigue or corrosion
fatigue. Model B is most likely to occur in oil pipeline steels because of the very
frequent pressure fluctuations and their large amplitude. Despite the above facts, the
accumulated number of fatigue cycles are usually well below those required for the
initiation of fatigue cracks because of a much lower frequency of pressure fluctuations,
which will be further discussed.
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Figure 30.3 Schematic illustration of the effect of DK upon stress corrosion cracking velocity of
pipeline steel exposed to carbonateebicarbonate solution and the ways of superimposing the
contribution to crack growth rate by different crack growth mechanisms.

Modeling and prediction of stress corrosion cracking of pipeline steels 711



Table 30.1 Crack growth rate expressions representing individual crack growth mechanisms and their
combinations

Model Description Equations

A Pure dissolution limiteddCurve A da

dt
¼

�
da

dt

�

Stage 1 and Stage 2

B Pure fatigue or corrosion fatigue limiteddCurve B da

dt
¼ 1

f

�
da

dN

�

F or CF

C Sequential summationdCurve C da
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Model CdSequential summationdCurve C: This is a situation at which Stage-1
initiation and growth and Stage-2 growth occurs all by direct dissolution of iron at
the crack tip. However, crack initiation and growth in Stage 1 is not mechanically
driven. In Stage 2, mechanical driving forces reach to the threshold of SCC and are
responsible for fracturing passivating film but do not make any direct contribution
to the advancement of a crack. Model C is an idealized situation of HpHSCC where
the effect of fatigue on crack growth is ignored or too small to consider.

Model DdSimple superpositiondCurve D: Because the first term in the Model D
equation is negligible (see Model A for explanation), usually only the last two terms
are seen, forming the most common format of superposition model. For the latter two
terms, mathematic operations such as summation and integration are often used to
calculate crack growth rate. The summation operation includes the addition of the
crack growth rate corresponding to each load cycle, as determined from a constant
amplitude fatigue or corrosion fatigue test [9], to the crack growth rate of SCC. Inte-
gration is used to integrate the SCC crack growth rate under cyclic stresses [10].

Models E and FdInteractive superpositiondCurves E and F: Different from
model D, the crack growth rate is enhanced or reduced because of the load interaction
effects, which consist of load history interactions, time- or cyclic loading frequencye
dependent load interactions, and their mutual interactions, which will be discussed in
detail in Section 30.2.3. In the case of 4 > 1, the interactions would yield an enhanced
crack growth rate (Curve E), whereas a reduction of the crack growth rate can be
observed when 4 < 1 (Curve F).

Fig. 30.4 is a replot of Fig. 30.3 in terms of crack growth velocity, da/dt, versus
time. It is clear that the positively interactive superpositiondCurve Edwould yield
the shortest time of operation. The pure fatigue or corrosion fatigue limited modelsd
Curve Bdmay yield quite a long time of safe operation. This is because of the
extended time for crack initiation and early crack growth by fatigue, as well as the
very low loading frequency of the fatigue cycle, despite the fact that crack growth
per each fatigue cycle, da/dN, can be high, especially during Stage-2 crack growth.
As a result of low loading frequency, Curve B2 would be a more accurate representa-
tion of the crack growth caused by the pure fatigue crack initiation and growth of pipe-
line steels.

Lo
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/d

t

Time

A

C F
D

E

B2

B1

Figure 30.4 Schematic illustration of the dependence of crack growth rate, da/dt, on time of
pipeline steel exposed to carbonateebicarbonate solution.
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30.2.2 Initiation and growth of near-neutral pH SCC

From extensive investigations for over 30 years since the discovery of NNpHSCC
[11,12], the physical processes of crack initiation and growth have been determined,
despite the fact that some details in various aspects of crack initiation and growth
are yet to be understood [13]. The crack growth in Fig. 30.5, da/dt, is correlated to
a combined factor, DKaKb

max

�
f g [14,15], where a, b, and g are constant; f is the cyclic

frequency of pressure fluctuations to be discussed in Section 30.5. Fig. 30.5 shows the
latest understanding of the physical processes involved in crack initiation and growth
of pipelines in near-neutral pH environments. The growth curve is a superposition of
crack growth by direct dissolution of steels at localized areas on pipe surface during
initiation or at the tip of a crack during crack growth (the dissolution growth curve),
and by a process involving the interaction of fatigue and hydrogen embrittlement
(the hydrogen-facilitated fatigue growth curve).

The dissolution growth curve is predominantly important during crack initiation
and early-stage crack growth. Crack initiation results from localized corrosion at the
pipe surface, leading to the formation of cracklike defects. This stage is usually depen-
dent on coating conditions, soil environments, and steel metallurgy. The rate of disso-
lution reduces as crack depth increases, and many cracks stop growing when reaching
a crack depth of w1 mm. At this point, the crack enters a state of dormancy [16e18],
as shown in Fig. 30.5. Stage 1 can be controlled through effective coatings and
cathodic protection. A dissolution-dominant crack growth model in this stage is valid
because of the following facts:

1. Mechanical driving forces are negligible primarily because of a very small stress intensity
factor at the crack tip. Direct initiation of a fatigue crack from metallurgical discontinuities,
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such as inclusions, often requires very aggressive fatigue conditions that are far from realistic
pressure cyclic conditions found during operating oil and gas pipelines [19]. For example,
crack initiation by fatigue usually required over 105 cycles under very low R-ratios
(w0.4) and high maximum stresses (100% yield strength) [19]. Such an aggressive cyclic
condition is not realistic in the case of pipeline operations. The worst cyclic loading condi-
tions are usually at discharge sites of oil pipelines where the number of underload cycles,
with low R-ratios, are well below 1000 cycles per year [20e22]. It would take more than
100 years to reach sufficient fatigue damage in order for a crack to initiate solely by fatigue.

2. Direct initiation of a crack by a hydrogen mechanism is not possible because of a very low
diffusible hydrogen content in the NNpH environments. It has been determined that the
amount of diffusible hydrogen in pipeline steels exposed to a NNpH environment is about
an order of magnitude lower than the critical hydrogen concentration necessary for devel-
oping hydrogen-induced blistering in pipeline steels [23].

3. NNpHSCC cracks are characterized with a wide crack crevice in general [16,24,25], which is
formed because of the nonpassivating nature of the NNpH environments and general corro-
sion occurring concurrently at the crack tip and on crack walls [26]. This corrosion scenario
often turns a defect with large depth/width ratio into a pit with reduced mechanical driving
forces for further growth by a cracking mechanism. This situation is sharply different from a
HpHSCC scenario in which preferred corrosion along grain boundaries and passivation of a
corroded surface enable the crack to maintain a high depth/width ratio with a high stress in-
tensity factor for growth [25].

The hydrogen-facilitated fatigue growth curve shown in Fig. 30.5 can be best justi-
fied by the following experimental results, although other extensive investigations
have also been performed [27e29].

1. The role of fatigue: Crack propagation has never been observed under a static loading con-
dition in laboratory testing, even at high stress intensity factor, except during crack initiation
and early stage growth associated with the mechanisms of corrosion, as discussed previously
[30e34]. An active crack often ceases to grow when loading is switched to static hold [27]. In
contrast, crack growth is found to grow under cyclic loading above the critical fatigue
threshold. Fig. 30.6 shows a typical example of a nonpropagation scenario under static
hold at two levels of maximum stress intensity factors [27]. However, crack growth is
observed when cyclic loading is resumed, although immediate crack growth did not occur
in an environment when the mechanical driving force applied was low, as caused by its rela-
tively lower diffusible hydrogen generated in the system.

2. The role of hydrogen: The decisive role played by diffusible hydrogen is directly demon-
strated by testing compact tension (CT) specimens with different conditions of coating
coverage, as shown in Fig. 30.7 [27,28]. These specimens have the same crack geometry
and mechanical conditions at the start of the tests. Only the specimen with a bare surface
shows a sudden increase of crack growth rate after a period of incubation, corresponding
to the generation of hydrogen at the sample surface as a result of general corrosion and
the time required for achieving a state of hydrogen equilibrium throughout the specimen [27].

The hydrogen-facilitated fatigue growth curve exhibits a very low crack growth rate
in the stage of crack initiation and early crack growth because of very benignmechanical
driving forces. However, the curve has a growth rate significantly higher than the rate of
the dissolution growth curve after crack dormancy. The crack growth by dissolution
beyond crack dormancy is possible, although at very low growth rate, as assumed by

Modeling and prediction of stress corrosion cracking of pipeline steels 715



da
/d

N
, m

m
/c

yc
le

2

3

5

2

3

1E–5

1E–4

Surface partially coated (Fig. 4b)
Entire surface coated (Fig. 4a)
Bare specimen

Test time, hour
0 100 200 300 400 500 600 700 800

Figure 30.7 Crack growth rate as a function of test time for three specimens tested in C2. All the
tests were performed at the same starting conditions at Kmax ¼ 35.3 MPaOm, K ¼ 12.0 MPaOm,
and f ¼ 0.005 Hz [27].

0

100

200

300

400

500

600

700

800

HC4/C2
NOVATW

9.95E–8 mm/s1.39E–7 mm/s 1.64E–7 mm/s

2.
17

E–
6 

m
m

/s
2.

89
E

–6
 m

m
/s

1.
82

E–
6 

m
m

/s
2.

72
E–

6 
m

m
/s

Test time, hour

C
ra

ck
 le

ng
th

 in
cr

em
en

t, 
m

ic
ro

m
et

er

0 100 200 300 400 500 600 700 800
0

100

200

300

400

500

600

700

800

ΔK = 12.0 MPa √m ΔK = 12.0 MPa √mΔK = 0 MPa √m

Kmax = 35.3 MPa √m

Kmax = 47.1 MPa √m

√ΔK = 0 MPa m

ΔK = 16.0 MPa √m ΔK = 16 MPa √m

Figure 30.6 Crack length increment as a function of test time in two different near-neutral pH
soil solutions [27].

716 Trends in Oil and Gas Corrosion Research and Technologies



the dissolution curve shown in Fig. 30.6. However, a near-zero crack growth rate during
holding at maximum stress intensity factors in Fig. 30.6 was observed. Assuming a
growth rate by dissolution of 7.7 � 10�10 mm/s [35,36], a hold at maximum stress in-
tensity factor in Fig. 30.6 would yield a crack growth as low as 0.66 mm [27], which is
too small to be resolved, even under the examination of a scanning electron microscope.
The insignificant crack growth has further justified the minor contribution of crack
growth by dissolution in the stage where crack growth by the hydrogen-facilitated
fatigue mechanisms is predominant.

The transition from the dissolution-dominant growth to hydrogen-facilitated
fatigue-dominant growth is caused by an increase of mechanical driving forces, mak-
ing the Stage-2 mechanisms operate. Details of the transition are further discussed in
Section 30.4 (Fig. 30.8).

30.2.3 Interactive behavior of crack initiation and growth

Interactive behavior of crack initiation and growth can be defined as enhanced or
reduced crack initiation and growth caused by mutual interactions between different
mechanisms concurrently present in a given cracking stage. Interactive behavior of
crack initiation and growth can be categorized into the following two types:

30.2.3.1 Load historyedependent interactions

Engineering components are generally operated under variable amplitude cyclic load-
ings in service [20e22], although they are designed by considering the level of static
stress or constant amplitude fatigue strength. When a component is subjected to var-
iable amplitude cyclic loadings, the crack growth of the component can be retarded
or accelerated through load interactions; that is, the crack growth rate at any given
time may depend not only on the current loading conditions but also on the prior
loading history. The fatigue life of engineering structures can be also extended or
shortened.

Underload and overload are two common features of variable amplitude cyclic
loadings. Any other types of variable amplitude fatigue waveforms can be obtained
by combining these two fundamental forms. Underload and overload can accelerate
and retard subsequent fatigue crack growth, respectively [37,38]. The obtained growth
rates differ from the crack growth predicted by a linear summation of damage of
constant amplitude cyclic loadings with magnitudes equal to the variable amplitude.
The predicted growth rate by linear summation can be expressed by the following
equation [9]:

�
da

dN

�

block
¼ N1

�
da

dN

�

1
þ N2

�
da

dN

�

2
þ/ (30.2)

where (da/dN)total is the linear summation; (da/dN)1 is the constant amplitude crack
growth rate at amplitude 1 and N1 is the number of cycles in the block with amplitude
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1; and (da/dN)2 is the constant amplitude crack growth rate at amplitude 2 and N2 is the
number of cycles in the block with amplitude 2.

Such variable amplitude fatigue waveforms are performed in the laboratory to simu-
late the crack growth in many engineering components in service, including turbine
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blades [39,40], aircraft [41,42], bridges [43], and welded joints [44,45]. The predicted
lifetime based on such testing results is much closer to the actual service time of the
components. The materials studied under variable amplitude fatigue tests include steels
[9,46,47], titanium alloys [40,48], and especially Al alloys [9,37,39,46,47,49,50] that
are widely used in the aircraft industry.

A simple example of load historyedependent interactions for crack growth of pipe-
line steels in NNpH environments is shown in Fig. 30.9, in which the underload cycles
in all three cases have an R-ratio of 0.5 and the minor cycles in Case I have R ¼ 0.9
[51]. The latter was determined to be nonpropagating without the underload but obvi-
ously lead to crack growth when combined with underload cycles (Case I) and
compared with the crack growth rate measured under constant amplitude loading
(Case II). In contrast, the crack growth rate was reduced when the minor cycles
were replaced with a hold at the maximum load (Case III). This observation reflects
the fact that crack growth proceeds by corrosion fatigue, and the crack growth under
constant load, a situation of SCC, can be negligible.

To assess the degree of load history interactions, the mechanical loading or pressure
fluctuation conditions acting on the pipelines must be well characterized. The spectra
of pressure fluctuations consist of large pressure fluctuations with relatively low R-ra-
tios (minimum pressure/maximum pressure) and many smaller pressure fluctuations
with high R-ratios called minor cycles or ripple loads [22].

Depending on the location of pipeline sections, pressure fluctuations could be
further characterized into three types based on relative pressure levels of the large
loading events and minor cycles. Examples are shown in Fig. 30.10 for both oil pipe-
lines and gas pipelines [22,52].

Type Idunderload pressure fluctuations: Type-I pressure fluctuations are often
found within 30 km downstream of a compressor station on gas pipelines or a pump
station on oil pipelines. The maximum pressure of Type-I fluctuations is often
controlled to be at or close to the design limit, allowing fluctuations only to a level
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Figure 30.9 A comparison of crack growth rates of the same pipeline steel tested under different
loading conditions [52].
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lower than the design limit. The spectrum consists of so-called underload cycles,
which are large cycles with low R-ratios (min pressure/max pressure) and minor/ripple
load cycles with very high R-ratios. Underload cycles in oil pipelines often have lower
R-ratios, higher number of occurrences, and a faster rate of pressure changes
(Fig. 30.10(a)) than the underload cycles in gas pipelines (Fig. 30.10(b)). Ripple
load cycles are a main feature of gas pipelines.

Type IIdmean load pressure fluctuations: Type-II pressure fluctuations are typi-
cally observed further down from compressor and pump stations. In the case of the
Type-II pressure fluctuations, the mean pressure is lower than Type-I pressure fluctu-
ations, and pressure spikes with a pressure level above the mean pressure but below the
design limit are frequently seen. The mean pressure is still not low enough to eliminate
the underload fluctuations typically seen in the case of Type-I pressure fluctuations.

Type IIIdoverload pressure fluctuations: Type-III pressure fluctuations typi-
cally exist at, or close to, a suction site, where pressure spikes occurring above the
mean pressure, also referred to as overload cycles, become predominant while the
occurrence of underload cycles is minimized.

Because of the relatively high maximum pressure and large amplitudes of pressure
fluctuations, Type-I pressure fluctuations have been further analyzed [22]. Typical
characteristics in gas and oil pipelines are compared in Table 30.2. Oil pipelines are
featured with higher frequency of underload cycles when compared to gas pipelines.
The rate of loading is slightly different from the rate of unloading in the underload
cycles. However, the range of loading/unloading frequency is very different between
oil pipelines and gas pipelines. Both the unloading and loading frequencies in oil
pipelines vary over a wide range from 10�6 to w10�1 Hz, whereas they are very
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low and manifest over a narrower range in gas pipelines. The number of minor cycles
between two adjacent underload cycles is generally higher in gas pipelines than in oil
pipelines. The crack growth is predominantly driven by more frequent and larger
amplitudes of fatigue loading during oil pipeline operation, while it is driven by
enhanced crack growth at lower loading frequency and stronger load interactions.
The latter is due to the presence of more crack growthecontributing minor cycles
under the underload-type pressure fluctuations during gas pipeline operation.

It is clear that a reasonable modeling of SCC crack growth behavior must be made
with a consideration of load history interactions. The simple superposition model as
listed in Table 30.1 considers only a summation of crack growth under constant fatigue
loading and under constant stress. Both the idealized loading conditions do not exist in
field operation. As a result, the interactive approaches as listed in Table 30.1 must be
considered for SCC modeling.

30.2.3.2 Time-dependent/frequency-dependent interactions

The time-dependent interactions arise from synergistic interactions among mechanical
driving forces, environmental, and metallurgical attributes to crack growth. A brief
description of various time-dependent synergistic interactions is given below.

1. The rate of corrosion, the most essential time-dependent process for crack growth: Locally
focused dissolution leads to the formation of cracklike features, which is a predominant pro-
cess of crack initiation and early stage of crack growth for both NNpHSCC and HpHSCC. It
seems also common for both the SCC types that the rate of dissolution in the crack depth di-
rection decreases with increasing crack depth, leading to dormancy in the crack depth direc-
tion. In the case of NNpHSCC, the rate of dissolution in Stage-2 crack growth may cause a
limited advance of the crack. However, dissolution can cause crack tip blunting, because of
nonpassivating nature of NNpH environments, especially when cracks grow at low rates. An
example of this process can be found in Ref. [53].

2. The time-dependent film formation in HpHSCC: A stronger tendency of repassivation film
results in a lower crack growth rate because of a smaller duration for charge transfer during
a film rupture event. Repassivation kinetics was found to depend on temperature, water

Table 30.2 Characteristics of Type-I pressure fluctuations in gas and
oil pipelines [22]

Items Oil pipelines Gas pipelines

Underload
cycles

Typical # of underload cycles/
year

537 8

Range of unloading frequency
(Hz)

6.89 � 10�6 w
1.0 � 10�1

1.30 � 10�6 w
9.16 � 10�5

Range of loading frequency (Hz) 5.11 � 10�6 w
1.0 � 10�2

1.34 � 10�6 w
5.26 � 10�6

Minor
cycles

# Of minor cycles between two
adjacent underloads

0e26 0e37
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chemistry, potential, and the compositions and microstructures of steels [1,54,55]. The corro-
sion products formed may also cause the closure of a crack, which in turn may affect the
effective mechanical driven forces for crack growth.

3. The time-dependent process of hydrogen diffusion to the crack tip: The effect of hydrogen on
crack growth would be enhanced when the rate of hydrogen diffusion, as governed by law of
diffusion, is synchronized with the rate of loading, as will be discussed below. The time- and
temperature-dependent hydrogen segregation to the crack tip will also lead to hydrogen-
enhanced localized plasticity (HELP) [56,57], which would in turn affect the stress distribu-
tion at the crack tip.

4. The time-dependent rate of loading: The rate of loading is critical for both NNpHSCC and
HpHSCC. For the former, increasing the load would increase the magnitude of the triaxial
tensile stresses in the plastic zone ahead of the crack tip and therefore the segregation of
diffusible hydrogen to the crack tip. Maximum hydrogen effects can be achieved when the
rate of loading is slow enough to allow hydrogen achieving maximum segregation to the
crack tip. In the case of HpHSCC, the loading rate is directly related to the strain rate, and
a matching of the loading rate with the rate of film formation would lead to the highest sus-
ceptibility to crack growth.

5. The time-dependent plastic deformation such as low-temperature creep: Low-temperature
creep is caused by the motion of mobile dislocations generated from prior plastic deformation
[58e62]. The advance of the crack tip causes instantaneous plastic deformation to the mate-
rial at the crack tip because of the increased stress intensity factor. Plastic deformation con-
tinues with time because of a gradual exhaustion of mobile deformations generated by
instantaneous plastic deformation. Maintaining a critical strain rate, especially at the grain
boundaries within the plastic zone, is key to the film rupture for HpHSCC [1]. In the case
of NNpHSCC, low-temperature creep is further enhanced in the presence of atomic
hydrogen, which reduces the bonding strength of Fe, making the motion of mobile disloca-
tion occur at lower critical shear stress.

6. The time-dependent morphological changes at the crack tip: The crack tip blunting, either
caused by direct dissolution of materials at and around the crack tip, or by low-
temperature creep or HELP, would affect the stress distribution. The highest triaxial stress
would shift from the tip of a sharp crack to the region away from the crack tip as the crack
tip becomes blunt. This shift of highest triaxial stress creates a process of sampling during
which the highest triaxial stress sweeps a region of material within the plastic zone where
the weakest links, such as grain boundaries, inclusions, or other metallurgical discontinuities,
are sampled and may be fractured to form microcracks. The latter may propagate to join the
main crack. Such a cracking process would not be possible if the time-dependent crack tip
blunting had not occurred.

The discrepancies between the existing crack growth models based on the results of
constant amplitude corrosion fatigue and those models with a consideration of load in-
teractions resulting from variable amplitude corrosion fatigue are further summarized
and illustrated in Fig. 30.11 [13]. Fig. 30.11 demonstrates that a direct application of
the Paris law (see Section 30.5 for details) to the cracking of pipeline steels in a corro-
sive environment is not justified, which should be also true when modeling HpHSCC.

30.3 Modeling of crack initiation and growth in Stage 1

From the view of pipeline integrity management, the modeling of Stage 1 crack growth
behavior is less important than the modeling of Stage 2 crack growth behavior. This
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lower priority is because crack dimension in Stage 1 is small, usually around or less
than 1.0 mm, which is not detectable during inline inspections, and would not cause
premature failure of pipeline steels if Stage-2 mechanisms were not operative. For
the reasons above, the modeling of Stage-1 cracking growth behavior has not been
well studied, although initiation mechanisms of microstructurally short cracks, cracks
with depths about a few grain sizes or less than 100 mm, have been reasonably studied.

30.3.1 Modeling of crack initiation and early stage crack growth
of HpHSCC in Stage 1

A common feature of the Stage 1 behavior of either HpHSCC or NNpHSCC is that the
rate of crack growth is highest upon the onset of the crack initiation, but decreases
gradually as it propagates. The observations are not well rationalized and often conflict
with explanations. For Stage 1 of HpHSCC, it was believed that crack velocity reduces
because of decreasing strain rate, and further crack growth in depth is limited, but crack
growth in length continues because of the coalescence of multiple small cracks in the
length direction [1].

The highest strain rate at the beginning of a test was first related to low-temperature
creep of pipeline steels that usually exhibit a logarithmic behavior with time because of
gradual exhaustion of mobile dislocations from prior processing [1,58e62]. A low-
temperature creep rate usually will become infinitely small beyond 24 h when applied
stress is below or around yield strength. It should be noticed that self-sustainable creep
deformation leading to ductile failure could be achieved under a constant load corre-
sponding to a stress above yield strength but well below the tensile strength. Although
the creep strainetime curve under the circumstances could be very similar to that
observed when thermally activated processes of creep deformation are involved, the
sustained creep strain results from a gradual increase of tensile stress from the gradual
reduction of load-bearing cross-section.

Consideration has also been made to incorporate the dependence of the strain rate of
pipeline steel under cyclic loading. Similar to the situation of constant load, pipeline
steels would usually undergo either a cyclic softening or cyclic hardening, for which

Constant amplitude loading in
inert environment

Purely cyclic dependent Load history dependent Time and cyclic dependent

Overload-typeUnderload-type

da/dN acceleration da/dN retardation

Variable amplitude loading in
inert environment

Corrosion, low temperature creep,
hydrogen diffusion, passive film

Cracking of pipeline steels

Load interactions

da
dN = C∆Km (paris law)

Figure 30.11 Various load interaction scenarios and their links to the cracking pipeline steels [13].
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the highest strain rate would be seen at the beginning of cyclic loading, and cyclic
strain rate approaches zero with an increasing number of cycles, which should be
reached before the onset of SCC initiation for pipeline steels experiencing SCC in
the field. However, in laboratory simulations, the highest strain rate is seen as soon
as a test starts and conditions of cracking are established, before the exhaustion of mo-
bile dislocations for low temperature creep deformation. Strain rate at special metallur-
gical discontinuities, such as grain boundaries, phase interfaces, and inclusions, within
the pipeline steels under a given bulk strain rate, can be very different because of strain
incompatibility at metallurgical discontinuities. However, the heterogeneity of strain
rate still cannot be used to rationalize the highest strain rate or a critical strain rate
required at the time of crack initiation occurring in the field because the SCC initiation
preparation stage may take several years. It is therefore obvious that a simple correla-
tion of strain rate to crack initiation is not justified. It also seems true that the observa-
tion that HpHSCC cracks cease to grow in the depth direction after initiation may not
be solely caused by the reduced strain rate as postulated by Parkins [1]. This is because
strain rate at the crack tip should increase as a crack becomes deeper. The stress inten-
sity factors and the corresponding strain rate at the tip of the crack should be very small
during crack initiation and the early stage of crack growth.

Investigations on crack initiation in HpHSCC environments have been primarily con-
ducted under very aggressive mechanical conditions, such as a slow strain rate test
(SSRT) [63e66]. Although SSRTs are fast and relevant to some extent, they could yield
a conclusion that might be inconsistent with the mechanisms found in the field. Pipeline
steels are susceptible to HpHSCC initiation within some critical potential ranges, which
changes with the temperature, and the stress at which the initiation of HphSCC was
observed was larger than the yield stress of steel, which seems inconsistent with the
fact that pipeline steels are normally operated at stresses below 80% specified minimum
yield strength (SMYS). The initiation is very much surface dependent. The original sur-
face was more susceptible to SCC initiation than the polished surface.

The investigation was further determined that for a mechanically polished surface
with a deformed layer, SCC initiation involved the following [67]: Cracks in the sur-
face oxide concentrated the anodic dissolution to such an extent that there was trans-
granular SCC in the deformed layer. Cracking was intergranular when it had
penetrated the deformed layer. Transgranular cracks could be stopped at ferrite grain
boundaries oriented perpendicular to the crack propagation direction. SCC initiation
on an electropolished surface involved the following: The oxide film was cracked at
many locations, but intergranular stress corrosion cracks only propagated into the
steel when an oxide crack corresponded to a grain boundary. Oxide cracking away
from a grain boundary is expected to be healed. The observed SCC initiation mech-
anism was not associated with preferential chemical attack of the ferrite grain
boundaries.

The crack growth rates determined from SSRTs are usually much higher than and
bear no connection to the rate of crack initiation and early-stage crack growth found
in the field. It has also not been demonstrated that the rate of crack velocity was high-
est at the beginning of crack initiation as suggested by the bathtub model shown in
Fig. 30.1.
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In Stage 1, the crack becomes substantially longer because of the coalescence of
multiple small cracks along the longitude of the pipeline. Although the critical geomet-
rical conditions to achieve crack coalescence has been defined, it is not clear whether
the coalescence of these small cracks is a result of the randomness of crack initiation
sites or sequential events in which existing cracks created conditions to initiate new
small cracks in the vicinity of an existing crack.

It can be concluded, from the above arguments, that clear mechanisms leading to
HpHSCC crack initiation and their earlier stage of growth and coalescence consistent
with the HpHSCC bathtub model shown in Fig. 30.1 remain to be developed.
Modeling of the cracking behavior in Stage 1 would require the determination of
growth rate functions with conditions realistic to those of field operations. This is
an area of knowledge that is still lacking.

30.3.2 Modeling of crack initiation and early-stage crack
growth of NNpHSCC in Stage 1

In the case of NNpHSCC, initiation can be caused by many different mechanisms
[19,21,31,32,68e72], such as preferential dissolution at physical and metallurgical
discontinuities: scratches [68], inclusions [69], grain boundaries, pearlitic colonies,
banded structures [31,32,69] in the steel, corrosion along persistent slip bands induced
by cyclic loading before corrosion exposure [21,31], crack initiation at stress raisers
such as corrosion pits [70,71], and localized corrosion through various galvanic effects
related to mill scale [72], microstructures [31,32] and residual stresses [17,18]. The
initiation of the microstructurally short cracks, usually less than 100 mm, can occur un-
der constant stress loading. The early crack growth is due to the presence of high ten-
sile residual stresses at the pipe subsurface that add to the applied stress. However,
these cracks generally go into dormancy for the following reasons:

1. The reduced rate of dissolution at the crack tip in the depth direction due to a complicated
process involving the gradient of CO2 and the variation of ionic concentrations in the system.
This is believed to be a primary cause for crack dormancy [73,74].

2. The nature and the magnitude of residual stresses at and near the outer surface of pipeline
steels: Because the residual stress must be self-equilibrated, the high tensile residual stresses,
if present at or close to the outer surface, which is a prerequisite for crack initiation, will usu-
ally decrease toward the inner surface and even become compressive. The reduction of ten-
sile residual stresses or the presence of compressive residual stresses reduces the overall
mechanical driving force for the growth in Stage 2. In the majority of crack colonies, the
overall mechanical driving forces are below the threshold for crack propagation, and cracks
remain in dormancy. Therefore, the nature and the magnitude of residual stresses determine
largely when a dormant crack can be reactivated [17,18,35,36].

3. The level of diffusible hydrogen [27]: It acts together with the residual stresses. The chance of
the crack remaining in a dormant state will be high if the concentration of diffusible hydrogen
in the material surrounding the crack tip is low.

Among the three factors listed above, the first factor is predominant, whereas the
second and third factors contribute little to Stage 1 crack growth but would define the
length of dormancy in Stage 1 [35,36]. Fig. 30.12 shows the length and depth
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relationship of NNpHSCC cracks from crack colonies near the rupture site. Approx-
imately 1% of cracks were found to have a crack depth larger than 1.0 mm. The
dashed line in Fig. 30.12 represents the crack depth/length ratio of 0.5, which indi-
cates a semicircular shape (left red dashed line in Fig. 30.12). As shown in
Fig. 30.12, the crack ceases to grow or grows slowly in the depth direction when
the crack depth reaches 1.0 mm, which indicates that the crack growth in the depth
direction gradually decreases with an increase in crack length. This decrease of crack
growth rate in the depth direction is a widely observed feature of NNpH SCC cracks,
which is often referred to as crack dormancy. In general, less than 5% of cracks
found in crack colonies were found to be able to grow continuously or discontinu-
ously to a critical size, leading to rupture [53].

As a crack grows, the mechanical driving forces become higher, which should lead
to an increase in crack growth rate. The increase of mechanical driving forces is obvi-
ously contrary to the observation of crack dormancy in the depth direction as shown in
Fig. 30.12. Crack growth will also be governed by the principles of fracture mechanics
when crack dimensions become appreciable. A semielliptical crack with its long axis
parallel to the pipe surface would yield the highest stress intensity factor at the depth
tip. In this case, a higher growth rate can be expected such that a semicircular shape, as
illustrated in Fig. 30.12, could be formed. This evolution of crack geometries is
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Figure 30.12 (a) Crack depth versus crack length found in the field: The horizontal blue line
indicates the depth of cracks at which crack dormancy occurs; the inclined blue line indicates
crack lengthedepth profile for growing cracks. (b) Three stages of crack initiation and growth:
The red line demarcates between stage-I crack growth by dissolution and Stage-II crack growth
by hydrogen-facilitated fatigue [13].
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inconsistent with the crack profiles found from the field, because the ratio of crack
length to depth is much higher than 2.0 (see Fig. 30.12). Therefore, the occurrence
of dormancy should not be driven by mechanically related conditions, although
such mechanical conditions could extend or shorten the length of dormancy, as will
be discussed later.

The cracked oxide scale or mill scale on the pipeline surface is believed to form a
galvanic couple with the steel substrate at the bottom of the cracks within the mill scale
[72]. The rate of dissolution is inversely related to the pH of the solutions. Lower CO2
levels in the environments yield higher pH of the solution in general. Much reduced
corrosion was also observed at the bottom of a simulated disbonded coating with a nar-
row disbonding gap, as compared with the corrosion at the open mouth of the gap
where the CO2 level is highest. It has also been observed that a galvanic cell can be
formed between the region with low/compressive residual stress and the region with
high/tensile residual stresses.

The governing equations for crack initiation and early-stage growth have been
established recently based on the crack lengthedepth profiles determined from char-
acterizing cracks developed during field operation [35]. Crack depth, a, and crack
length, 2c, during Stage 1 crack initiation and growth, can be expressed as:

da

dt
¼

8
>><
>>:

e�
a
m$r; a � 1:0 mm

h; a > 1:0 mm
(30.3)

and

r ¼ dc

dt
¼ constant; t ¼ 0 and a ¼ 0 (30.4)

In the above equations, h represents the stable value of the depth crack growth rate
by dissolution during Stage-1 crack growth. The value of h can be measured and deter-
mined experimentally; r is the crack growth rate by dissolution along the pipe surface,
which could be regarded as a constant during crack propagation because the surface is
assumed to be fully exposed to the same NNpH environment during the process of
cracking; and m is a fitting parameter that could be obtained by fitting the field crack
depth and length data.

The determination of constants, r, h, and m, is detailed in Ref. [35]. Fig. 30.13
shows three cases of Stage-1 crack growth with a constant h value, which was
measured experimentally to be 7.69 � 10L10 mm/s in average when an X65 pipeline
steel was tested in NNpH solution [35,36]. For a given h value, three different m values
were selected to fit the crack depthelength profile shown in Fig. 30.13. Different
values of m could be related to the different dissolution rates of soil environments,
galvanic behavior, and materials resistance to dissolution. In particular, a crack depthe
length profile with a high m value would correspond to a crack approaching a
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semicircular shape, which is not typical of NNpHSCC cracks. On the other hand, a
crack depthelength profile with a low m value is associated with cracks having large
crack length/depth ratios and is very typical of NNpHSCC cracks.

A crack growth rate at the surface, as high as 1.1 � 10L7 mm/s, has been observed
during simulation of enhanced crack initiation and growth caused by the galvanic
coupling or the presence of residual stresses [17,18]. In the latter case, a high average
crack growth rate was obtained with an estimated value of r of 0.8 � 10L7 mm/s.
Based on this average rate and assuming an a-2c curve with m ¼ 0.2, the value of r
is estimated to be 8.3 � 10L7 mm/s. This value is even higher than the crack growth
rate of 1.1 � 10L7 mm/s (the blue curve in Fig. 30.13).

The high dissolution rate at the surface, for example, at around 1.0 � 10L7 mm/s,
forms a sharp contrast with the crack growth rate that was determined based on the
dissolution rate measured by exposing a steel coupon with a polished surface directly
to a near-neutral pH solution, which was determined to be 1.4 � 10L9 mm/s [14]. At
the latter growth rate, it would take about 22 years for the crack to reach a depth of
1.0 mm, which is not consistent with the field observation that the life of pipeline steels
with SCC is usually about 20e30 years [11,12]. On the other hand, it would take less
than 2 years for a crack to reach a depth of 5 mm at a growth rate of 1.0 � 10L7 mm/s,
which is also not reasonable. Therefore, a high dissolution rate at the surface but a
reduced dissolution crack growth rate at the crack tip is supported.

Because of the nonpassivative nature of near-neutral environments, localized
corrosion leading to the formation of cracklike/flawlike features is found to be caused
by galvanic corrosion associated with grain boundaries, among ferriteepearlite inter-
faces, and along banded microstructures [31,32]. In the latter case, galvanic corrosion
leading to the formation of flawlike features took place parallel to the direction of
applied stresses. This suggests that applied stress plays a little role during crack
initiation [31].

m = 0.20

m = 0.59

m = 10.0

h = 7.69 E-10 mm/s

0.0 0.2 0.4 0.6 0.8 1.0
Crack depth a (mm)

da
/d

t (
m

m
/s

)

10–10

10–9

10–8

10–7

10–6

Figure 30.13 Dependence of crack growth rate as a function of crack depth for cracks with
different m-value but the same h-value [35].
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A number of simulations of crack initiation under constant applied stresses below
yield strength have also been performed [31,34]. These simulations usually lead to a
flaw depth well below 100 mm, a corresponding rate of crack growth at order of
10�9 mm/s and decrease with the increasing time of tests. The crack growth rate of
9.6 � 10L9 mm/s, measured after a test for 110 days, is almost the same as that
measured along the banded structure where the applied stress was actually parallel
to the direction of crack growth. This observation strongly confirms the microstructur-
ally sensitive process of crack initiation.

Almost all crack initiation studies were conducted using specimens with machined
surfaces. The machined surfaces are usually located well below the actual pipe sur-
face in order to make a straight specimen from curved pipes and are inside the pipe
wall where banded structures are present. Microstructural bands are continuous and
very susceptible to galvanic corrosion. As a result, the microcracks are primarily
observed at locations where microstructural bands intercepted the machined surface.
The microstructural bands are seldom found at and near pipe surface because of a
much faster cooling rate during controlled rolling. Therefore, the overwhelming num-
ber of cracks found and the crack growth rate determined from these crack initiation
studies can be highly unrealistic.

Despite the fact that the crack growth rates measured from laboratory simula-
tions are somehow high, they are still too low to yield a lifetime of initiation consis-
tent with what the field experiences. For example, the crack growth rate after an
exposure of 1 year, would approach the stabilized rate of crack growth by dissolu-
tion. Based on the rate of 3.9 � 10L9 mm/s, it would require about 8 years to
initiate a crack of 1.0 mm deep. This is still at the lower bound of the lifetime spent
in crack initiation, considering the fact that pipeline steels with SCC often failed in
20e30 years of operation and Stage 1 is believed to elapse for a relatively short
time.

It should be pointed out that the high rate of corrosion caused by the so-called
“hydrogen-facilitated dissolution” [75,76] is not justified. As stated by Lu and his
coworkers [30,77], “the fact that the active dissolution is almost unaffected by the
hydrogen charging and tensile stress indicates that the phenomenon of hydrogen-
promoted SCC is unlikely a result of hydrogen-facilitated active dissolution.”

30.4 Modeling of the transition from Stage 1 to Stage 2

A dormant crack would not cause a threat to pipeline integrity if it does not evolve into
Stage-2 crack growth. It is important to define the conditions that would potentially
lead to the Stage-2 crack growth. Regardless of the type of SCC cracks, Stage-2 crack
growth starts when mechanical driving forces meet the critical mechanical thresholds
for growth. This prerequisite can be achieved because of a continuous increase of me-
chanical driving forces and/or a reduction of the critical threshold for Stage-2 crack
growth. Each of these must be defined.
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30.4.1 Conditions for the increase of mechanical driving forces

One of the most important features of HpHSCC in Stage 1 is the continuous formation
and coalescence of multiple small cracks, which leads to an increase of crack length
but limited growth in crack depth. Such a geometrical evolution of cracks would cause
a continuous increase in K at the depth tip but a decrease in K at the surface tip. This is
demonstrated in Fig. 30.14, in which a surface crack with a fixed depth of a ¼ 1 mm
but varied surface length (2c) in a X-65 pipeline steel with an out-diameter of
914.2 mm and thickness of 9.9 mm is loaded to 75% SMYS. It is obvious that crack
coalescence in length direction is equivalent to crack growth in crack depth direction in
terms of mechanical driving force. This is also applicable to NNpHSCC, for which
crack growth preferentially occurs at surface tip than the depth tip in Stage 1, in addi-
tion to the increase of length/depth ratio caused by crack coalescence.

The second condition that could lead to an increase of mechanical driving forces is
the presence of residual stresses [17,18,35,36]. Depending on the location on the sur-
face and across pipe wall thickness, the residual stresses in pipeline steels could be
either compressive or tensile and would vary across a pipeline steel wall in such a
way that the net forces are equilibrated to zero.

Among all of the efforts made on the effect of residual stresses, a noteworthy study by
Beavers et al. [78] on steel line pipes using a hole drilling technique has shown that the
mean residual stress near the SCC colonies was about twice as high as in the control areas,
and the difference was highly statistically significant at a 99.98% confidence level. The
average residual stress for the SCC colonies was 216 MPa, with a standard deviation of
104 MPa, which gives a low bound tensile residual stress for SCC colonies of 112 MPa.

For plastically deformable materials, the residual and applied stresses can be added
together directly until the yield strength is reached. For an X65 pipeline steel operated
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calculations were made by assuming a crack with a fixed depth of 1.00 mm in a X-65 pipeline
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at 75% SMYS, the maximum tensile residual stresses that can be added would be about
110 MPa (¼0.25 � 65 ksi � 7 MPa/ksi ¼ 113 MPa). This value is surprisingly
consistent with the minimum residual stresses found in SCC colonies, as indicated
previously.

The steel surface with the highest tensile residual stress is much more prone to
pitting formation [17]. However, NNpHSCC cracks are mostly found at surface loca-
tions with the intermediate level of tensile residual stresses [18]. This discrepancy is
related to the quick transition of high tensile residual stresses at the pipe surface to
low tensile or even compressive stresses at the pipe subsurface. Details on how various
patterns of residual stress distribution affect crack dormancy can be found in Ref. [35].

Residual stresses in the plastic zone ahead of the crack tip can also play a role in
affecting the net mechanical driving force available. As characterized in Section
30.2.3, pipelines are subjected to variable amplitude pressure fluctuations. Therefore,
stresses corresponding to a loading before the current loading could condition the ma-
terial within the plastic zone to have different magnitudes and/or nature of residual
stresses (compressive vs. tensile), affecting the crack growth during the current and
future stress cycles. A compressive stress can be achieved when prior loading stress
is higher than the current cycle of loading, whereas a tensile residual stress is produced
when an underload is applied. The former loading scenario can reduce crack growth
and is often termed as retardation effect, whereas the latter accelerates crack growth.
As a result, the presence of an underload cycle could generate a tensile residual stress
at the crack tip, which adds to the applied stress and leads to an increase of mechanical
driving forces.

Increased mechanical driving forces could also be caused by special abnormalities
associated with the pipeline section and the pipe surface (such as bents, surfaces with
mechanical damage, and bottoms of pits), additional stresses caused by soil movement,
and surface activities. The pipe location with those abnormalities would be more sus-
ceptible to crack initiation and growth.

30.4.2 Conditions for the reduction of the threshold values

It has been determined that the environmental conditions at the depth tip would
become in favor of crack growth as crack growth in Stage 1 continues. Crack growth
in the depth direction is usually considered because it leads to direct rupture or leak of
pipeline steels. Growth of crack depth tip would be possible only when mechanical
driving forces reach the thresholds. The critical thresholds themselves vary with
time and depend on the location of the crack or crack colonies. The critical thresholds
specific to a crack or crack colony locations have been defined for NNpHSCC, as sum-
marized below:

• The first location-specific condition is the level of diffusible hydrogen [27]. It acts together
with the residual stresses. The chance of a crack to remain at the dormant state will be high if
the concentration of diffusible hydrogen in the material surrounding the crack tip is low.

• The second location-specific condition would be related to the pipeline sections with respect
to the distance to pump stations or compressor stations, which yield different type of pressure
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fluctuations as defined in Section 30.2.3. When the underload-type of pressure fluctuations
are present, the critical thresholds for the onset of Stage 2 behavior can be much reduced.
This reduction of thresholds could also be explained to be a result of an increase of mechan-
ical driving force because of the addition of tensile residual stresses at the crack tip, as dis-
cussed in the previous section.

The threshold at a given location can be also time dependent. For example, the level
of diffusible hydrogen may be affected by the seasonal changes in the environments
surrounding the pipe surface with SCC cracks; the time when the most severe mechan-
ical conditions occur; the availability of cathodic protection, which may fluctuate in a
way that makes a location with SCC colonies not initially protected (leading to crack
initiation) but protected or overprotected (generating more diffusible hydrogen) after
crack initiation; and the time when the most severe mechanical driving forces coincide
with the time of maximum segregation of hydrogen to the crack tip.

In the case of HpHSCC cracking, the location-specific conditions are also related to
the temperature of pipeline steels because pipeline steels become more susceptible to
cracking at higher temperatures and the specific range of cathodic potential within
which pipeline steel is proven to be the most susceptible to crack initiation and growth
[1,54,55].

30.5 Modeling of crack growth in Stage 2

30.5.1 Modeling of the threshold for Stage-2 crack growth

It is generally believed that Stage 2 crack growth starts when a critical value of me-
chanical driving forces has been reached at the tip/root of a crack/flaw. In general,
both the threshold conditions for cyclic loading and constant stress loading must be
considered when modeling the threshold of SCC in pipeline steels.

Fatigue crack growth generally follows a “Paris Law” [79] relationship wherein the
log of the rate of fatigue crack growth varies linearly with the log of the change in the
applied stress intensity factor associated with a given stress (i.e., pressure) cycle. Math-
ematically, the Paris Law relationship is as follows:

da

dN
¼ CðDKÞn; (30.5)

where da/dN is the crack rate in mm/cycle; C and n are constants that depend on the
material and the environment. The direct use of Paris law to consider crack growth
attributed to cyclic loading in high or near-neutral pH environments can be very
problematic for the reasons indicated in Section 30.2.3.

Fatigue crack growth will not occur from an existing cracklike defect below a
threshold of stress intensity DKth. A conservative lower bound estimate for DKth was
determined to be 2.2 MPa
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), according to API RP 1176dAssessment

and Management of Cracking in Pipelines [80]. The crack growth rate, da/dN, corre-
sponding to this threshold was found to be at 10�10e10�9 in/cycle. Such a crack growth
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rate may not have any engineering significance considering the fact that the frequency of
fatigue cycles during oil and gas pipeline operation is very low, in the range of
10�6e10�1 Hz, as listed in Table 30.2. The fatigue crack growth rate at DKth would
be at around 10�11e10�12 mm/s assuming an intermediate level of loading frequency
of 10�3 Hz. Under such a low crack growth rate, it would take a period of several
1000 years for a crack to grow 1 mm deep.

In contrast, the crack growth rate corresponding to the threshold determined under
variable amplitude cyclic loading is found to be much higher. A direct comparison of
the threshold, DKth, is shown in Fig. 30.15 for the crack growth rate measured in a
NNpH environment under both the constant amplitude fatigue loading and a variable
cyclic loading consisting of one underload cycle and a number of minor cycles with a
stress ratio of R ¼ 0.9 [51,81,82]. The minor cycles are found to be nonpropagating if
the underload cycle were not present. It is obvious that crack growth rate under vari-
able cyclic loading is much higher than that under the constant amplitude loading for a
given DK.

The crack growth rates shown in Fig. 30.15 were measured under constant Kmax and
loading frequency, f, from which DKth can be determined based on the Paris law. It has
been found that crack growth rate in NNpH environments can be also strongly influ-
enced by Kmax and f. It has been further determined that the crack growth rate under
constant amplitude cyclic loading can be described by Eq. (30.6) [14,27].
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Figure 30.15 Determination of the threshold for crack growth under constant amplitude
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pH environment (b).
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where A, n (¼2), a (¼0.67), b (¼0.33), and g (¼0.033) are all constants, a þ b ¼ 1,
and h represents the stable value of crack growth rate in the depth by dissolution
during Stage-2 crack growth. The value of h can be determined experimentally and
was found to be about one order of magnitude lower than the first term in Stage-2
crack growth [35,36]. The power of the frequency was found to be a factor repre-
senting the influence of the corrosion environment on the crack growth rate. In
particular, g is related to the diffusible hydrogen in the steels, as discussed previ-
ously. DKaKb

max

�
f g is the combined factor that makes it possible to model the crack

growth with all of the attributing factors included, such as crack dimension, pressure
fluctuations, materials, and environments. The experimental correlation of crack
growth rate with the combined factor is detailed in Ref. [14], where the combined
factor was not normalized to have the unified expression in Eq. (30.6). Under the
circumstances, the threshold value in terms of the combined factor was determined to
be about 8000e8500 ðMPa

ffiffiffiffi
m

p Þ3
.
f 0:1 [14].

The use of the combined factor as the crack growth threshold provides new insights
of preferential growth of selected cracks. The shallow cracks after initiation with the
crack tip located in the region of pipeline wall with appreciable level of tensile residual
stresses would increase the value of Kmax and therefore DK [¼Kmax(1 � R)]. For
example, a crack with a ¼ 1.0 mm and 2c ¼ 10 mm in a X-65 pipeline steel loaded
to 75% SMYS would yield a combined factor of w4000 ðMPa

ffiffiffiffi
m

p Þ3
.
f 0:1, assuming

a loading frequency of 10�3 Hz and R ¼ 0.5, which is well below the threshold of
growth. The tensile residual stress could be added to the applied stress up to the actual
yield strength of the material, which could be around 30% of SMYS. Under such a
condition, the combined factor for the same crack under the same pressure conditions
could be raised to over 9000 ðMPa

ffiffiffiffi
m

p Þ3
.
f 0:1, which is well above the threshold of

growth.
It should be noted that the crack growth threshold shown in Ref. [14] was deter-

mined using CT specimens representing crack growth behavior of a long through-
thickness crack. The SCC cracks in the pipeline steels are initiated as small surface
cracks, which usually have much lower thresholds than those of long cracks as the
through-thickness cracks of CT specimens even under constant amplitude cyclic
loading. Fig. 30.16 is a comparison of the threshold determined using CT specimens
and with that of surface cracks from a full-scale test [83].

Eq. (30.6) predicts an increased crack growth rate with decreasing loading fre-
quency. This growth rate dependence of loading frequency has been experimentally
proven to be true only up to a loading frequency of 10L3 Hz or higher, as shown in
Fig. 30.17 [82]. However, the loading frequency recorded during field operation can
be much lower than 10L3 Hz, especially for gas transmission pipelines as shown in
Table 30.2. Further tests under a loading rate lower than 10L3 Hz demonstrate the
breakdown of Eq. (30.6). As shown in Fig. 30.23, the crack growth rate is found to
decrease with decreasing f when f is lower than 10L3 Hz [82].

The transition of crack growth behavior at f ¼ 10L3 Hz is surprising but has been
found to be related to the saturation of hydrogen ahead of the crack tip at the peak
stress of the loading cycle [82,84]. A theoretical model has been developed to under-
stand this crack growth behavior transition based on hydrogen effects on the crack tip
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during the cyclic load condition [82,84]. The model suggests that this critical fre-
quency depends on loading condition, temperature, mechanical properties of the
steel, and hydrogen diffusivity at the crack tip. It was estimated by the authors
that the critical frequency is of the order of 10L3 Hz, which has a very good
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agreement with the experimental results shown in Fig. 30.17. Interestingly, similar
dependence of crack growth rate on loading frequency has also been observed in
an aluminum alloy charged with hydrogen. The critical frequency in the latter mate-
rial was determined to be in the range from 1 Hz to 10 Hz, reflecting the much higher
diffusivity of hydrogen in aluminum-based alloys [85].

The discussion above involves the threshold of crack growth for NNpHSCC. In the
case of HpHSCC, multiple thresholds representing different crack growth mechanisms
could be defined:

• KISCC: This is related to the minimum K required to achieve a sustainable crack growth under
constant load, although it is recognized that small cracks can initiate and propagate at K
levels well below KISCC, as indicated in Fig. 30.2. The magnitude of KISCC for a given crack
can depend on the surrounding environmental conditions. Using precracked specimens, Par-
kins et al. measured a KISCC in 1N-1N carbonateebicarbonate solution at 75�C to be 21
MPa

ffiffiffiffi
m

p
[5,86]. This threshold value is equivalent to a crack penetration of 1 mm into the

pipe wall for an X60 pipe with a 1016 mm (40 in.) outer diameter, 8.12 mm (0.32 in.)
wall thickness, and operating at 70% of SMYS. Table 30.3 provides the crack depths
required to reach KISCC at 21 MPa

ffiffiffiffi
m

p
for several steels [87]. It is obvious that the critical

depths would also vary with 2c/a ratios and much smaller critical depths can be expected
for cracks with larger 2c/a ratios, according to Fig. 30.19.

• DKth: This threshold is related to the minimum stress intensity factor ranges above which the
crack growth is possible and is often calculated using Eq. (30.7) [1]

da

dt
¼ A _εnct (30.7)

where A and n are constant, and _εct is the crack tip strain rate, which is related to cyclic
loading through the following expressions [1]:

_εct ¼ εofDK
2 ¼ εof ð1� RÞ2K2

max (30.8)

Or,

_εct ¼ εof ð1� RÞ2�K2
max � K2

ISCC

�
; (30.9)

Table 30.3 Crack depth (mm) required tomeetKmax [ 20MPa
ffiffiffiffi
m

p
[87]

ahoop/specified minimum
yield strength Pipeline steel X52 X60 X65 X70

72% 4000OD/0.3200w 1.2 0.95 0.85 0.75

72% 2000OD/0.2400w 1.1 0.9 0.75 0.71

50% 1000OD/0.1200w 1.1 1 0.92 0.86
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where εo is a constant and R is the stress ratio. Because fatigue crack growth could start
at a K well below KISCC, Eq. (30.9) that defines the occurrence of fatigue crack growth
above KISCC is obviously not justified.

It appears that the same value of DKth is used for both NNpHSCC and HpHSCC,
which is 2.2 MPa

ffiffiffiffi
m

p
(2.0 ksi

ffiffiffiffiffiffi
in:

p
), according to API RP 1176dAssessment and Man-

agement of Cracking in Pipelines [80], as discussed previously. This value of threshold
is smaller than those determined in air, which was found to be in the range of 3e7
MPa

ffiffiffiffi
m

p
[88].

There appear to be some conflicts between DKth and KISCC when they are used to
analyze SCC of pipeline steels under field operating conditions. The range of DKth in
air could be achieved when pressure fluctuates at R ¼ 0.66e0.86 and assuming
KISCC ¼ 21 MPa

ffiffiffiffi
m

p
. From the thresholds determined in air and in SCC environments,

fatigue crack growth could occur well before the reach of KISCC because pressure fluc-
tuates with R-ratios well below the range of 0.66e0.86, especially for oil pipelines.
Under the circumstances, crack growth could be caused by fatigue loading when the
following condition is met:

DK � Kmaxð� KISCCÞ
Rð� 0:66w0:86Þ (30.10)

• A combined threshold incorporating both Kmax and DK similar to the combined factor
defined in Eq. (30.6) for NNpHSCC: The threshold in terms of a combined factor has not
been determined for HpHSCC. The combined threshold for HpHSCC should also be depen-
dent of load frequency, f, but should be related to the crack growth rate, for example, through
crack tip strain rate as expressed by Eqs (30.8) and (30.9).

• Interactive threshold defined based on a critical growth rate: This would be related to the
threshold that reflects the effect of interactive behavior as described for NNpHSCC under
variable amplitude pressure fluctuations. Investigations on determining the interactive
threshold in HpHSCC have not been reported. It should be noted that the value of the inter-
active threshold in HpHSCC can be very low but corresponds to a crack growth rate, da/dN
(mm/cycle), which is still appreciably large when converted to da/dt (mm/s), even if the
cyclic loading frequency is low.

• Strain rateebased threshold for HpHSCC: The above stress or stress intensity
factoredependent threshold is not physically meaningful for HpHSCC if one believes
that the crack growth in HpHSCC environments is step-limited by the critical strain
rate necessary to fracture the passivating film at the crack tip. There does not exist a
direct correlation between the critical strain rate threshold and the critical mechanical
driving forces, such as DKth. It would make more sense if the critical strain rate threshold
at grain boundaries can be used for HpHSCC as cracks propagate along the grain bound-
aries [89].

During field operation, consistent and constant mechanical conditions for crack
growth as those used during laboratory simulations are not maintained. Even under
a consistent and constant mechanical and environmental condition, a growing crack
may periodically or repeatedly experience a process of active growth, dormancy,
and reactivation for growth, especially when mechanical driving forces are low,
such as in the beginning of Stage-2 crack growth [53].
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It was found that there exist two thresholds above which continuous crack growth is
observed [53]. The lower threshold is the minimum combined factor above which
continuous growth of the crack with a sharp tip is seen, whereas the upper threshold
is the critical combined factor above which continuous growth of the crack with a blunt
tip takes place. Crack dormancy during Stage-2 crack growth has been shown to be
either mechanically or environmentally induced. The former is related to the room
temperature creep occurring at the crack tip when the crack is loaded to a combined
factor below the lower threshold (nonpropagating condition). The latter is caused by
the dissolution of material from the cracked surface, which leads to an increase of
crack width and the crack tip radius and, therefore, a higher upper threshold for contin-
uous crack growth. A discontinuous crack growth mechanism was found to operate
when the cracks with a blunt tip were loaded to a combined factor between the lower
and the upper thresholds. Crack growth takes place by repeated dormant-active growth
cycles. Each cycle can advance the crack by a length comparable with the size of grains
in the material. The active growth is initiated by forming microcracks at the weakest
links, such as grain boundaries, inclusions, or phase interfaces, located in the fracture
process zone ahead of the blunt tip, as a combined result of cyclic loading, stress con-
centration, and hydrogen segregation and trapping. The contribution to crack advance-
ment by a direct dissolution of materials at the crack tip is negligible. The transition of
discontinuous crack growth to continuous crack growth would occur when microcrack
initiations in the facture process zones can take place simultaneously at most locations
of the crack front.

30.5.2 Modeling of Stage-2 crack growth rate

In API RP 1176dAssessment and Management of Cracking in Pipelines [80], four
different methods of estimating crack growth rate, briefly summarized below, were
recommended.

Uniform average growth rate: This model assumes that the occurrence of SCC
and SCC growth observed in the field is the second stage, which is characterized by
more or less steady growth. Critical defect size is calculated using a fracture mechanics
model, and the time to failure is the difference between the critical and the current flaw
depth divided by that crack growth rate.

Two stage SCC and fatigue analysis: SCC occurs when the crack depth is small,
then becomes primarily fatigue driven once the SCC crack depth becomes sufficiently
large. The depth at which fatigue governs occurs when the incremental crack growth
rate due to fatigue exceeds the average crack growth rate for SCC. The net time to fail-
ure is the time for SCC to enlarge the flaw to the point where fatigue takes over plus the
time for fatigue to enlarge the flaw to failure.

Coupled SCC and fatigue analysis: Crack growth by SCC caused by time at con-
stant stress is added to the growth by fatigue caused by stress cycles [90,91], which can
be represented by Model D in Table 30.1.

Load interaction approach for near-neutral pH SCC: Pipelines are operated un-
der variable pressure fluctuations. The models discussed above do not necessarily
consider crack growth acceleration or retardation by both the stress-dependent and
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the time-dependent load interactions on crack growth during variable pressure fluctu-
ations. The load interaction approach considers both the stress historyedependent and
the time-dependent load interactions on crack growth during variable pressure fluctu-
ations as introduced in previous sections.

The interactive approach would best match the operational conditions of oil and gas
pipelines. Crack growth rate could be either enhanced (positively interactive
superpositiondModel E in Table 30.1) or reduced (negatively interactive
superpositiondModel F in Table 30.1).

An example of positively interactive behavior of crack growth simulating the effect
of interaction between an underload cycle and minor cycles on crack growth in NNpH
environments is shown in Fig. 30.18 [82]. The top two curves are crack growth rates
obtained under variable amplitude loads whereas the two lower curves were under con-
stant amplitude loads. The former is the so-called underload minor loadetype cycles,
the Type-I loading scheme shown in Fig. 30.18. The underload cycles have the same
amplitude and frequency as the constant amplitude loadings for the two lower curves.
The minor cycle in the variable amplitude loading has an R-ratio of 0.9, which is non-
propagating if underload cycles are not present. It is clear from Fig. 30.18 that the var-
iable loading conditions have caused crack growth at a rate about one order of
magnitude higher than that determined under constant amplitude underload cycles
alone. It is also seen from Fig. 30.18 that crack growth in air is insensitive to the
loading frequency, whereas a strong frequency-dependent crack growth behavior is
observed in the NNpH environment, depending on the rate of loading. The importance
of minor cycles in crack growth exists both in air and in NNpH environments. The
enhancement in the crack growth rate in air is even larger than that in the NNpH
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Figure 30.18 Crack growth rate under different loading frequency of underload in C2 solution [82].
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environment by the presence of minor cycles. In the former case, an increase of the
crack growth rate by a factor of as high as 20 is observed when the underload minor
cycleetype variable amplitude fatigue loading was applied. It is about a factor of 5 in
an NNpH environment (C2 solution). The observation of load interaction effects in
both environments indicates that the load-interaction effects are an intrinsic behavior
of ductile materials and exist in all environments.

The observation of very strong enhancement of crack growth caused by load inter-
actions in air suggests that an interactive approach must be adopted for the crack
growth rate analysis of HpHSCC as well. Although a time-dependent/frequency-
dependent load interaction related to hydrogen embrittlement does not exist in
HpHSCC, the crack growth could grow by a fatigue mechanism similar to that in
air, in which a strong load interaction has been identified as shown in Fig. 30.18.
The actual crack growth rate would be higher than the fatigue crack growth rate deter-
mined in air because of additional crack growth by direct dissolution of materials at the
crack tip.

30.6 Modeling of remaining life of pipeline steels with
SCC cracking

From the information provided in previous sections, an interactive approach must be
adopted for the crack growth rate analysis and life prediction of pipeline steels with
SCC. In this section, only the interactive approaches of remaining life modeling
will be introduced. For noninteractive approaches of modeling of remaining life of
both types of SCC, one can refer to previous publications [1,87]. Owing to the avail-
ability of experimental data, the interactive approach of modeling of the remaining life
of pipeline steels experiencing SCC can be performed at the current time only for the
pipeline sections operated with the Type-I pressure fluctuations defined in Fig. 30.10
and exposed to an NNpHSCC environment.

Based on the crack growth mechanisms being identified, Matlab codes have been
written for the prediction of crack growth rates and service life of pipeline steels
with the Type-I underload-minor cycle loading schemes. The governing crack growth
equations for each loading event and their combined effect on crack growth can be
found in Ref. [35,36]. All the governing equations were built based on the actual
experimental results obtained.

Fig. 30.19 shows the results of the life prediction of a high-pressure gas pipeline
with the underload-type loading spectrum. Three predicted service life curves are
shown in Fig. 30.19:

1. The life curve predicted based on the crack growth rate caused by dissolution only [36]: In
this prediction, the crack growth curve representing the average condition of growth profile
was selected for the purpose of comparison, although the most severe failure-attributing con-
ditions should be considered in integrity management.

2. The life curve predicted solely based on the equations governing the crack growth in Stage 2,
which yields a lifetime over 1000 years because of very benign mechanical driving forces
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during the initial stage of crack growth. It is also seen from the life curve that crack growth
driven by mechanical driving forces becomes life-limiting only when crack depth reaches
about 1.0 mm. This observation further indicates the importance of initial dissolution growth
in providing a bridge to the crack growth in Stage 2, without which a prolonged dormant
period and longer service life can be expected.

3. The life curve predicted by incorporating Stage-1 and Stage-2 crack growth, which yields a
predicted life comparable to those found in the field. It should be noted that these predictions
have been made without a consideration of the bulging factor that takes into account the ef-
fect of a curved pipe surface on the calculation of K at the crack tip. The consideration of the
bulging factor would yield a shorter predicted life for deeper cracks. The predicted lifetime
can also be much shorter when cracks have larger 2c/a ratios because of the increased K at the
depth tip of a crack as illustrated in Fig. 30.14.

Fig. 30.20 compares the life curve of a gas pipeline with an oil pipeline [36]. Both
pipelines were operated under the Type-I pressure fluctuation scheme. The oil pipeline
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Figure 30.20 Prediction on oil and gas underload-type spectra [36].
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has a much shorter predicted life because of frequent underload cycles with larger
stress amplitudes. The gas pipeline was operated with much fewer large-amplitude
underload cycles but a higher number of minor load cycles that can also contribute
to crack growth in the presence of underload cycles.

Rainflow cycle counting has been widely used to analyze fatigue crack growth in
the past [92,93]. The rainflow counting is a method for counting fatigue cycles from
a time history. It reduces a spectrum of varying stress into a set of simple stress rever-
sals, and overall crack growth rate is calculated using Eq. (30.2). The results obtained
from the rainflow cycle counting analysis were generally very conservative and even
irrational in some cases. It is believed that the discrepancies arise from the fact that the
load interaction effects could significantly enhance crack growth but are not consid-
ered in the rainflow cycle counting method.

Fig. 30.21 shows an example of the conservative lifetime estimate using the
rainflow counting method, which was implemented in Matlab code, strictly
following the protocol established by ASME [94]. The lifetime of the pipeline pre-
dicted by the rainflow cycle counting method yields a lifetime about 55% longer
than the current method when the crack reaches to 40% of wall thickness. In this
comparison, the same Stage-1 growth curve was used. The difference in predicted
life proves the significant effect of the load-interaction effects on crack growth.
Precision of prediction can be improved when the load interaction effects are
considered.

The interactive approach is able to predict lifetimes that are comparable to the
actual service life of pipeline steels with NNpHSCC developed during field opera-
tion. This level of accuracy of prediction has not been achieved by any existing
models. The prediction could be made for an individual crack or for crack colonies
with a range of conditions. In either case, higher accuracy can be achieved if the
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input data are specific and relevant. In the majority of situations it is hard and not
necessary to make predictions for each crack in a colony, but rather more practical
to make a prediction for the crack with the largest dimension by inputting data rep-
resenting the worst case of scenario. This could be similar for pipelines at locations
with similar soil and geological conditions. After all, it is the fastest growing crack
that determines when failure will occur.

It should be noted that the accuracy of prediction could be improved if the input
data are specific and relevant to the cracks or crack colonies of interest. Among
many input values, the most important one would be the historical data of the pressure
fluctuations that must be recorded to capture all crack growth-contributing events with
methodologies as suggested in Ref. [95,96].

30.7 Gaps of knowledge in stress corrosion cracking
modeling

As indicated in Introduction, the trends in SCC research have been moving to the
direction achieving higher accuracy in terms of developing better modeling method-
ology and using results from simulative attempts with improved relevance to the
field conditions that have caused the occurrence of SCC cracking of pipeline steels.
Despite many progresses achieved, gaps of knowledge in the area of modeling still
exist, and efforts must be made to narrow down the gaps, especially in the following
areas.

On the crack initiation and early-stage crack growth in Stage 1: This is a stage
that is less studied and presents many contradictions. Although a number of simu-
lations have been made in the case of NNpHSCC, they were conducted by using a
mechanically polished surface where the surface of specimens intercepts with the
microstructures in the middle or near-middle sections of pipe wall where localized
corrosion takes place because of galvanic effect of microstructural heterogeneity,
and/or using very aggressive simulations such as SSRT that bear little relevance
to the Stage-1 behavior found in the field. In the case of HpHSCC, the mechanisms
of crack initiation remain to be understood. For both types of SCC, experimental
and/or numerical simulations have not been done to reveal the decreased rate pro-
file, and the physical and mathematic equations governing the rate profile have not
been well developed.

On crack growth behavior in Stage 2: In the case of NNpHSCC, progress has been
made in the following key areas: (1) The identification of three types of pressure fluc-
tuations and their different susceptibility to crack growth; (2) The importance of load
interaction effects during variable amplitude pressure fluctuations in the prediction of
crack growth rate. The latter is termed as an interactive approach for SCC modeling,
which has not been sufficiently addressed in the past and should be investigated in
future efforts, especially for the SCC cracking of pipelines in HpHSCC
environments.
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31.1 Introduction

With advancements in erosion and corrosion research, several mechanistic models have
been developed for predicting erosion or corrosion. However, until recently, none of the
models were developed for predicting erosion and corrosion simultaneously. This is
attributed to the complexity of the processes and the large numbers of variables involved.
The development of a mechanistic model requires an in-depth understanding of the
erosionecorrosion processes and their interdependencies. What increases the
complexity of the process is the synergistic effect between erosion and corrosion under
certain experimental conditions. One such condition is when iron carbonate scale forms
on the pipe wall providing a barrier to corrosion. However, the scale begins to lose its
protection as it is removed by solid particle erosion. This has the potential to accelerate
metal losses through processes such as localized corrosion, i.e., pitting corrosion.

One of the first efforts toward developing an erosionecorrosion model under scale-
forming conditions was developed by Shadley et al. [1e3]. The model predicts the
threshold flow velocity above which iron carbonate scale is partially or totally
removed. Several years later, a mechanistic model was developed by Mutahhar
et al. [4] for multiphase flow under scale-forming conditions. Both models were devel-
oped at the ErosioneCorrosion Research center (E/CRC) at the University of Tulsa for
CO2 corrosion under iron carbonate scale-forming conditions in the presence of sand.
Other forms of corrosion or other erodent particles were not considered at the time.

In the Mutahhar erosionecorrosion model, a three-step approach was utilized based
on existing models for erosion only and corrosion only. In the first step, the erosion rate
is predicted by the Sand Protection Pipe Saver (SPPS) erosion model [5,6]. In the second
step, the corrosion rate is predicted by the mechanistic corrosion model called SPPS:CO2

[7,8]. Finally, the combined erosionecorrosion rate is predicted for different scenarios
based on the presence or absence of the iron carbonate scale.

In this chapter, the erosionecorrosion threshold velocity model and the erosione
corrosion prediction model, SPPS:E-C, are presented. To begin, a brief discussion is pro-
vided about the SPPS erosion model. Second, the conditions and propensity of iron
carbonate scale formation under various conditions are discussed along with its
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implications to erosionecorrosion. Finally, a comparison between multiphase prediction
results and laboratory data for SPPS:E-C will be presented at the end of the chapter.

31.2 Erosion model (SPPS)

The SPPS erosion model and computer program were developed by the University of
Tulsa E/CRC program [5,6]. The model calculates the metal penetration rate by
erosion using an equation that accounts for sand properties, sand rate, fluid properties,
flow rates, flow geometry, and material properties for the pipe. The metal penetration
rate (h) can be calculated as follows.

h ¼ FMFSFPFr=D
WV1:73

L

D2 (31.1)

where h ¼ penetration rate, m/s (can be converted to mm/year or mpy); FM ¼ an
empirical constant that accounts for material hardness of the pipe; FS ¼ empirical sand
sharpness factor; FP ¼ penetration factor for steel (based on 100 pipe diameter), m/kg;
Fr/D ¼ penetration factor for elbow radius; W ¼ sand production rate, kg/s; VL ¼ char-
acteristic particle impact velocity, m/s; D ¼ ratio of pipe diameter in inches to a 1-in. pipe.

This model has been successfully employed by many of the top oil and gas pro-
ducers in the world to predict the loss of metals impacted by solid particles, e.g.,
sand entrained in single or multiphase production conditions. Although this is the
most mature model from the E/CRC, it does not take into account the effect corrosion
might have on erosion and vice versa.

31.3 SPPS:CO2 model and erosion resistance

Iron carbonate scale formation on pipe walls plays a major role in the synergy between
erosion and corrosion, especially in the production of sweet crude oil, i.e., an environ-
ment rich in CO2. When the flow conditions are right to form iron carbonate scale
(FeCO3), a reduction in the corrosion rate is observed as a result of the protection pro-
vided by the film. The model for predicting scale formation (SPPS:CO2) was devel-
oped at the E/CRC as a means of determining under what production conditions
scale would likely form [7,8]. However, in the presence of sand, iron carbonate scale
can be removed partially or completely, which will expose the metal surface for further
corrosion. In this case, the combined metal loss could be much higher than the sum-
mation of the individual losses, i.e., a synergistic result.

Iron carbonate, FeCO3, can form and deposit on the surface of metals when concen-
trations of Fe2þ and CO3

2� exceed the solubility product, Ksp. The tendency of scale
formation is expressed by the saturation factor (Fsat) that is given by Eq. (31.2).

Fsat ¼
�
CO3

2���Fe2þ
�

Ksp
(31.2)
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From this equation, when Fsat is smaller than 1, scale is less likely to form because
the product of the concentrations of Fe2þ and CO3

2� is below the saturation level.
However, when Fsat is larger than 1, the scale is more likely to form. Larger values
of Fsat indicate a greater likelihood for scale formation.

31.3.1 Scale characterization

The erosion resistance of iron carbonate to solid particle impingement can be partially
addressed through characterization of the type of scale formed under various simulated
production conditions. Specifically, thickness, porosity, and the microcrystallinity of
the scale are very important for interpreting the corrosion and erosionecorrosion
behaviors and can be linked to the protectiveness of the scale. It was demonstrated
that different experimental conditions (temperature, flow geometry, etc.) are key
factors in determining scale behavior. For example, Fig. 31.1 shows two scanning elec-
tron microscopy (SEM) images for a scale formed in channel flow at 93�C (200�F),
1.4 bar (20 psig) CO2, and pH 6.5. The first image shows a top view of the scale
surface, whereas the second image shows a cross-section of an epoxy-mounted spec-
imen. Scale thickness was measured to be around 5 mm in this case. For scale formed
in jet flow, Fig. 31.2 shows images of a scale formed at 80�C (175�F), pH 5.9, and
20 psig CO2. The scale formed under these conditions was much thicker than the scale
presented earlier. In some locations, scale thickness exceeded 50 mm.

Table 31.1 provides a summary of scale thickness measurements obtained in chan-
nel and jet flows. For channel flow, scales were formed at different temperatures
(150e200�F) and almost constant pH of 6.5. With this condition, scale thickness
was measured to be between 2 and 6 mm. Scale thickness increased to 8 mm when
the temperature was lowered from 93�C (200�F) to 79�C (175�F). As the scale forma-
tion temperature was further lowered to 66�C (150�F), scale thickness increased up to
13 mm. The steady-state corrosion rates for these three cases were very low, between 2
and 6 mpy.

Epoxy

Scale

Steel

5 μm

Scale surface Specimen cross section
Figure 31.1 Scanning electron microscopy images [magnification 3,500� (left) and
8,000� (right)] for a scale that was formed at 93�C (200�F), pH 6.5, and 1.4 bar (20 psig) CO2.
The geometry of the specimens was in-line channel flow.
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For jet flow, scales were formed at almost constant temperatures and different pH
values. At a temperature of 88�C (190�F) and pH 6.5, the scale thickness was between
4 and 10 mm, almost twice the thickness of the scale formed in channel flow under
similar testing conditions. Scale thickness increased significantly to between 30 and
40 mm when the pH was lowered slightly to 6.2. At pH 5.9 and temperature 79�C
(175�F), scale thickness was 40e70 mm. At pH 5.4 and temperature 88�C (190�F),
the scale thickness was 50e70 mm.

From these results, important observations can be made. The first observation is that
the cell configuration can affect the scale thickness. Scale formed in jet flow were

Epoxy Epoxy

Steel Steel

Figure 31.2 Scanning electron microscopy images (magnification 260�) for a scale formed at
93�C (200�F), pH 5.9, 1.4 bar (20 psig) CO2, and a jet-flow geometry.

Table 31.1 FeCO3 scale thickness measurements obtained by scanning
electron microscopy

Case T (8F) pH Fsat (surface)
Scale
thickness (mm)

CR @ steady
state (mpy)

Channel flow configuration

1 200 6.5 256 2e5 2.5

2 200 6.3 119 3.5e5.5 6.0

3 175 6.3 176 6e8 3.0

4 150 6.1 52 10e13 3.7

Jet flow configuration
5 190 6.5 1.8 4e10 10, 29

6 190 6.2 2.9 30e40 20

7 175 5.9 2.4 40e70 30

8 190 5.4 0.2 50e70 100
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much thicker and less protective, i.e., more porous than the scales formed in channel
flow. This was indicated by the higher steady-state corrosion rate values. The degree of
protection offered by the scale depends, in part, on scale porosity. Porous scale allows
higher diffusion rates of cathodic reactants through the scale, and consequently results
in higher corrosion rates. Jet flow cases were conducted at higher velocities and much
higher shear stresses compared with channel flow cases. Higher velocity and higher
shear stress enhance the mass transfer process and might impose mechanical damage
on the scale, which results in higher corrosion rates [9].

The second observation is that lower temperature and pH values led to thicker and
less protective scale formation. The effect of temperature is demonstrated by the data
collected for scale formed in channel flow. For a better understanding of this effect,
Fsat values at the metal surface were computed by SPPS:CO2. For channel flow,
Fsat values were computed at 1 ft/s flow velocity, 0.5 ppm Fe2þ, 2% by weight
NaCl and specified concentrations of HCO3

�. For jet flow, Fsat values at the metal
surface were computed at 10 ft/s flow velocity, 0.5 ppm Fe2þ, 2% by weight NaCl,
and specified concentrations of bicarbonate. The results showed that cases conducted
with lower temperatures have lower Fsat values. Lowering the Fsat value slows the
scale formation process, which generates a thicker and less protective scale. The rela-
tion between Fsat and temperature is not shown directly in the Fsat equation. However,
it is indirectly included as part of the solubility product. Lower temperature increases
the solubility product, Ksp, for iron carbonate scale, which, in turn leads to a lower
saturation factor, Fsat.

The effect of pH on scale formation was evidenced for scale formed in jet flow. It
has been previously shown that lower pH values result in higher solubility of iron
carbonate, which leads to a lower precipitation rate and, consequently, lower scaling
tendency [10,11]. Scale formed at lower precipitation rates has been associated with
higher porosity. This observation was also reported by Chokshi et al. [12]. He reported
that scale formed at pH 6.0 was less protective and showed higher scale porosity
compared with that formed at pH of 6.6.

31.3.2 Scale erosion resistance

The extent of the FeCO3 removal by erosion is governed by the erosion resistance of
the scale. The tenacity of the scale is based on the conditions under which the scale is
formed as discussed in the earlier section. For example, laboratory data presented by
Al-Aithan et al. [13] showed that scale formed at (190�F, 10 ft/s, pH 6.4, 2 wt%
NaCl, 1900 ppm NaHCO3) erodes five times faster than bare mild steel, e.g., 1018
carbon steel. On the other hand, less erosion resistance (15 times less than that of
bare steel) was observed for scale formed at lower temperatures and decreased pH
(150�F, 10 ft/s, pH 6.24, 2 wt% NaCl, 1900 ppm NaHCO3) as shown in Fig. 31.3.
This variation in the erosion resistance is attributed to the change in the microstruc-
ture and mechanical properties of iron carbonate scale formed under these differing
production conditions.

Another interesting feature is that iron carbonate scale erosion behavior in wet
condition (flow loop) is quite different from the scale erosion resistance in a dry
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condition. Experiments showed that wetted scale has higher erosion resistances than
those of dry scale as illustrated in Fig. 31.4. However, a review of erosion ratios for
wetted bare steel versus dry bare steel revealed that the erosion ratio for wetted bare
steel was also about an order of magnitude lower than those for dry bare steel as shown
in Fig. 31.5. Erosion ratio is defined as the mass loss of material divided by mass of
sand throughput given in Eq. (31.3).

Erosion Ratio

�
g

g

�
¼ Erosion mass loss rate ðg=minÞ

Sand Mass throughput rate ðg=minÞ (31.3)
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Figure 31.4 Comparison between erosion ratios for dry and wetted scale tested at
Vgas ¼ 36.4 m/s, 30-deg, 150-mm sand.
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31.4 Erosionecorrosion threshold velocity model

As mentioned earlier, some of the earliest modeling of erosionecorrosion was reported
by Shadley et al. in a single-phase flow loop study for iron carbonate scale removal in
CO2-saturated flow with sand [1e3]. The objective of the study was to develop a
procedure for identifying the threshold flow velocity above which iron carbonate scale
is partially or totally removed. This procedure could be used for setting a guideline to
control erosionecorrosion in production facilities. Several sets of environmental
conditions were examined in flow loop studies. For each data set, the highest erosivity
that a scale could tolerate before being partially or totally removed was identified. The
total erosionecorrosion resistance (ECR) was used to develop a correlation for
predicting ECR as a function of temperature, pH, and Fsat. The ECR correlation is
given by Eq. (31.4). The ECR defines the iron carbonate scale resistance in an
erosionecorrosion environment depending on several factors explicitly described by
the equations, such as pH, temperature, and Fsat. Other factors impacting ECR are
CO2 partial pressure and flow velocity.

ECR ðmm=yearÞ ¼ C0F
C1
satfT fpH (31.4)

where the temperature and pH functions, fT and fpH, were given by Eqs. (31.5) and
(31.6) and the empirical constants, C0 through C7, are shown in Table 31.2.

logðfTÞ ¼ C2e
C3ðT�C4Þ (31.5)

logðfpHÞ ¼ C5 tan½C6ðpH� C7Þ� (31.6)

The ECR correlation and SPPS program were used to predict the threshold velocity
for erosionecorrosion. The threshold velocity (Vth) is the maximum flow velocity that
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Figure 31.5 Comparison between erosion ratios for dry and wet bare metal tested at
Vgas ¼ 36.4 m/s, 30-deg, 150-mm sand.
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the scale can tolerate at a given environmental condition before being partially or
totally removed. Fig. 31.6 shows a graphical illustration for predicting threshold veloc-
ity for a multiphase flow case [temperature of 57�C (135�F); 64.7 psia CO2 pressure;
pH 5.5; 10 ppm Fe2þ; 30 lbs/day particle rate; 150 mm sand particle diameter; water
rate, Vsl, 1.2 m/s; gas rate, Vsg, 5 m/s]. The ECR and the erosivity (ER) values were
computed at a range of gas superficial velocities (Vsg). The intersection of the ECR
and the ER curves represent the threshold velocity given here in terms of gas superfi-
cial velocity (Vth-sg). For this sample case, the superficial gas velocity is smaller than
the gas threshold velocity. This indicates that the ER of the flowing system is smaller
than the ECR. In such cases, iron carbonate scale is assumed to be able to
form throughout the piping interior. However, when operating at flow velocities above
the threshold velocity, the ER of the flowing system exceeds the ECR. In these cases,
scale is assumed to be prevented from adhering to piping surfaces, and pitting or
uniform corrosion ensues.

31.5 Erosionecorrosion prediction mechanistic model

Mutahhar et al. [4] developed a model to predict steady-state erosionecorrosion rates.
The erosionecorrosion model integrates the CO2 corrosion model (SPPS:CO2)and the
solid particle erosion model (SPPS). The combined model (SPPS:E-C) model uses
SPPS to predict the scale erosion rate in mils per year (mpy) with reference to the cor-
relation that was developed between steel and scale erosion rate explained in Fig. 31.3.
Then the model uses SPPS:CO2 to calculate the bulk ion concentrations, mass transfer
rates, bare metal corrosion rates, and other data that affect the scale formation tendency
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Figure 31.6 Prediction of threshold velocity for environmental and flow conditions for 3.5-in.
elbow [temperature 135�F, CO2 pressure 64.7 psia, pH 5.5, Fe2þ concentration 10 ppm, 30 lb/
day, particle diameter of 150 mm, water rate (Vsl) of 1.2 m/s, and a gas rate (Vsg) of 5 m/s].

Table 31.2 Constants used in Eqs. (31.3 through 31.5)

C0 (mm/year) C1 C2 C3 C4 C5 C6 C7

1.038E-6 1.594 0.7748 0.0504 65.56 3.629 1.560 5.650
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and rate. These data are used by the erosionecorrosion model to compute the scale for-
mation rate. The model then predicts the CO2 corrosion rate at steady-state condition
for which the scale erosion rate equals the scale deposition rate.

For conditions were the scale erosion rate is greater than the maximum scale
deposition rate (occurring for bare metal conditions), the scale is considered
to be completely removed, or to be prevented from accumulating, and the erosione
corrosion rate is determined to be equal to the summation of the erosion rate and
bare metal corrosion rate. On other hand, when the maximum scale formation
rate is greater than the rate of scale removal by erosion, the scale is considered
to be maintained with only partial removal by erosion. In this case, the model
will iterate to calculate the scale thickness, deposition rate, and the corrosion
rate at steady-state conditions. The framework of the model is illustrated in
Fig. 31.7.

The erosionecorrosion model developed by Mutahhar et al. [4] used the Yean et al.
[14] precipitation rate correlation to predict the scale formation process as given in
Eqs. (31.7) and (31.8).

d½Fe�t
dt

¼ �k
�
½Fe�t � ½Fe�eq

�
(31.7)

½Fe�t ¼ ½Fe�eq þ
�
½Fe�o � ½Fe�eq

�
e�kt (31.8)

where [Fe]t is the total dissolved iron concentration (molality, m) at time t (in min), k is
the nucleation reaction rate constant (in min�1), [Fe]eq is the expected total dissolved

Compute erosion rate of
scale (ERscale)

Model to:  
Add scale layer (∆h) 
Compute FR

Erosion-corrosion =
ERMetal+ CR  

Compute formation rate
(FR) of scale  

If (ERscale>FR) → scale eroded

Erosion-corrosion = CR
If (FR= ERscale) If (FR>ERscale)

If (ERscale<FR) → scale condition

Figure 31.7 Principle of multiphase erosionecorrosion model [4].
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iron concentration at equilibrium, and [Fe]o is the initial total dissolved iron concen-
tration in solution at time t ¼ 0.

_m

�
mole Fe2þ

m2s

�
¼ rliqhbl

k�
CO3

2��
��
Fe2þ

��
CO3

2��� Ksp
	

(31.9)

Eq. (31.9) is an expression of Yean’s equation for calculating the scale precipitation
rate in [mole/(m2$s)], where _m is the scale deposition rate, r is the liquid density, hbl is
the diffusion boundary layer thickness, [Fe2þ] is the iron concentration,

�
CO3

2�� is the
carbonate concentration, Ksp is the solubility product, and k is the temperature-
dependent reaction rate constant given by the Arrhenius equation, Eq. (31.10).

kr ¼ eðA�
B

R TÞ (31.10)

where kr is the kinetics constant in (s)�1, A is a preexponential factor, and B is the
activation energy for nucleation.

Using Eq. (31.10) with constants provided by Yean, the preliminary model
predicted that the rate of iron carbonate scale formation was much lower than scale
deposition rates that were observed in flow loop laboratory results. These results
suggest that the scale deposition rates predicted by the proposed Arrhenius constants
were too low. Similarly, using other values suggested by other researchers Sun,
Hunnik, Johnson and Tomson (J&T), and Yean [9,15,16], iron carbonate scale forma-
tion rates did not match the experimentally measured scale deposition rate.

An attempt to understand the predictions of the different deposition rate correlations
proposed by Sun, Hunnik, J&T, and Yean [9,15,16] is presented in Fig. 31.8; it shows
differences in scale precipitation rates at temperature 88�C (190�F), 10 ft/s, pH 6.4,
1900 ppm NaHCO3, and 5% Fe2þ. As it can be noted, there are huge differences
between the results of the correlations developed by Sun, Hunnik, J&T, and Yean.

The rate of iron carbonate scale deposition was investigated by the measurement of
the actual scale deposited onto the metal surface for different time intervals. With this,
different values of Arrhenius constants were considered in this work as shown in
Table 31.3. The new values showed better agreement with the experimental data

Yean
21 

J&T
3463.3

Hunnik
1004.7

Sun
44.2

Scale deposition rate in mpy
(P=1atm, T=190°F, 10 ft/s, 6.4 pH, 1900 ppm NaHCO3, 2wt% NaCl, 5% Fe2+) 

Figure 31.8 Scale deposition rate under different correlations.
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and were, therefore, used in the SPPS:E-C model [13]. The new values are close to
those reported by Sun [3].

31.6 SPPS:E-C model validation

The SPPS:E-C mechanistic model was validated through various flow loop experi-
ments [13] under different erosionecorrosion environments. Erosionecorrosion
experiments were conducted in the submerged jet impingement flow loop to validate
the erosionecorrosion rate prediction model.

The corrosion rates of the erosionecorrosion process, with scale fully or partially
covering the metal surface, were compared with the predicted values. Fig. 31.9 shows

Table 31.3 Arrhenius’s equation constants derived for scale
deposition rate

Equation Activation energy B kJ/mol
Preexponential
factor A

1 Johnson and Tomson [15] 127.3 56.3

2 Van Hunnik [16] 119.8 52.4

3 Yean [14] 197 68

4 Sun [17] 64.85 28.2

5 E-C Model [13] 95.5 34.62

0

100

200

300

400

500

600

0 100 200 300 400 500 600

E
xp

er
im

en
ta

l  
C

R
 o

f E
-C

 (m
py

)

Model prediction-CR of E-C (mpy)

Corrosion data points

Figure 31.9 Corrosion rate comparison between model and experimental data for 190�F, 10 ft/s,
pH 6.4, 2 wt% NaCl, 1900 ppm NaHCO3.

Mechanistic modeling of erosionecorrosion for carbon steel 759



the model versus experimental results at 88�C (190�F). The performance of the model
at these conditions was considered acceptable.

A similar comparison between measured and predicted corrosion rates was made
for the 66�C (150�F) conditions as shown in Fig. 31.10. In almost all cases at this tem-
perature, posttest examination of the specimen showed patches of bare metal. In all
cases involving bare patches, the model predicted bare metal corrosion rates (the
model recognizes that scale is completely removed from a location on the pipe and cal-
culates the bare metal corrosion rates at that location). However, in these cases, the
model was not able to accurately predict the corrosion rate of the specimen as a whole
as monitored by linear polarization resistance (LPR), where LPR measures the average
corrosion rate for surfaces covered or not covered by scale.

31.7 Emerging trends in erosionecorrosion modeling
and prediction

As illustrated in the aforementioned results, developing a mechanistic erosione
corrosion model involves accounting for the competition between the deposition
rate of iron carbonate by corrosion and its removal rate from erosion. Therefore, devel-
oping erosionecorrosion models such as SPPS:E-C to be used in the oil and gas indus-
try is ever more reliant on understanding how erosionecorrosion behaves in a variety
of erosive and corrosive conditions. Although the initial data set provided insight into
many factors related to the erosionecorrosion rate under select conditions, further
model improvements necessitates more erosionecorrosion testing for a wider variety
of production-like conditions. Parameters such as gas or solution chemistry, water cut,
erodent properties and concentration, scale properties, pH, temperature, flow rates,
flow geometries, and properties of the tested material must all be accounted for to
effectively model erosionecorrosion. In addition, characterization of the scale types
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formed under various conditions will be essential for generating data on erosion resis-
tance, scale porosity, crystal microstructure, erosionecorrosion penetration rate, etc.
Many of these data can be obtained through analytical techniques in electron micros-
copies, 3-D profilometry, X-ray diffraction, and a variety of electrochemical tech-
niques. By being able to predict the scale type at a given production condition, the
tenacity of the scale to resist erosion can also be predicted. Under such conditions,
the production flow rate could be adjusted to stay within an operating regime that
retains the protective iron carbonate scale.

Furthermore, although there has been significant success in the development of
models for the prediction of erosion and corrosion for single- and multiphase flows,
there still exists a significant need for development in the area of complex multiphase
flows. Research has also investigated the effect of chemical inhibitor in these systems,
expanding erosionecorrosion prediction capabilities that have great practical impor-
tance in many industries. The presence of sand and/or other erodent particles can
have significant effects on inhibitor performance depending on the flow and chemical
environments. The inclusion of inhibitor in systems that are actively forming scale and
subject to erosion would greatly expand the range of environmental conditions that
could be modeled by these prediction approaches.

In addition to expanding prediction capabilities tomultiphase, multicomponent flows,
the current models for predicting erosion and corrosion are most accurate in the steady
state regime. Expanding these models to include the ability to predict erosionecorrosion
behavior during transient events would lead to a more complete understanding of the
impact of changing conditions in a variety of gas and oil production conditions.

31.8 Conclusion

This chapter discussed the development in the research of erosionecorrosion
modeling for sweet production in the presence of sand under iron carbonate scale-
forming conditions. An overview was provided for two erosionecorrosion models.
The first model is one of the earliest that was developed by Shadley et al. [1e3] for
predicting the threshold velocity at which iron carbonate scale is partially or totally
removed. Although the model could not yet predict the erosionecorrosion penetration
rate, it was useful for establishing flow velocity guidelines to control erosione
corrosion in production facilities by maintaining the presence of iron carbonate scale,
and in developing the framework for a future research in modeling the complex E-C
process. In this work, a correlation was developed for predicting the ECR of iron car-
bonate scale. The ECR correlation and SPPS program were used to predict the
threshold velocity for erosionecorrosion.

In a later development, Mutahhar et al. [4] developed a model for predicting the
erosionecorrosion penetration rate. The erosionecorrosion model (SPPS:E-C) inte-
grates the CO2 corrosion model (SPPS:CO2) and the solid particle erosion model
(SPPS) for modeling the competition between iron carbonate scale formation rate
and erosion rate. Modeling the competition between scale formation and removal is
very important for predicting the synergy between erosion and corrosion. SPPS-E
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was used to predict the scale erosion rate in mils per year with reference to a correlation
that was developed between steel and scale erosion rates. Then the model uses SPPS:
CO2 to calculate the bulk ion concentrations, mass transfer rates, bare metal corrosion
rates, and other data that affect the scale formation tendency and rate. These data are
used by the erosionecorrosion model to compute the scale formation rate. The model
then predicts the CO2 corrosion rate at steady-state condition for which the scale
erosion rate equals the scale deposition rate. A comparison between experimental
and predicted data showed acceptable performance of the model.

The SPPS erosion model utilized by both erosionecorrosion models mentioned
earlier was developed by the University of Tulsa E/CRC program [5,6]. The model
calculates metal penetration rate by erosion using an equation that accounts for sand
properties, sand rate, fluid properties, flow rates, flow geometry, and material proper-
ties for the pipe. This model has been successfully employed by many of the top oil
and gas producers in the world to predict the loss of metals impacted by solid particles,
e.g., sand entrained in single or multiphase production conditions.

Understanding the formation mechanism of iron carbonate scale and its role in
protecting metal surfaces from erosion and corrosion is essential for developing a
mechanistic model for predicting the erosionecorrosion rate. This chapter presented
experimental observations for iron carbonate scales formed at different environ-
mental conditions. The first observation is that the flow configurations and geome-
tries can affect the scale thickness and porosity. Scale formed in jet flow were
much thicker and less protective, i.e., more porous than the scales formed in channel
flow. The second observation is that lower temperature and pH values led to thicker
and less protective scale formation. It was also observed that erosion resistance of
iron carbonate scale depends heavily on the condition under which the scale is
formed. This variation in the erosion resistance is attributed to the change in the
microstructure and mechanical properties of iron carbonate scale formed under these
differing production conditions.
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Residual life predictionsd
extending service life 32
Richard B. Eckert
DNV GL, Dublin, OH, United States

32.1 Introduction

Most oil and gas production, processing, and transportation assets are designed, con-
structed, and operated on the basis of a finite design life. The design life is based on the
assumptions made in regard to various degradation mechanisms that are relevant to the
asset, particularly those that are time sensitive, e.g., external and internal corrosion, fa-
tigue, etc. During the operation of an asset, degradation mechanisms may progress at a
higher or lower rate than the assumptions made to establish design life, since they are
affected by many variables that are difficult to predict. If the preventive and mitigative
measures applied to reduce the degradation mechanisms were highly effective, the
asset may be completely fit for service at the end of its design life. Today, in fact, a
large percentage of oil and gas assets are still functioning safely and reliably well
beyond their original design life, although few have gone through a formalized process
of qualifying and documenting asset life extension (LE). Where, as in most places in
the world, LE is not governed by regulatory requirements, assets continue to be oper-
ated based largely on their operational integrity and often in consideration of the over-
all risk. One LE standard that can be applied to pipelines is International Organization
for Standards/Technical Specification (ISO/TS) 12747: 2011 petroleum and natural
gas industries, pipeline transportation systems [1]. This ISO standard is a recommen-
ded practice for pipeline LE that provides guidance in assessing the feasibility of
extending the service life of a pipeline system, as defined in ISO 13623 [2], beyond
its specified design life.

Norway has a well-formalized processes and standards governing asset LE, largely
because LE requires approval of the Norwegian Petroleum Directorate (NPD) and the
Petroleum Safety Authority (PSA). Oil and gas facilities installed on the Norwegian
Continental Shelf are granted “Consents to Operate,” which have a finite life based
on assumptions that are the basis for the approval of the “Plans for Development”
and “Plan for Installation and Operation.” Use of the facilities beyond the approved
Consent period in Norway requires a new application and a new Consent to Operate
from the NPD and the PSA.

Extending the design life of an asset requires consideration of degradation mech-
anisms that affect all systems and components of the asset, including pipelines, wells,
and well head equipment, subsea equipment, load bearing structures, processing
systems, health and safety systems, etc., NORSOK standards are developed by the
Norwegian petroleum industry, and are administered and published by Standards
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Norway. Technical guidelines for different parts of Norwegian Oil and Gas assets
have been developed as follows:

• Load-bearing structures; NORSOK standard N-006, assessment of structural integrity for
existing offshore load-bearing structures (April 2009) [3].

• Transportation systems; NORSOK standard Y-002, Life Time Extension For Transportation
Systems (December 2010) [4].

• Subsea systems; NORSOK standard U-009, LE for subsea systems (March 2011) [5].
• Drilling andwells, process topside systems,Health and Safety Executive’s (HSE), and technical

safety systems; Norwegian Oil and Gas Association recommended guideline for the Assess-
ment and Documentation of Service Life Extension of Facilities No. 122 (April 2012) [6].

The design life of an asset is typically considered to be the original time period over
which the asset was intended to operate based on certain assumptions. Some pipeline
design standards define design life differently:

ASME B31.4:2006 [7]dDesign life is a period of time used in design calculations selected
for the purpose of verifying that a replaceable or permanent component is suitable for the
anticipated period of service. The ASME standard’s position is that design life does not
pertain to the life of the pipeline system because a properly maintained and protected pipeline
system can provide transportation indefinitely.
DNV-OS-F101:2014 [8]dDesign life is the initially planned time period from initial instal-
lation or use until permanent decommissioning of the equipment or system. The original
design life may be extended after a requalification.
ISO 13623:2009dDesign life is the period for which the design basis is planned to remain
valid.
NORSOK standard Y-002dDesign life is a specified period for which the integrity of the
system is documented in the original design with anticipated maintenance, but without
requiring substantial repair.

For new facility developments, there is also an “economic design life” that drives
project development decisions. The economic design life is not focused on operational
integrity and is typically less than 25 years based on the financial considerations of the
stakeholders, e.g., agreements with lenders, implications of tax laws, unique interests
of partners, etc.

In NORSOK standard Y-002, the service life is defined as the length of time the sys-
tem is intended to operate and the standard identifies a recommended process for extend-
ing service life. Therefore, in the next section of this chapter, the term “service life” will
be used when referring to the extended period of time over which the asset is intended to
be operated. In addition, since the focus of this book is on corrosion, threat mechanisms
other than corrosion that could affect pipelines will not be discussed; however, all rele-
vant degradation mechanisms must be considered in an actual LE project.

32.2 Methodology for extending service life

Offshore oil and gas production assets have been in service for over 50 years in some
parts of the world. First oil in the North Sea was in discovered in 1969 [9], followed by
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the development of Norway’s extensive Ekofisk oil field, which began producing oil in
1980. In the US Gulf of Mexico, platforms were being installed in waters up to 1000
feet in depth by 1969 [10]. The US onshore pipeline infrastructure has pipelines that
were installed as early as the 1930s that are still in service and some gathering systems
contain piping dating back to around 1910, and probably earlier. Certainly, when oper-
ated and maintained properly such that the integrity of the asset does not decline appre-
ciably, oil and gas assets can have a long, safe, and reliable service life. Although there
are different drivers for following a formalized process for extending asset service life,
the process is generally the same for onshore and offshore transportation systems.
Here, the NORSOK standard Y-002 “Life Extension of Transportation Systems”
will be referenced as an example of one means to proceed through the various steps
used in extending service life.

Before LE becomes a consideration, an asset has gone through the design, construc-
tion, commissioning, and operational phases of life. All of these phases of asset life
affect the potential for extending service life. Shortcomings in design, e.g., inadequate
corrosion allowance, or construction, e.g., poorly applied external coating, will have
consequences in the LE phase of asset life. Perhaps even more significant; however,
is how the integrity of the asset was maintained and monitored during the operations
phase through the asset integrity management system (AIMS). The core of the integrity
management process usually includes system risk review and strategy; inspection and
monitoring; integrity assessment; and mitigation, prevention, and repair. The process
should occur continually throughout the operations phase of asset life and it should
also provide data and information that will be useful in the LE process. However,
even if the integrity management process was carried out completely and perfectly,
this alone would not be adequate for documenting and justifying LE.

The overall purpose of applying a LE process is to demonstrate that system integrity
will be acceptable to the end of the extended service life. The LE process typically in-
cludes the following steps:

• Defining the premise or basis for operation over the extended asset life and identifying po-
tential new threats to the assets that have emerged since the original design was placed in
service.

• Assessing the integrity of the asset to the extent possible to quantify the current condition, and
evaluating whether the asset has been operated within the original design envelope conditions.

• Conducting a design and/or condition-based engineering reassessment of the system using
information from the integrity assessment (previous step) and established LE models, indus-
try best practices, and technology.

• Documenting and implementing the LE, if the assessment determines that the asset integrity
will be acceptable for the extended service life. Implementation may be conditional,
requiring new continuous or one time measures to meet the requirements for LE.

If the reassessment determined that the integrity of the asset would not be accept-
able at the end of the new extended life, modifications could be considered together
with a feasibility review. An overview of the LE process from NORSOK Y-002 is
shown in Fig. 32.1. It should also be noted that the LE process may require compliance
with various regulations that are applicable to operation and design of the asset.
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32.2.1 Identifying the basis for asset LE

32.2.1.1 Design life and extended design life

As mentioned previously, NORSOK standard Y-002 describes that design life is “a
specified period for which the integrity of the system is documented in the original
design with anticipated maintenance, but without requiring substantial repair.”

The original design assumptions (premises) must be reviewed to assess whether
they are still applicable for the LE period. The original premises that have been applied
in the original design, fabrication, construction, operation, and repair/maintenance of
the assets must first be identified.

32.2.1.2 System description

The first step in the LE process is to clearly define the system of assets to be included in
the assessment. Often, LE is applied not just to a single pipeline, but to an entire pro-
duction operation that may consist of everything from wells to subsea equipment to
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risers and surface processing platforms. Because there are considerable complexities
and multiple service types involved in offshore production, the boundary limits or bat-
tery limits must be clearly defined. In addition to crude production assets, seawater and
produced water (PW) injection systems may also be included as they are an integral
part of most oil and gas production operations. Appurtenances, e.g., valves, fittings,
chemical injection hardware, pig traps, etc., must also be included in the description
of the system for which LE is being performed. The designs of various pipeline system
components are likely to be covered under different standards and potentially are con-
structed from differing materials that have different responses to operating conditions,
in terms of corrosion threats and service life. Oil and gas production systems may have
multiple owner/operators with different standards from each other, and this must also
be considered when reviewing the original design basis and battery limits. Different
operators may also define battery limits in different ways so it is important to establish
clear interfaces in the LE review.

From a corrosion standpoint, the pressure containing components are those that are
most recognizable; however, nonpressure containing components also play important
roles in asset integrity and can be affected by corrosion. Structural elements, for
example, are subject to external corrosion and have mitigation measures in place to
control corrosion; those mitigation measures, in some cases, have a finite life, as in
the case of anodes. Mooring chains are known to suffer serious corrosion in some en-
vironments and would be included in the nonpressure containing equipment that is in
scope of the LE assessment. Some elements, such as flexible joints, are affected by
both mechanical and corrosion degradation mechanisms that can be compounded by
one another (e.g., corrosion fatigue).

32.2.1.3 Design, fabrication, and construction basis

In the design, fabrication, and construction phases of asset life, certain assumptions
(premises) are identified and provide the basis for the decisions made by designers
and engineers and for materials selection. In terms of corrosion, one of the most impor-
tant design decisions is materials selection because this decision has a profound effect
on asset life and mitigation costs over the operations phase. Corrosion resistant alloy
(CRA) selection typically increases capital costs by a factor of three (or more) over
carbon steel construction; however, operating costs for carbon steel can far outweigh
the increased initial costs of CRA. Material selection also has a strong influence on the
types of corrosion mechanisms that will be applicable and that will need to be evalu-
ated in the LE process. Assumptions are also made in regard to the operating environ-
ment that will be encountered, in terms of flow, pressure, temperature, fluid physical
properties, fluid composition, mode of operation (continuous vs. intermittent), and
changes in these factors over the service life. External condition assumptions also
play a role in determining the life of the asset relative to both corrosion and other
threats. For subsea pipelines, assumptions are often made in terms of the potential
for subsidence, ship and anchor damage, strudel scour, and other geotechnical threats
that can damage the pipeline or damage the coating and lead to increased corrosion
susceptibility.
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During design, assumptions are also made in regard to the fabrication and construc-
tion phases of the assets. For example, for welding of heavywall pipe, a range of accept-
able preheating before welding or between welding passes is typically specified. It is
generally assumed that if criteria, such as preheating, are in a welding procedure,
then they are to be met during fabrication. However, if these conditions were not docu-
mented or verified by welding inspectors during the fabrication process, there is uncer-
tainty as to whether the requirements were actually met. Deviations from the preheating
standard could lead to cracking or heat affected zone hardness that is at increased risk of
hydrogen cracking mechanisms or sour cracking in service. Material verification is
another area where actions that occurred during fabrication and construction can
have an impact on LE. If materials deviations were not caught before installation,
this increases the threat of having material present in the asset that is nonconforming
and potentially more susceptible to corrosion or other threats, such as mechanical fail-
ure. Therefore, it is not simply the operational phase of the asset that must be considered
in LE because fabrication and construction practices may have resulted in increased po-
tential for corrosion failure. The uncertainty around this potential can be reduced by
checking fabrication and construction documentation, if available. If documentation
is not available then the effect of uncertainty should be included in the LE assessment.

In many cases, the original design of the asset was likely based on standards and in-
dustry best practices that are over 20e30 years old. Older standards are likely to differ
from the current applicable standards as technology and modeling have improved.
Further, if the asset was built over a period of many years, different standards may
have been in effect during each period of construction. Differences between the standards
used for design and construction and those that are currently in use need to be considered
in the LE assessment. There are likely to be gaps or different conservatism in older stan-
dards because new standards often evolve from lessons learned by industry. These differ-
ences must be reconciledwhen developing the new service life. Details about the types of
data that are collected for the LE are discussed in Section 32.3 of this chapter.

32.2.2 Internal corrosion threats and LE

Here, an overview of internal corrosion threats common to oil and gas operations is
discussed. The threats are presented in general categories of composition-related,
flow-related, surface deposit-related, environmental cracking-related, and other
threats. Depending upon the service type of the assets undergoing an LE process,
the applicable mechanisms for that service will need to be considered along with
the mitigation measures that were applied to control each threat.

32.2.2.1 Composition-related corrosion

In sweet to mildly sour conditions, internal corrosion of oil producing assets is largely
a product of whether the metal surface is water wetted, which is a function of the water
cut, velocity, and fluid composition. When water, or a hygroscopic deposits/film, is in
contact with the metal, internal corrosion is a possible outcome. The presence of
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dissolved and gaseous species determines the corrosion mechanisms and rates that will
be present.

Carbon dioxide (CO2)
CO2 combines with the PW to form carbonic acid (H2CO3), which then dissociates,
releasing hydrogen ions; lowering the pH of the water. The corrosivity of the water is
a function of the pressure, temperature, and water chemistry, which drives the types of
surface films and reaction kinetics that may occur. Generally speaking, the higher the par-
tial pressure of CO2, the greater the corrosivity of the water. Increasing the temperature
(to a point) increases the potential corrosion rate and can lead to formation of nonprotec-
tive films that increase localized pitting. The chemistry of the PW, including alkalinity,
dissolved iron level, and presence of organic acids, also has an effect on corrosivity. Pref-
erential weld corrosion is a selective form of attack, which corrodes the weldmetal in wet
gas environments containing CO2. Numerous models [11,12] exist for estimating the
CO2 corrosion rate; however, they are often conservative and are only as reliable as
the data used to run the modeling. If reliable historical fluid composition data are not
available, the ability to reliably apply corrosion models to LE is limited.

Hydrogen sulfide (H2S)
H2S may originate in the reservoir and/or be produced by the activities of sulfate-
reducing prokaryotes (SRP), inclusive of both bacteria and archaea. Producing fields
can start out with low H2S levels and become sour over time with seawater injection
breakthrough or due to contamination during the drilling or well work processes. In the
last decade, nitrate has been injected into seawater in some fields to mitigate souring
due to SRP activity; however, this has produced mixed results. In some cases,
increased corrosion has been experienced. Reliable historical composition records
are needed to determine when sulfide levels may have increased and the potential ef-
fects that have resulted over time.

H2S in water forms a weak acid, which partially dissociates to form hydrogen (Hþ)
and bisulfide (HS�) ions, depending on pH and other factors. The corrosion rate will
depend on the levels of H2S and CO2 in the water. The reaction of dissolved sulfides
forms iron sulfide (FexSy) on the steel surface. When this iron sulfide film is contin-
uous, it can be protective. However, if the FexSy film is broken or is not uniform,
any exposed steel becomes anodic to the film and localized corrosion can be driven
by a large cathodic area of iron sulfide film. Constituents including CO2, oxygen,
and chlorides can create iron sulfide films that are nonprotective. CRAs have different
susceptibilities to H2S than carbon steels.

The presence of sulfide ion also increases the potential for hydrogen cracking mech-
anisms. Normally, atomic hydrogen atoms forming on the cathode of a corrosion cell
combine to form molecular hydrogen. In the presence of sulfide ions, the combination
of atomic hydrogen at the cathode is impeded, resulting in atomic hydrogen entering
the steel. Joint NACE/ISO standard MR0175/ISO 15156 [13] is typically used to guide
the selection of materials resistant to sulfide stress cracking (SSC). Oil and gas designs
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typically specify that materials must be suitable for sour service, per this NACE/ISO
standard.

Oxygen (O2)
The presence of oxygen, even in small concentrations, i.e.,>20 parts per billion (ppb),
in water can significantly increase corrosion rates because it is a strong cathodic reac-
tant. Oxygen is most prevalent in water injection systems where removal of oxygen
from naturally oxygenated waters is ineffective. Although crude oil production and
processing is typically anaerobic (oxygen free), it is possible for oxygen to enter sys-
tems through leaking seals, valves, or equipment that is open or occasionally opened to
the atmosphere. Severe pitting corrosion of carbon steel can then occur.

The primary systems affected by oxygen are the SW (and PW to a lesser extent)
systems, dewatering operations, and utility systems such as firewater.

32.2.2.2 Flow-related corrosion

Erosion and erosionecorrosion
Erosion and erosionecorrosion are typically associated with the presence of solids
and solids plus high fluid velocities, respectively. Solids combined with high-fluid
velocities in multiphase systems can accelerate CO2 corrosion rates by removing
any protective films from the metal surfaces and/or interfering with corrosion inhib-
itor film formation on the pipe wall surface. This threat is more acute at valves,
reducers, bends, tees, and sections of straight flow lines immediately downstream
of choke valves.

The erosion resistance for the commonly used stainless steels and duplex stainless
steel is only nominally better than the erosion resistance of carbon steel.

Flow-assisted corrosion
High-flow velocities and turbulence usually accelerate corrosion rates due to increases
of shear stresses and mass transfer of reactants to the carbon steel surface, leading to
flow-assisted corrosion. In addition, the efficiency of filming inhibitors may be
reduced due to shear stresses above a critical value, depending on the inhibitor type
and concentration.

32.2.2.3 Surface deposit-related corrosion

Under deposit and crevice corrosion
Under deposit corrosion is related to the deposition or settling of solids on the internal
surface of a pipeline or vessel. Corrosion processes, either purely electrochemical or
microbiologically related, can occur under or around these deposits, leading to local-
ized pitting and increased corrosion rates. In preventing corrosion byproducts from be-
ing removed from the corrosion sites, they contribute to the autocatalytic process of
pitting development. Deposits also act as a barrier, preventing corrosion inhibitors
from adsorbing onto the metal surface.
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Crevices may be formed by the mechanical joining of two components, beneath fas-
teners, under gaskets, and under naturally formed scales. Crevices can lead to ion con-
centration cells or oxygen depletion within the crevice, promoting localized corrosion.
The design must consider where crevices may be created and plan for corrosion control
or change the joint design.

A minimum velocity is critical to prevent solids deposition, deter (to some extent)
microbiological growth, and provide effective chemical transport for inhibitors, disper-
sants, and biocide.

Microbiologically influenced corrosion
Microbiologically influenced corrosion (MIC) is caused by the metabolic processes of
certain types of bacteria, mainly sulfate-reducing bacteria and archaea (i.e., sulfate
reducing prokaryotes). SRPs are predominantly anaerobic and are present in crude
oil, PW, and seawater injection systems. Microorganisms can colonize metal surfaces
within organic deposits and under other solids in aqueous environments (e.g., under
deposits in pipelines, storage tanks and vessels, and in deaerators). Once biofilms
are established, they are difficult to remove by chemical treatment alone.

SRP and many other microorganisms are typically present in production systems.
Given the right conditions of temperature, reductioneoxidation (“redox”) potential,
and nutrient sources, SRPs produce hydrogen sulfide by the reduction of the sulfate pre-
sent in many oil field brines. Other groups of microorganisms, e.g., methanogens, aceto-
gens, iron reducers, and oxidizers, are also common tomanyoil production environments,
which can contribute to corrosiondirectly or indirectly. Typically, internal corrosion is not
the result ofmerely one type ofmicroorganism, rather the activities and interactionwithin
a community of microbes having a more significant effect on corrosion.

MIC can be found in water and hydrocarbon systems where solids and/or biofilms
are allowed to accumulate. High-flow velocities tend to decrease the potential for
solids and biofilms to accumulate, whereas low-flow velocities favor both solids depo-
sition and increased biofilm thickness. MIC is more likely in the areas of low flow that
remain untreated, under deposits, and in dead legs. In sour production systems, the
combination of H2S, bacteria, and CO2 can lead to rapid and deep pitting. The presence
of even low concentrations of dissolved oxygen in combination with a microbiologi-
cally generated iron sulfide film can result in oxidation of sulfide to elemental sulfur,
resulting in the pitting attack of seawater injection piping.

32.2.2.4 Environmentally assisted cracking

Environmental cracking is defined as the brittle fracture of a normally ductile material
in which the corrosive effect of the environment is a causative factor. Environmental
cracking can occur with a wide variety of metals and alloys and includes the following:

• Hydrogen embrittlement
• Hydrogen-induced cracking, including stress-oriented hydrogen induced cracking
• Stress corrosion cracking
• SSC
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A combination of tensile stresses (applied or residual) and a specific corrosive envi-
ronment are commonly the cause of sudden cracking-type failures of metal structures.
Proper design is the most important consideration to avoid environmentally assisted
cracking (EAC) in conjunction with adequate material selection for the environment.
Gradually increasing levels of H2S may occur as a producing field ages. If material se-
lection did not account for souring in the design stage, EAC is likely to become a sig-
nificant problem in the future.

32.2.2.5 Other causes of internal corrosion

Acid/chemically induced corrosion
During well stimulation and acidizing operations, concentrated hydrochloric acid
(HCl) or mixtures of HCl and hydrofluoric acid can be used. The main corrosion threat
here is related to high concentration of hydrogen ions present at the low inherent acid
pH. Acid formulations may use corrosion inhibitors developed for carbon steel or for
CRAs such as 13% chromium steels. If acids are not inhibited properly, corrosion
damage can result even if the acid or stimulation job is short in duration. “Spent”
acid returning from a well treatment can still be extremely corrosive to carbon steel
equipment downstream (separators, filters, etc.) of treatment and can also cause pro-
cessing problems (e.g., emulsion formation).

Degraded glycol may contain organic acids that can be corrosive to carbon steel pipe-
line and piping systems. The potential for carryover of glycol should be examined when
considering internal corrosion threats. In many subsea pipelines, glycol is continuously
added for hydrate prevention and its influence on corrosion has been studied.

The lack of adequate transport (dispersion) of low pH corrosion inhibitor or biocide
can result in accumulations that may result in locally elevated corrosion rates of carbon
steel and pipeline and piping systems.

Galvanic corrosion
This mechanism is generally a result of a metal being in direct contact with a more no-
ble metal (e.g., carbon steel with duplex stainless steel) or other conductor in the pres-
ence of an electrolyte. The rate of corrosion is a function of the difference in
electrochemical potential between the dissimilar metals, temperature, resistivity of
the electrolyte, and the relative surface areas of each component in contact with the
electrolyte. It affects carbon steel in contact with higher-alloy steels (e.g., chrome
steels) and attack is the greatest at the interface between the dissimilar materials.
Generally, this threat is mitigated by the use of insulation kits at flanged connections.

Practically speaking, susceptibility to galvanic corrosion may be suspected when
dissimilar conductors (e.g., metals such as carbon steel in contact with stainless steel,
Inconel alloys, brass, bronze, copper) are in contact in the presence of an electrolyte
(conductive fluid).

32.2.3 External corrosion threats

External corrosion mechanisms are largely dictated by the environment in which the
asset or pipeline is installed. Generally, these environments can be broadly grouped

774 Trends in Oil and Gas Corrosion Research and Technologies



into buried, sea-floor, free exposure to seawater, near surface underwater, splash zone,
atmospheric (onshore and offshore), and corrosion under insulation. Each of these
broad groupings can be further divided in subgroups, for example, for atmospheric
onshore, onshore marine, onshore rural, onshore industrial, and even these vary
with climatic regions. Susceptibility to external corrosion is also temperature depen-
dent. Coating life can be degraded by environmental conditions, operating conditions,
and mechanical damage. Depending on operating conditions, external corrosion pro-
tection is primarily based on protective coatings and cathodic protection (CP) where
applicable, in addition to maintenance of these corrosion control methods. In some
cases, coating inspection and CP systems can be tested and inspected; however, for
buried pipelines external corrosion at coating flaws or damage is typically only found
during in-line inspection (ILI) or sometimes through close interval CP surveys.

32.2.4 Effects of operational history

32.2.4.1 Operational data

Historical operating history data are important for determining whether the asset was
operated outside the design basis or integrity operating window (IOW) and for deter-
mining the types and potential severity of corrosion threats that were, or are, still pre-
sent. Operating data include physical parameters and fluid composition parameters.
For most data types, the following data characteristics should also be considered
over the life of the asset, if data are available; average, minimum, maximum, trends
over time, upset conditions, exceedance of IOWs, reliability and accuracy of data, lo-
cations where measurements are made, etc. Examples of operational data to collect to
perform the LE process are listed in Table 32.1.

32.2.4.2 Inspection data

Inspection data for both external and internal corrosion assessment are collected and
analyzed in the LE process to determine the extent to which corrosion threat mecha-
nisms have affected the assets, the distribution of corrosion damage relative to poten-
tial causes of corrosion, and the current integrity as associated with these threats.
Inspection data also provide insight on the performance of corrosion mitigation mea-
sures over the life of the asset, and potentially, the extent to which changes in operating
conditions resulted in increased corrosion damage. For example, if ILI data from
10 years earlier show little internal corrosion and now the ILI reinspection data
show significant corrosion damage, records of operating conditions, and mitigation
measures can be examined from before and after the change in corrosion damage to
identify potential causes. Such an analysis can provide useful information for the
LE process, particularly if the underlying cause of the increased corrosion could be
mitigated, e.g., increased flow rates over the extended operating life could be managed
to prevent water accumulation.
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Inspection data should be collected for all of the pipe and components included
within the battery limits of the asset undergoing LE. The types of inspection data
that are useful for conducting the LE process include those shown in Table 32.2.

32.2.4.3 Incidents/modifications

If repairs, pressure deratings, or other modifications to the asset have occurred as a
result of corrosion, this information should be collected and considered in the technical
integrity assessment. The contributing causes to the damage or failure incident can be
reviewed to assess the types of corrosion mechanisms that were active during the his-
tory of the asset. The reasons for the failure of preventive or mitigative barriers that led
to the corrosion damage should be evaluated, if root cause analysis (RCA) has not been
performed previously. RCA can also provide insights on gaps in management systems
or corporate culture (e.g., de facto standardization of deviation) that may lead to con-
cerns about the historical management of other threats in addition to corrosion.

Table 32.1 Examples of operating and fluid composition data
used in life extension projects

Data type Examples of data to collect

Operational data • Volumetric flow rates
• Frequency and duration of shut-ins
• Frequency and duration of stratified flow (where applicable)
• Operating temperatures
• Operating pressures
• Liquids and solids entrainment velocity vs. actual velocity
• Changes to fluid sources over time
• History of process upsets
• Analysis of integrity operating window or operating envelope
exceedance events

• Cathodic protection surveys
• Biocide and corrosion inhibitor injection records

Fluid
composition
data

• Fluid type (crude, produced water, seawater, three-phase production,
gas, etc.)

• Historical water cuts
• CO2 and H2S historical levels; measurements of oxygen or dissolved
oxygen

• Compositional analyses of water (anions, cations, etc.) and
hydrocarbon phases, as applicable

• Solids analyses; volume and type of solids, compositional analysis,
particle size distribution

• Presence of waxes and asphaltenes
• History of microbiological data; type of tests performed, sample
handling and integrity, molecular microbiological results
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32.2.5 Technical integrity assessment

Based on the operational history, inspection, incident reports, and other data described in
the previous section, the next step after data collection is to determine the current integ-
rity/condition of the asset. The data generated from an AIMS are quite valuable for
supporting the integrity assessment, particularly for the threat of internal and external
corrosion. If data from the AIMS are organized, reliable, and accessible in a central data-
base, the technical integrity assessment will be much easier than if the data are all in
paper files or multitudes of spreadsheets. In a full LE exercise, all of the parts of the asset
will need some type of condition assessment relative to all of the applicable threats. In
addition to corrosion, for example, subsea pipelines would need to have their integrity
determined relative to the threat of subsidence or free spanning.

In keeping with the theme of this book, the focus here will be on integrity assess-
ment relative to corrosion threats. The types of corrosion threats that are applicable to
the internal and external surface of a pipeline were described in Section 32.2.3 of this
chapter. Corrosion threats are time dependent, meaning that they typically result in
increased degradation over time. The rate of degradation can be measured by
comparing the change in damage between inspection intervals or it can be estimated

Table 32.2 Examples of inspection data used in life extension projects

Inspection type Examples of data to collect

In-line inspection • Inspection dates, tool specifications, tool technology
• Corrosion features: outer diameter, inner diameter, clock posi-
tion, axial location, size (length, width, depth), positional accu-
racy, depth/length sizing accuracy, minimum detection limits for
general and localized wall loss, limitations at girth and seam
welds, confidence level

• Confirm locations of fittings, bends, appurtenances
• Field calibration, verification digs/assessments
• Growth prediction analysis reports; unity plots

Routine
nondestructive
testing

• Ultrasonic inspection reports for corrosion monitoring locations
on topside piping and vessels

• Investigation and sizing of metal loss due to corrosion
• Assessments for stress corrosion cracking and other cracking
mechanisms

Direct assessment • Dig site assessments for internal corrosion direct assessment
(ICDA) and external corrosion direct assessment (ECDA) of
onshore pipelines including full pipe condition characterization
data

Visual • Atmospheric corrosion inspections on topsides and above-
ground/facility piping and equipment

• Documentation of pipe internal/external condition during repairs
or maintenance

• Examination of hot tap coupons
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based on experience in similar service or through the use of growth models. Not all
corrosion threats are as straightforward as general or pitting corrosion, and there are
some mechanisms (e.g., MIC) for which reliable, industry accepted growth models
do not exist; only susceptibility models. Other threats related to corrosive species
such as sulfide, e.g., SCC or SSC, are difficult to detect and model. Therefore, if corro-
sion threats such as SCC and SSC have appeared in the assets and were not considered
in material selection in the original design, the ability to confidently extend service life
may be greatly impaired.

Fig. 32.2 shows an overview of the condition/integrity assessment phase of the LE
process. The figure shows several approaches that can be used to evaluate current con-
dition of the asset; however, not all of the approaches shown here are accepted under
LE standards, such as NORSOK Y-002. The assessment approaches are discussed in
the following text.

The premises and assumptions used in developing the initial asset design essentially
establish the operating limits or IOW within which the design and planned mitigative
measures will maintain the condition of the asset for the initial service life. Thus, the
review of operating history data, and mitigation and inspection data, is necessary to
ascertain whether the asset was operated within the design window. For external corro-
sion, this means that CP records, surveys, inspections, repairs, and maintenance re-
cords should all be reviewed. For internal corrosion, records to be reviewed include
product composition and operating history (e.g., water cut, H2S, CO2, temperature,
pressure, flow rates, etc.), mitigation measures, including corrosion inhibitor, biocide,
and scale inhibitor, injection pump runtime, solids control, and maintenance pigging.
Records from any type of inspection that can detect corrosion should be reviewed,
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including ILI, other NDE methods, visual inspection, pipe replacement, direct assess-
ment, and service records for pipeline appurtenances. Bypasses, for example, are often
dead legs and are susceptible to different corrosion threats than a flowing pipeline. If
documentation demonstrates that the asset has been operated within the original design
premises, this increases confidence that the asset has been maintained adequately for
the initial service life, and potentially for LE.

Particularly for corrosion, it is essential that the assumptions in the initial design
have not been exceeded, the models used were reliable and adequately conservative
and that new threats have not emerged over time that were not considered in the orig-
inal design. In the case of the latter, it may be difficult to validate extended life unless
comprehensive inspection has been performed to assess damage that could have
resulted from the emerged threat. Assumptions from the initial design, such as internal
corrosion and erosion allowances, should be compared to present state conditions to
help determine if LE is feasible.

If a pipeline is capable of ILI and high-resolution wall loss tools can be run, both
internal and external condition can be assessed. The accuracy of the ILI data and con-
fidence (or variance) in the data must be known in order to draw reasonable conclu-
sions about the actual condition of the pipeline. Analytical and statistical
calculations, such as probability of exceedance (PoE) and based on known or assumed
corrosion growth rates, can be applied to evaluate the current asset condition and also
later when performing the LE reassessment. Crack detection inline tools are also used;
however, the ability to accurately measure and then perform engineering assessment to
determine the effects of the cracks on integrity is far more complicated than modeling
general wall loss due to some corrosion mechanism. Other types of inspection data be-
sides ILI are also useful, as mentioned earlier.

Operating experience with other similar assets, possibly in the same producing
field, may also be used to help ascertain the current asset condition. Usually subject
matter expert (SME) input is collected and documented, and operating conditions of
the two assets being compared are also carefully reviewed and documented. If the asset
that is similar to the one being assessed has inspection data to support its current con-
dition, then the comparison exercise can provide value. However, if the asset used in
the comparison does not have reliable and thorough inspection data, then the compar-
ison should not be performed. This SME approach to condition assessment may also
have biases, particularly if the same personnel operate both of the assets being
compared.

Predictive models and engineering assessments can sometimes be used to help sup-
port the condition assessment, particularly when at least some inspection data are
available. Condition modeling can be also be simulated using a Monte Carlo approach
or Bayesian [14] network approach to help improve confidence in the results of the
model.

Finally, although it is not an approved approach in Y-002, a risk-based assessment
can be used to examine the effects of missing data or incomplete inspection, for
example, and to prioritize areas where more data should be collected to improve con-
fidence in the condition assessment.
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If the condition of the asset (relative to corrosion) cannot be sufficiently quantified,
or if the operating windows have been exceeded or inadequate mitigation measures
applied, these gaps should be documented and moved forward to the reassessment
phase of the LE process. In the reassessment process, the opportunity to identify mea-
sures to close these gaps will be provided.

32.2.6 Reassessment process for extended service life

Once the condition assessment is completed and the initial design premises have been
documented, the reassessment process essentially combines the two to determine if the
intended LE is feasible. The reassessment process includes all of the activities related
to analysis of the generated information (i.e., inspection and monitoring data, as well as
LE premises), and establishing the integrity of the system through the full extended
lifetime. The output of the reassessment process is the basis for LE that will then be
used to document and implement LE for the asset, or the modifications that are needed
for LE to be feasible.

Fig. 32.3 illustrates the reassessment process and the way in which it relates to the
overall process that was shown in Fig. 32.1. Note that a financial evaluation is shown
in Fig. 32.3 as input to the reassessment process; however, this is not a component of
the Y-002 standard, but is typically performed by the asset owner in evaluating the
feasibility of the LE process and the justification for modifications that may be needed
later to qualify for an LE.

The reassessment process considers the current and predicted future operating con-
ditions, the functional requirements of the asset, and the new design basis, along with
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current condition, to determine whether the life of the asset can be extended. The reas-
sessment also needs to consider the confidence level of the available data, particularly
inspection data, because no asset is likely to have 100% inspection coverage with
100% reliability. Conservative engineering assumptions must be applied to the LE
to account for the lack of knowledge and confidence level of the condition assessment.
Corrosion rate predictions and models will be applied in the reassessment phase to
determine degradation rates and these rates are applied to assets that are already
degraded to some extent, in many cases. The condition of the assets and the type of
corrosion damage that is present can also affect the way in which new corrosion man-
ifests itself. Preexisting internal pits, for example, may be difficult to clean with pigs
and to reach with inhibitors or biocides, resulting in greater variability in predicted
rates over the extended life of the asset. The reassessment usually benefits from the
development of better degradation models than those used many years ago in the orig-
inal design.

As shown in Fig. 32.3, if based on reassessment, the asset is not suitable for LE,
additional steps can be taken to provide missing or incomplete information and
improve confidence in the predicted results of degradation models. As mentioned,
the use of improved models is one means to improve the reassessment; other means
include access to improved inspection and monitoring data and technologies. For
example, advances in online continuous monitoring technology that can be linked
through system logic directly to the application of mitigation measures or preventing
IOW excursions before they escalate can benefit the reassessment outcome.

In some cases, the only way to extend the asset life is through modifications to the
asset; however, these fall outside the reassessment because the asset life cannot be
extended based on the current condition of the asset. Modifications are discussed later
in this section.

Finally, again in Fig. 32.3, it is shown that there are two potential outcomes of the
reassessment; LE is feasible or it is not. If LE is feasible, the process moves to docu-
mentation and implementation planning. If LE is not feasible, modifications may be
made or gaps filled to allow a subsequent reassessment. The financial analysis also pro-
vides information to the asset owner, not necessarily as to whether LE is possible or
not, but whether it is financially viable, given corporate objectives and policies.

Overall, the reassessment process can take a design-based or condition-based
approach, as discussed in the following sections. Deciding between a condition-
based or design-based approach is largely a function of the available data regarding
asset condition and operating conditions.

32.2.6.1 Condition based

A condition-based reassessment uses operational experience and inspection data to
examine degradation mechanisms and rates and the effect they have had on asset integ-
rity. In consideration of both historical and future planned operating conditions, the
potential for extending the life of the asset can be evaluated. For corrosion threats,
this means that the historical operating conditions are understood and documented
well enough to characterize the corrosion mechanisms and rates, such that the
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knowledge can be applied to conditions expected during the future life of the asset.
Operating experience can also be applied to reduce uncertainties that were associated
with initial design assumptions. For example, the fluid corrosivity may originally have
been predicted to produce a general corrosion rate of 40 mils/year (mpy) for carbon
steel with a mitigated rate of 5 mpy, where in practice, the mitigated corrosion rate
experienced was >1 mpy.

32.2.6.2 Design based

When asset condition data are inadequate to complete an assessment, a design-based
reassessment is performed using corrosion damage growth models and documented in-
dustry best practices from technical and scientific literature and recognized standards.

32.2.6.3 Acceptance standards

The LE must be performed on the basis of complying with all applicable design stan-
dards, which will vary based on where the asset is built and operated. In some juris-
dictions, the government does not impose certain design standard requirements on
operators; however, they expect the operator to comply with industry best practices,
ISO standards, and internal company standards. Another consideration during the reas-
sessment of extended service life is that standards are likely to have changed over a 30-
year operation life, and new standards may have more or less conservatism than
the original standards. If the original standards were overly conservative, the LE
may be more feasible when current standards and engineering models/criteria are
applied.

32.2.6.4 Modifications and mitigation

As shown in Fig. 32.3, if the reassessment determines that asset integrity will not be
acceptable to extend the service life, then modifications or mitigation may be under-
taken by the operator/owner to remedy the conditions that are prohibiting attainment
of the desired future asset life. These modifications and mitigations occur “outside”
of the asset life reassessment process, meaning that once the activities are completed
and integrity is improved or threats reduced, the reassessment is conducted again to
verify that there is a sound basis for the LE.

Modifications could include making repairs or replacement of certain parts of the
asset to improve overall integrity. Mitigation could be accomplished through a pres-
sure reduction in the system based on assessments of corroded carbon steel piping us-
ing standards such as Recommended Practice DNV-RP-F101 [15]. Another mitigation
could be reducing the predicted internal corrosion growth rates by increasing corrosion
inhibitor availability by installing backup chemical injection pumps. The reassessment
process may also provide recommendations for addressing data gaps, such as lack of
inspection data for certain parts of the asset.
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32.2.6.5 Financial evaluation

Financial evaluation is often performed at some point during the LE evaluation process
to determine the feasibility or practicality of implementing the LE. As discussed pre-
viously, the reassessment may identify modifications or mitigation measures that must
be applied before the conditions for LE can be met, potentially resulting in significant
costs that must be weighed against the benefits of LE for the asset.

In March 2016, NACE International released the a study called “IMPACTdthe
International Measures of Prevention, Application, and Economics of Corrosion
Technologies” [16], which examined ways to determine the costs associated with
managing corrosion as well as ways to improve corrosion management practices
within various industries, including oil and gas. Some of the corrosion management
financial evaluation tools discussed in the study included the following:

• Return on investment analysis
• Cost adding methodology
• Constraint optimization
• Maintenance optimization
• Life-cycle costing

Although there are numerous financial assessment tools and methods that can be
applied, the main point here is that the decision to extend asset life has financial im-
plications that will need to be considered by operators/owners who are considering
asset LE.

32.2.7 Documentation and implementation

At the conclusion of the reassessment for extending asset life, the assessment is docu-
mented and recommendations are provided for implementing the LE (if feasible). The
documents produced essentially become the “roadmap” to LE for the asset, if the
owner/operator is willing to meet the stated requirements.

32.2.7.1 Documentation

The documentation, relative to corrosion and other threats, produced from a LE project
will often include

• Documentation demonstrating the current integrity of the asset
• Recommendations for inspection, monitoring, and mitigation, going forward
• Recommended changes and modifications to the asset
• Analysis of the potential for LE
• The basis (premises) for LE

The recommended changes and modifications are likely to impact the AIMS, in-
spection and monitoring plans, engineering procedures and drawings, future data
collection and databases, etc. The documentation should include the required time
limits for taking actions and making changes.
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32.2.7.2 Implementation

According to NORSOK standard Y-002, the LE project may conclude with require-
ments to be met by the operator of the asset during the implementation phase of
LE. These requirements may be continuous or one-off measures, and they result
from assumptions used in the new design basis for extending asset life.

Continuous measures could be changes to be incorporated into maintenance, in-
spection, and monitoring strategies; for example, or new mitigation that will be applied
continuously in the future, such as high availability corrosion inhibition. Continuous
measures may also be established to be applied on some regular basis (e.g., monthly,
annually) over the future life of the asset. An annual internal corrosion threat assess-
ment review is an example of a process that could be repeated throughout the period of
extended asset life to ensure that new corrosion threats were not evolving as operating
conditions changed.

One-off measures are activities that may be initiated immediately during the imple-
mentation or within some designated time frame. The one-off activities may be related
to improvements in monitoring, inspection, or mitigation capabilities, such as estab-
lishing permanent corrosion rate monitoring locations on certain equipment to ensure
that corrosion is not occurring or advancing during the extended life of the asset. One-
off measures could also include replacement of certain equipment that affects pipeline
integrity, e.g., pig launchers and receivers.

32.3 Needs for future work

Although there are standards (e.g., NORSOK and ISO) that elucidate the LE process,
the fact is that formal LE processes are not widely employed relative to the global foot-
print of the oil and gas industry. Where license to operate is conditional based on
formal LE, the process is applied to comply with regulations. In other cases where
there are no regulations governing asset operating life, LE may be applied more or
less as the operator determines necessary. In many instances, LE is based on current
knowledge of asset integrity and the calculated remaining life driven by one or
more degradation mechanisms. One possible problem with this approach is that all
applicable degradation mechanisms may not be given adequate consideration in degra-
dation or remaining life models. In addition, the complete condition of asset integrity
can rarely be fully known, and engineering assumptions must be made regarding cur-
rent condition. Many oil and gas operators also manage, or at least prioritize, integrity
programs based on risk, which incorporates both consequence of failure and probabil-
ity of failure (PoF), whereas the AIMS used in the operational phase of asset life pri-
marily affects PoF. Thus the drivers for determining the acceptable level of integrity
and/or risk for LE projects originate from design codes, regulatory requirements,
and the reduction of risk (by reducing PoF) to some tolerable level. For this reason,
the utility of formally applying the LE process varies significantly across the industry.
Regardless, there are advantages to approaching LE more consistently and universally
to continue to operate aging oil and gas assets safely and reliably.
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A report [17] by the UK HSE Key Programme 4 (KP4), Ageing, and LE presented
the results and recommendations of a study carried out between 2011 and 2013. The
report examined the challenges faced by exploration and production assets on the UK’s
Continental Shelf; half of which were fixed platforms that were approaching or
exceeding their original design life. The report examined the impact of aging and
LE on the risk of major accidents and the influence of safety critical elements
(SCEs) on 33 onshore and offshore assets. The HSE KP4 report found that installation
age alone was not necessarily a reliable indicator of the asset condition or the likeli-
hood of loss of primary containment. Although corrosion was one of the elements
of the study, the HSE KP4 program examined a variety of topics, including the
following:

• Safety management systems
• Structural integrity
• Process integrity
• Fire and explosion
• Mechanical integrity
• Electrical, control, and instrumentation
• Marine integrity
• Pipelines
• Corrosion
• Human factors

The HSE KP4 report found that in terms of documentation, SCE lists, and engineer-
ing drawings needed updating in some cases and that redundant equipment was not
always identifiable onsite or on drawings. The study found that additional focus was
needed on forecasting potential long-term future failure mechanisms, which is partic-
ularly relevant to internal corrosion with regards to souring that can occur later in field
life. Along the same lines, the HSE KP4 report also noted that in some cases there were
insufficient plans in place for managing the consequences of creeping changes. Such
changes can occur over time, for example, as corrosion inhibitor chemistry changes
without the awareness of the end user or due to the normalization of routine noncon-
formance with operating windows. Another interesting finding of the study was that
the asset LE needed more attention at the component level, which can be relevant to
CP equipment, corrosion inhibitor injection pumps, and so forth. Not completely sur-
prising, the study found evidence of missing data, and insufficient data trending, which
can be a significant problem when data are needed to substantiate the LE effort.
Finally, the study found that there were insufficient leading key performance indicators
around asset LE, which could be (or should be) used to help forecast potential future
problems. A key conclusion of the HSE KP4 report was that the management of LE
requires the advanced and continuing assessment of SCEs to ensure that they are fit
for purpose and safe to use when required to operate longer than their anticipated
service.

In terms of corrosion and LE, the most significant uncertainties in remaining life
prediction originate from (1) lack of information about the effectiveness of the corro-
sion control measures used over the previous asset life and (2) the ability to predict
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how changing production environment conditions in the LE period will affect corro-
sion mechanisms in the future. One lesson that operators can take away from these ob-
servations is that maintaining thorough documentation on corrosion mitigation,
monitoring, and threat assessment for assets that are currently being operated will pro-
vide an improved basis for LE if the assets are required beyond their initial design life.
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Nonmetallic materialsdcoupling
of multiphysics for ageing rate
prediction

33
Sebastien Didierjean and H€ogni J�onsson
Flowtite Technology AS, Sandefjord, Norway

33.1 Introduction

In the oil and gas industry, the environments for metallic piping can be extremely harsh
and corrosion management of pipelines is a significant cost in the oil and gas industry.
One solution adopted is the use of pipes made of composite materials or glass rein-
forced plastic (GRP) pipes. Such pipes have been installed extensively in challenging
environments including desert regions in the Middle East and on offshore platforms
with great success. Fig. 33.1 shows a typical application of GRP pipework in an indus-
trial plant. Reinforced thermosetting resin (RTR) and glass reinforced epoxy (GRE)
are also common denominations used in the industry for GRP pipes.

Industrial pipelines are designed for lifetime that often exceeds 20 years. GRP
piping does not corrode but can age depending on the combination of loading and
environmental conditions (type of chemicals in contact with the pipe wall and temper-
ature). The corrosion of metallic pipes is included in the design of pipelines and corro-
sion engineers seek similar design tools for nonmetallic structures.

Figure 33.1 Application of glass reinforced plastic pipework in an industrial plant.
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The aim of this chapter is to identify the most important aging modes of GRP pipes
and simulate their aging rate to allow for a trustworthy prediction of GRP lifetime
expectancy.

33.2 Definition of environmental conditioning

The corrosion of metals has been studied extensively compared to aging of composite
materials. For GRP and polymers in general, corrosion technology used for metals
must be replaced with “aging” and “chemical resistance”.

33.2.1 Aging of GRP pipelines

The factors affecting the life of GRP can be divided in two categories: (1) operating
conditions and (2) materials factors. By operating conditions, one can list different
types of interactions the pipe has with its environment. For example,

• Temperature (internal and external to the pipe wall)
• Nature of fluidsegases in contact with the inside as well as the outside surfaces of the

pipeline
• Radiations (ultraviolet light, etc.)
• Mechanical loading (fluid pressure, soil pressure, piping loads, impact during transportation,

installation or in service, etc.)
• Time

Materials factors are related to the manufacturing of the GRP pipe and involve the
following:

• Raw materials (type of resin, glass, rubber for gaskets, etc.)
• Built-in residual stresses
• Presence of flaws (porosities, local resin dryness, etc.)

Aging of a pipeline depends on all these factors whose effects are often coupled and
therefore the lifetime prediction for such structures becomes quite complex.

In order to ease the aging analysis, it is of importance to focus on a few (if possible
only one) failure mode of a pipeline. Indeed, experience shows that the pipeline
operators is mostly interested in structural integrity (avoiding any pipeline burst) or
liquidegas containment (avoiding any weepage).

33.2.2 Evaluation of long-term properties in standards

Standards have been developed to account for GRP aging and establish safety factors
to ensure sufficient lifetime for the product. DNV-OS-C501 [1] standard discusses the
various effects on mechanical properties under the influence of temperature, moisture,
and chemicals but does not give any methodology for assessment. ISO 14692 Part 2
Annex D [2] provides information on defining partial factors A1 and A2 to assess
the effects of temperature and chemical resistance. These factors are used to account
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for the change in mechanical properties of virgin materials that were measured at stan-
dard temperatures.

According to ISO 14692, if the effect of temperature alone has to be considered, A1

can be calculated following Eq. (33.1):

A1 ¼ T � Tg
Tqual � Tg

(33.1)

where T is the required design temperature, Tg is the glass transition temperature, and
Tqual is the temperature at which the material has been qualified.

The partial factor for chemical resistance A2 is generated from regression analysis
following ASTM D2992 [3], which consists of analyzing test results performed at
elevated strains and temperatures for at least 10,000 h. The results are mostly available
for water but are less well defined for other chemicals.

Testing of pipes requires significant time and effort and is very challenging especially
for very harsh chemicals. The numerical multiphysics approach developed in this chap-
ter defines a methodology that focuses mostly on the experimental characterization at
raw material level, avoiding long-term testing of pipes containing dangerous substances.

33.3 Aging mechanisms and processes

In oil and gas applications, two main failure modes for GRP are considered: weepage
and fiber breakage.

33.3.1 Weepage

Weepage can be defined as a minor loss of containment created by a coalescing micro-
crack network developing as the pipe ages. Fig. 33.2(a) and (b) shows evidence of dam-
ages in both inner and outer surface of a GRP sample.

A methodology for identification of weeping points was developed in collaboration
with the laboratory Composite and Heterogeneous Material Analysis and Simulation
Laboratory (COHMAS) from King Abdullah University of Science and Technology
(KAUST). It is based on propagation of dye penetrant and X-ray computed tomography.
Fig. 33.3 exhibits the weeping path for the same sample shown in Fig. 33.2 where the
liquid (light gray stains) enters the sample in the liner area (red circles) and propagates
through the pipe wall until reaching the outer surface.

See also Ref. [4], where Frost describes a model that simulates failure by weeping
of GRP under various environmental loads.

33.3.2 Fiber breakage

To the contrary of weeping, fiber breakage can result in rupture of a pipeline. In most
pipelines, pressure is the dominating mechanical load and continuous glass fiber is the
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material ensuring structural integrity by its natural mechanical strength and chemical
resistance, when combined with the appropriate resin system.

This chapter will, from now on, focus only on fiber breakage as mode of failure. It is
worth mentioning that so far weepage has not been clearly identified as a precursor to
fiber breakage in particular for water application (see Section 33.5.1.2).

The aging of a GRP pipe has many stages and it is up to the user to determine which
phase constitutes failure. In Fig. 33.4, Stage 1 corresponds to a fresh pipe right after
manufacturing. In the case of water due to the presence of moisture in the air, the
pipe enters Stage 2 almost immediately. The molecular propagation is often driven
by two reversible mechanisms: diffusion and reaction following a Langmuir catch-
and-release scheme. Stage 3 corresponds to the saturation level whose gradient through
the pipe wall depends on the amount of the given chemical species at both extremities

Figure 33.2 (a) Weepage on the outer surface of a glass reinforced plastic sample; (b) presence
of a damage on the liner side of the same sample.

10 mm

Figure 33.3 Cross-section of a weeping point by X-ray computed tomography.
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(inner and outer surface). The time to saturation level depends mostly on the thickness
of the pipe wall and on its temperature. It is generally fast when compared to the
expected lifetime of the GRP pipeline (w1 year vs. 20 years of expected lifetime).
Stage 4 represents the beginning of nonreversible damage caused by the penetration
of the fluid in the pipe wall. This chapter concentrates mostly on stages 1e3 as Stage
4 shall in most cases be avoided for normal pipeline operation.

33.3.3 Matrix plasticization and swelling

The uptake of molecular species in the pipe wall can represent several percent of the
pipe initial weight. Its presence has two major effects: it softens and swells the compos-
ite matrix. The effect of matrix plasticization on the GRP pipe is a reduction of its stiff-
ness only to a limited extent. Frost [4] presented test results of hoop modulus after
saturation in different fluid used in the oil and gas industry at elevated temperature.
Apart from toluene at 110�C (230�F), the reduction in hoop modulus does not exceed
10% after 1 year of testing. Matrix swelling can be beneficial for the material as it can
counteract the shrinkage generated by both the curing of the resin and thermal contrac-
tion during the cooling phase of the pipe manufacturing.

33.4 Characterization of models based on accelerated
testing

In order to predict the remaining life of a GRP laminate the following parameters need
to be characterized:

• The molecular concentration profile of the diffused chemical species through the wall thick-
ness. This can be determined by knowing the rate of aging (physical and chemical) for a
given set of conditions (fluid type, temperature profile, time, etc.).

• The key material properties at a given amount of aging. In the case of fiber breakage as fail-
ure mode of the laminate, the main parameter to evaluate is its stiffness as a function of the
local concentration of chemical species and temperature. To a certain extent, the chemical
swelling coefficients should also be measured.

• The residual life of the structure depending on the concentration of diffused chemical species
in the pipe wall (and subsequent reduction in stiffness).

Stage 1 Stage 2 Stage 3 Stage 4

Figure 33.4 Evolution of molecular (in blue) propagation of a fluid through a pipe wall before
penetration of liquid (in red).
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Expected lifetime of GRP in oil and gas industry often exceeds 20 years. Several
pipelines used as cooling water or crude flowlines have their service life extended
well over the initial 30 years.

The characterization of the evolution of mechanical properties over such long time
periods requires the use of accelerated testing. Elevated temperatures and strains are
used to speed up aging. The increase in temperature is limited by the glass transition
temperature of the pipe resin, which is in some cases already close to the maximum
operating temperature.

Accelerated testing is the corner stone of the whole prediction scheme as the selec-
tion of the acceleration factors must give conservative results (ensuring the overall
integrity of the aged pipeline) while remaining representative of the aging conditions
(for example, not entering stage 4 during accelerated testing when the pipe only sees
stage 3 during its lifetimeesee Fig. 33.4).

33.4.1 Accelerated chemical aging

Although there are many literature reports on the chemical resistance of GRP pipes, the
studies are dominated by exposure to water rather than organic solvents and hydrocar-
bons. It should be noted, however, that long-term exposure to water is not necessarily a
benign process. This is because substantial hydrolysis of the resin and the interface
may occur.

In the case of a fully reversible diffusion process, the relationship between time and
liquid mass uptake can classically be characterized using Fick’s law [5]. Fick used the
analogy between heat conduction and the diffusion of chemical species in isotropic
solids. He defined its flux through a unit surface of normal x! as shown in Eq. (33.2):

Jx ¼ �D
dc

dx
(33.2)

where c is the amount of chemical species (usually in mol/kg) and D is the coefficient
of diffusion (in m2/s).

For composite materials, the value of the diffusion coefficient, D, for the neat poly-
mer needs to be modified to account for the tortuous path created by the presence of the
fibers (their size, distribution, aspect ratio, orientation, etc.).

The isotropic model has been extended to anisotropic materials, with a different
diffusion coefficient for each direction of anisotropy (see Ref. [5] and Eq. 33.3). ISO
62 [6] is used to assess coefficient of diffusion “through-the-thickness” of composite
samples.

With time, the chemicals diffuse into the pipe wall through the surfaces and there is
a concentration gradient through the thickness. The local level of concentration is
assessed by solving the following partial differential Eq. (33.3):

dc

dt
¼ Dx

d2c

dx2
þ Dy

d2c

dy2
þ Dz

d2c

dz2
(33.3)
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Diffusion can be accelerated by increasing the temperature and follows the Arrhe-
nius relationship shown in Eq. (33.4).

Di ¼ D0$e
� Ea

RT (33.4)

where Ea is the activation energy of the diffusion rate, R is the universal gas constant,
and T is the absolute temperature of the exposure in degrees Kelvin.

Time thickness scaling allows the long-term prediction of absorption in thick
laminates from thin sample measurement.

Fickian law may not always be demonstrated in composites that could experience
different sorption processes. Among the reversible schemes, it is worth noting the
diffusion reaction where part of the diffused molecules react with the polymer network
belonging to either the composite matrix or the interface fiber/matrix.

This study only presents simulation performed with Fickian materials with water as
the diffusedmolecule. The coefficients of diffusion have been characterized byBodin [7].

The simulations performed in the present work have been implemented in the
software Comsol Multiphysics. This software has also the option to replace the Fick-
ian model by another capable of simulating more complex sorption processes (such as
diffusion reaction, Langmuir, etc.).

Different sorption curves of hydrocarbons at elevated temperature that could be
integrated in the model to perform a simulation with another fluid than water at
room temperature [4] (p. 386).

33.4.2 Accelerated mechanical aging

Built-in stresses generated during the GRP manufacturing process as well as swelling
strains caused by molecular diffusion of chemical species in the pipe wall should be
accounted for as environmental loads and participate in the evolution of the material.
Residual stresses are not yet included in the analyses performed in this study.

The swelling generated by the propagation of chemical species from the fluid coun-
teracts the shrinkage (both chemical and thermal) that appeared during the curing of
the pipe. It is then conservative to consider only swelling in the simulation. This study
uses the swelling coefficients characterized in Ref. [7].

Mechanical aging is used in this section to reflect changes in the way the material
distributes the external mechanical loading. The major effect is the plasticization that
the matrix endures during the diffusion of the chemicals into the polymer network.

As for the parameters of water propagation, the simulations performed in this work
use the data collected in Ref. [7] to account for the loss in stiffness. The reduction is
applied linearly as a function of the local level of water as illustrated in Eq. (33.5):

EiðcÞ ¼ E0$

�
1� c

Ms

�
(33.5)

where Ei (in GPa) is the reduced local stiffness for a given material in a given direction,
E0 (in GPa) is the modulus before aging, and Ms is the amount of chemical entities (in
this case, water) at saturation (in mol/kg).
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33.4.3 Accelerated long-time strength

The evolution of the material strength with time, when exposed to a constant load, is
consistent with the mechanical loading experienced by a pipe in service. It is generated
by the fluid pressure that remains stable during most of its operational life.

In order to assess the strength level of the material after several decades,
increased stress is used as an accelerating factor. The model used to extrapolate
the results obtained at high-stress levels is based on Zhurkov’s theory of fracture
mechanics [8]:

logðtrÞ ¼ A� B$

�
s

s0

�
(33.6)

where

�
s
s0

�
¼ Fa is the failure function related to the GRP failure mode (fiber

breakage), tr is the time to rupture (in s), and A and B are constants of the model.
The long-term strength of the material exposed to tap water at 23�C (73�F) was

extracted from a study performed by Renaud and Greenwood [9]. The results give
the time to failure of pultruded rods (made out of glass rovings and polyester, consis-
tent with the raw materials from the simulated GRP) that were tested at different creep
levels (see Fig. 33.5). The diagram shows regression analysis of both Advantex glass
(which was being introduced at the time) and E-glass fibers.

This chapter focuses on traditional E-Glass that has been used in the production of
GRP before Owens Corning introduced Advantex in daily production. The blue curve
is then used to model the change in residual strength of the E-Glass rods with time.
Zhurkov’s model has been adapted to better fit the data from Ref. [9] using the
following approach:

logðtrÞ ¼ A� B$log

�
s

s0

�
(33.7)

The constants A and B from Eq. (33.7) have been identified on Fig. 33.5 (dashed
line in blue) and give A ¼ 2.27 s and B ¼ 9.04 s for an E-glass/polyester rod immersed
in tap water at 23�C (73�F).

The same approach is used in ASTM D2992 [3] and in the Comsol simulation. All
results presented in this chapter have been scaled by the amount of hoop rovings in the
structure. In the case of the pultruded rods, the glass content was in average 77.2 wt%.

It is worth noting that similar data for the following fluids/gas at 23�C (73�F) are
also available in the Renaud-Greenwood [9] study:

• Air
• Salt water
• Deionized water
• Cement extract (pH 12.6)
• Hydrochloric acid (pH 0.1)
• Sulfuric acid (pH 0.3)
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33.5 Validation of the prediction approach by
comparison of the numerical simulations with
in-service long-term data

Accelerated testing is used to evaluate the performance of glass reinforced polyester
pipes. ASTM D2992 [3] and D3681 [10] are examples of accelerated tests that
extrapolate short-term results (obtained after less than 10,000 h) to 50 years. They
use mechanical strain level as main accelerating parameter. These methods require
testing pipes at strain levels beyond their proportional limit making the linear extrap-
olation highly conservative.

This section is about the development of a numerical model able to predict via the
coupling of multiphysics the burst pressure of aged GRP pipes based on long-term
testing of rawmaterials. Its aim is to strengthen the link between the long-term properties
of raw materials and the final product. Another objective is to reduce the accelerating
factors used in long-term testing that often lead to unrealistic strain levels and damage
during testing.

In order to begin the process of validation of themodel, three pipeswere tested to burst.
One of themwas taken out from a water cooling line after 15 years of service and the two
others are fresh pipes that have been preconditioned at nominal pressure for 7200 h.

33.5.1 Pressure testing of GRP pipe after environmental
conditioning

33.5.1.1 Burst testing of GRP pipe after 15 years of service

A GRP pipe was taken out of service after 15 years of operation as part of a cooling
line in Germany. It was a continuous filament wound polyester pipe manufactured
according to ISO 10639 with a 50 years design lifetime. It operated at a normal working
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Figure 33.5 Stress-rupture of E-glass/polyester rods in tap water at 23�C (73�F).
Courtesy of Owens Corning.
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pressure of 4.5 bar (65 psi) with a maximum temperature of 35�C (95�F). The pipe
(see Fig. 33.6) had an average amount of 9.9 wt% glass hoop rovings.

In order to evaluate its remaining life, the pipe was pressure tested to burst
following ISO 8521:2009, Method A [11]. The burst pressure was 69 bar (1000 psi).

Fig. 33.7 shows the pipe after burst testing. The failure mode was breakage of hoop
rovings (see Fig. 33.8). It is in line with the main hypothesis of this simulation work:
assuming fiber breakage as the mode of failure.

Figure 33.6 Pipe taken out after 15 years of service at 4.5 bar (65 psi).

Figure 33.7 Pipe and jig after burst testing up to 69 bar (1000 psi).

Figure 33.8 Detail of the failure zone.
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33.5.1.2 Burst testing of GRP pipes after 7200 h preconditioning
at nominal pressure

Two pipes DN300 PN16 were preconditioned at the nominal pressure of 16 bar
(232 psi) for 7200 h before pressure testing up to burst. They were continuous filament
wound polyester pipes manufactured according to ISO 10639 with a 50 years design life-
time. Both pipes were selected in a way that they would present weepage at a very early
stage during the preconditioning phase. The aim of this test is to evaluate the effect of
weepage on fiber breakage. The hoop roving content in the pipe wall was 23.7 wt%.

After 7200 h of preconditioning, the pipes were pressure tested to burst at 81 bar
(1175 psi) and 88 bar (1276 psi), respectively.

33.5.2 Numerical model

This study uses the numerical model developed by Reifsnider [12] to simulate the
long-term aging of GRP pipes. The life prediction method follows the workflow shown
in Fig. 33.9.

The failure function, Fa, mentioned in Fig. 33.9 corresponds to the stress of the
composite layers composed of continuous glass fiber normalized by its stress
allowable:

Fa ¼ s4

s4; max
(33.8)

Load, pipe geometry and
material properties

Diffusion of molecular
water

Matrix swelling and effect
on pipe stiffness

Failure function (Fa) for
each time step

Remaining strength (Fr) for
each time step

Yes

No

Is Fa<Fr?

Time to GRP failure

Figure 33.9 Diagram of the life prediction simulation tool.
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where s4 is the hoop stress and s4,max is the maximum allowable in hoop stress
(730 MPa or 106 ksi for the analyzed continuous glass layer of flowtite pipes).

The remaining strength of the skins (Fr) depends on the time to rupture (tr) of the
hoop rovings (E-glass) that was identified based on the results of Fig. 33.5.

Fr is then calculated by the following relation:

Fr ¼ 1�
Z t

tr

0
ð1� FaÞjsj�1ds (33.9)

where t is time, s ¼ t/tr and j is the material property.
Long-term failure occurs when the failure function (related to the applied load)

meets the remaining strength or: Fa ¼ Fr.
As mentioned previously, the model has been implemented in Comsol, a Multiphy-

sics Finite Element software, capable of handling the coupling between mechanical
loading, diffusion and aging of the materials.

The numerical model is axisymmetric and represents only half a pipe length (taking
advantage of the plane of symmetry in the middle of the pipe cylinder), with a coupling
at the end. The model does not take into account yet the action of the soil on the pipe if
the pipe is buried.

33.5.3 Results of numerical analysis

33.5.3.1 Simulation of remaining strength of GRP pipe after
15 years of service

In this simulation, the model is used to evaluate the remaining strength of a DN300
pipe taken out of service after 15 years (see Section 33.5.1.1).

Fig. 33.10 shows the distribution of hoop stresses in half the pipe length after
15 years at 4.5 bar (65 psi). The graph shows the boundary conditions at only one
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Figure 33.10 Hoop stresses (in MPa) after 15 years at 4.5 bar (65 psi) nominal pressure.
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end of the 2 m pipe (on the left). The cylinder is shown with an open section to enhance
the view of the displacements and stresses.

At the left end of Fig. 33.10, the simulation exhibits negative stresses in some layers
due to the presence of the mechanical coupling. The highest computed stress is
153 MPa (22 kpsi) in the structural layers away from the coupling zone.

The normalized failure function, Fa, for the whole lifetime of the pipe, including the
final burst test, is displayed in Fig. 33.11. The red circle in Fig. 33.11 shows the influ-
ence of water penetration and its effect on softening of the pipe with an increase of Fa.
During the 15 years of service life, a stable pressure was assumed as being the only
load. Also displayed in Fig. 33.11 is the remaining strength Fr based on the results
from Fig. 33.5. Fa is constant for 15 years while remaining strength, Fr, decreases
due to environmental effects.

Fig. 33.12 focuses on pressure testing, the last part of the simulation. In this phase,
the pressure in the pipe is increased until the failure function Fa reaches the same value
as the remaining strength Fr.

One can read, in Fig. 33.12, a burst pressure of 64 bar (928 psi). Even if the model
does not simulate the effect of the soil for a buried pipe and does not take into account
residual stresses generated during the manufacturing process, this result is in very good
agreement with the burst pressure obtained by testing, 69 bar (1000 psi).
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Figure 33.11 Remaining life prediction after 15 years of service. Failure function Fa and
remaining strength Fr as a function of time.
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33.5.3.2 Simulation of remaining strength of GRP pipes after
7200 h preconditioning at nominal pressure

In this simulation, the model was used to evaluate the aging of a DN300 GRP pipe
after 7200 h preconditioning at nominal pressure of 16 bar (232 psi). The pipes
were selected such as they would present early weepage behavior in order to evaluate
its effect on fiber breakage.

Fig. 33.13 shows the simulation of remaining strength Fr along with the failure
function Fa under preconditioning followed by pressure testing.

When focusing on the simulation part dealing with pressure testing to fiber
breakage (see Fig. 33.14), the failure function Fa meets remaining strength Fr at a
pressure close to 80 bar (1160 psi).

This result is in good agreement with the test results giving an average burst pres-
sure of 84.5 bar (1226 psi) for two pipes after 7200 h preconditioning [(one at 81 bar
(1175 psi), the other at 88 bar (1276 psi)].

This result consists in the first phase of a program dealing with the identification of
the possible effect of weepage on fiber breakage. It indicates that in the case of the two
pipes preconditioned at nominal pressure, early weepage was not an indicator of early
burst failure.
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33.6 Conclusions

The environmental aging results obtained by simulation are in good agreement with
accelerated tests results. It is very encouraging with respect to the capacity of the
numerical model to predict life of GRP pipes based on the long-term performance
of its constituents exposed to a given chemical environment.

The numerical model developed by Amiantit Technology can be seen as a tool to
extrapolate the long-term properties obtained by the sole testing of raw materials to
the final GRP pipe. It could be considered as the GRP counterpart of the models
used for the design of metallic pipes when it comes to predicting the evolution of corro-
sion over time.

The study also highlights that 50 years lifetime with respect to burst failure is very
conservative for the present design of tested pipes (Flowtite GRP).

The same approach has been applied on two epoxy cross-wound pipes (GRE or
RTR) with the same success when comparing the performance of both pipes after
30 years in service with the multiphysics model.

This model is to be developed further to account for external environment, residual
stresses as well as more testing to corroborate the simulation.

Acknowledgments

The authors are very grateful to AMIANTIT that supported the work reported in this chapter. We
would like to thank the whole staff of the Flowtite Technology laboratory for their involvement
in most of the mechanical testing and particularly Mrs. Grete Karlsen and Mr. Leif Richard
Hotvedt.

We would also like to thank Prof. Gilles Lubineau and Mr. Hussain Al-Sinan, from the
COHMAS laboratory of KAUST University, for the study performed on identification of
weep points by X-Ray tomography. We thank Element that was involved in the Joint Industry
Project: Pipeage, in particular, Dr. Rod Martin and Mr. Glyn Morgan.

We would also like to show our gratitude to Owens Corning and specially to Mr. Stéphane
Mouret for the permission to reproduce part of their work on aging of glass fiber.

References

[1] Offshore Standards, DNV-OS-C501, Composite Components, November 2013, http://
rules.dnvgl.com/docs/pdf/DNV/codes/docs/2013-11/OS-C501.pdf.

[2] ISO 14692 Part 2, Petroleum and Natural Gas IndustriesdGlass-Reinforced Plastics
(GRP) PipingdPart 4: Fabrication, Installation and Operation, International Organization
for Standardization, Geneva.

[3] ASTM D2992-12, Standard Practice for Obtaining Hydrostatic or Pressure Design Basis
for “Fibreglass” (Glass-Fibre-Reinforced Thermosetting-Resin) Pipe and Fittings, ASTM
International, West Conshohocken, PA, 2012.

802 Trends in Oil and Gas Corrosion Research and Technologies

http://rules.dnvgl.com/docs/pdf/DNV/codes/docs/2013-11/OS-C501.pdf
http://rules.dnvgl.com/docs/pdf/DNV/codes/docs/2013-11/OS-C501.pdf


[4] S. Frost, Ageing of composites in oil and gas applications, in: R. Martin (Ed.), Ageing of
Composites, Woodhead Publishing Ltd., Cambridge, 2008.

[5] J. Crank, The Mathematics of Diffusion, second ed., Oxford University Press, Oxford,
1975.

[6] ISO 62:2008, Plastics e Determination of Water Absorption, International Organization
for Standardization, Geneva.

[7] J.M. Bodin, Buried Pipe Life Prediction in Sewage Type Environments, MSc thesis,
Virginia Polytechnic Institute, 1998.

[8] S.N. Zhurkov, Kinetic concept of the strength of solids, International Journal of Fracture
Mechanics 1 (1965) 311e322.

[9] Renaud, Greenwood, Effect of Glass Fibres and Environments on Long-Term Durability of
GFRP Composites, Owens Corning Composites http://www.efuc.org/downloads/CLR_
MEG_Paper_on_Advantex_E-CR_Glass.pdfhttp://www.efuc.org/downloads/CLR_MEG_
Paper_on_Advantex_E-CR_Glass.pdf.

[10] ASTM D3681-12e1, Standard Test Method for Chemical Resistance of “Fibreglass”
(GlasseFibreeReinforced Thermosetting-Resin) Pipe in a Deflected Condition, ASTM
International, West Conshohocken, PA, 2012.

[11] ISO 8521:2009, Plastics Piping Systems e Glass-Reinforced Thermosetting Plastics
(GRP) Pipes e Test Methods for the Determination of the Apparent Initial Circumferential
Tensile Strength, International Organization for Standardization, Geneva.

[12] S. Reifsnider, A critical element model of the residual strength and life of fatigue loaded
coupons, ASTM STP 907, in: Composite Materials: Fatigue and Fracture, 1986, pp.
298e303.

Nonmetallic materialsdcoupling of multiphysics for ageing rate prediction 803

http://www.efuc.org/downloads/CLR_MEG_Paper_on_Advantex_E-CR_Glass.pdfhttp://www.efuc.org/downloads/CLR_MEG_Paper_on_Advantex_E-CR_Glass.pdf
http://www.efuc.org/downloads/CLR_MEG_Paper_on_Advantex_E-CR_Glass.pdfhttp://www.efuc.org/downloads/CLR_MEG_Paper_on_Advantex_E-CR_Glass.pdf
http://www.efuc.org/downloads/CLR_MEG_Paper_on_Advantex_E-CR_Glass.pdfhttp://www.efuc.org/downloads/CLR_MEG_Paper_on_Advantex_E-CR_Glass.pdf


Mathematical modeling of
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34.1 Introduction

Developingmore accurate and reliable corrosion rateepredictive tools, specifically for oil
and gas industry applications, has been the main objective of many research studies in
last few decades. The significance of the predicted corrosion rate in defining the design
life of an industrial infrastructure with all the associated health, safety, environmental,
and financial concerns, has been a strong driving force for developing better understand-
ing of the corrosion phenomena and advancements in the corrosion rateepredictive tools.

CO2 corrosion rateepredictive models have undergone a long journey from the
initial simplistic nomograms developed in the 1970s [1] to the comprehensive and
elaborate mechanistic mathematical models that are now available in the open litera-
ture [2]. The progressive development of the ever more capable predictive models
was a response to the industrial demands for more accurate corrosion rate predictions.
The modern mechanistic models have also become a platform on which it is possible to
implement the continuously advancing understandings of the underlying corrosion
mechanisms of CO2 corrosion and illustrate how all the “pieces of the puzzle” fit
together to describe the overall process.

The text below is focused on the mathematical models of the CO2 corrosion of
steel (the so-called sweet corrosion) as the most common type of internal pipeline
corrosion in the oil and gas industry. Even though CO2 corrosion is almost always
observed in transmission pipelines, it is often complicated by the presence of other
corrosive species such as organic acids and hydrogen sulfide (aka sour corrosion).
The detailed discussion of sour corrosion models is beyond the scope of the present
article; however, the comprehensive modeling approach described in this chapter for
the sweet corrosion can be extended to cover sour corrosion as well as organic acids
with slight modifications.

The CO2 corrosion can be defined as an undesired spontaneous conversion of the
iron Fe(s) from steel to its chemically more stable aqueous form

�
FeðaqÞ

2þ Þ, where the
presence of CO2 plays an accelerating role. The overall process may be expressed
in term of a net redox reaction (34.1).

FeðsÞ þ CO2ðgÞ þ H2OðlÞ / FeðaqÞ2þ þ CO2�
3ðaqÞ þ H2ðgÞ (34.1)

The reaction above summarizes a number of chemical and electrochemical reactions
that occur simultaneously, as briefly described below.
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The relevant chemical reactions are the result of CO2 dissolution in water. Although
dissolved CO2 is not a corrosive species, it leads to acidification of the aqueous solution.
The dissolution of CO2 in water is accompanied by series of homogenous chemical
reactions as listed in Table 34.1, giving rise to chemical species such as Hþ, H2CO3,
HCO3

�, which are known to be electrochemically reactive.
As a heterogeneous process, the corrosion of steel is a result of a number of

spontaneous electrochemical reactions occurring simultaneously at the metal surface.
Specifically, the cause of metal loss is the anodic oxidation of iron as described via
“half-reaction” (34.7), which results in dissolution of solid iron into the aqueous phase
and release of electrons. The produced electrons are consumed by simultaneous cathodic
(reduction) reactions, keeping the process going. The cathodic “half reactions,”
commonly associated with CO2 corrosion, are listed in Table 34.2. The main

Table 34.1 Chemical equilibria of dissolved
CO2 in acidic aqueous solutions

CO2ðgÞ # CO2ðaqÞ (34.2)

CO2ðaqÞ þ H2OðlÞ # H2CO3ðaqÞ (34.3)

H2CO3ðaqÞ # HCO3ðaqÞ� þ Hþ
ðaqÞ (34.4)

HCO�
3ðaqÞ # CO 3ðaqÞ2� þ HðaqÞþ (34.5)

H2OðlÞ # OHðaqÞ� þ HðaqÞþ (34.6)

Table 34.2 Electrochemical redox reactions
associated with CO2 corrosion of mild steel

Electrochemical reaction

FeðaqÞ2þ þ 2e� )FeðsÞ (34.7)

HðaqÞþ þ e� /
1
2
H2ðgÞ (34.8)

H2OðlÞ þ e� /OHðaqÞ� þ 1
2
H2ðgÞ (34.9)

H2CO3ðaqÞ þ e� /HCO3ðaqÞ� þ 1
2
H2ðgÞ (34.10)

HCO3ðaqÞ� þ e� /CO3ðaqÞ2� þ 1
2
H2ðgÞ (34.11)
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electroactive (corrosive) species are Hþ, H2CO3, HCO3
�, and H2O, while their relative

importance debated and defined by researchers over the past few decades [3e12].
The mass transfer of species between the bulk solution and the metal surface, where

the electroactive species are consumed/produced, defines the concentration of species
at the metalesolution interfacedthe reaction site.

The corrosion rateepredictive models developed to date can be best classified
depending on the mathematical description of the abovementioned fundamental thermo-
dynamics and kinetic processes underlying the corrosion process. That includes the
following:

• empirical models employ arbitrary mathematical expressions with no true theoretical
underpinning, similar to the so-called Norsok model [13e15] or the model proposed earlier
by Dugstad et al. [16]. Because of this major deficiency these models will not be further dis-
cussed in this review;

• semiempirical models are based on some rudimentary mechanistic considerations, such as
the series of models developed by de Waard and collaborators [1,3,17e20];

• elementary mechanistic models that use a theoretical approach similar to what was originally
introduced by Gray et al. [4,5,21,22]; and

• comprehensive mechanistic models similar to that introduced by Ne�si�c et al. [2,23e25],
where majority of the processes are described based on the fundamental physiochemical
laws.

With the focus on more recent mechanistic models, the following sections cover a
brief historical review of the key studies1 that had a significant impact on mathematical
modeling of the CO2 corrosion. To make it easier to follow, the mathematical models
are grouped into three main classes: semiempirical, elementary mechanistic, and
comprehensive mechanistic, based on how deeply they are rooted in the theory of
the corrosion process. The general idea behind each group of models, in addition to
their advantages and drawbacks are discussed. Furthermore, the relevant mathematical
relationships describing various physiochemical aspects of CO2 corrosiondthe building
blocks used in developing mechanistic modelsdare compiled and the appropriate
solution method for each group is briefly discussed.

34.2 Water chemistry calculations

Irrespective of the corrosion modeling approach, one of the primary steps for deter-
mining the corrosivity of an aqueous CO2 solution is the so-called water chemistry
calculation, used essentially to obtain the concentration of the chemical species involved
in the corrosion process. Although aqueous CO2 is not a corrosive species itself, its
hydrated form (H2CO3) is a weak acid, often associated with high corrosivity of CO2
solutions [2e4,22,26]. The term weak acid denotes that carbonic acid only partially
dissociates in an aqueous solution (also true for the bicarbonate ion). The chemical

1 This was not meant to be a comprehensive review in a sense that all the models that appeared in the open
literature are described.
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equilibria can be used to calculate the concentrations of species in an aqueous CO2
saturated solution, as listed in Table 34.1.

Carbon dioxide dissolution equilibrium, as shown by Reaction (34.2), can be
mathematically expressed through Eq. (34.12):

CCO2ðaqÞ

PCO2ðgÞ
¼ KH (34.12)

For a binary H2O-CO2 system, carbon dioxide partial pressure is PCO2 ¼
Ptot � Pws, where Pws is the water saturation pressure calculated from Eq. (34.13)
with ai constants shown in Table 34.3 [27].

Pws ¼ 10

"
2C

�Bþ ðB2 � 4ACÞ0:5
#4

(34.13)

A ¼ q2 þ a1qþ a2; B ¼ a3q
2 þ a4qþ a5; C ¼ a6q

2 þ a7qþ a8;

q ¼ T þ a9
T � a10

Assuming a dilute, ideal solution, the equilibrium constant (KH) can be expressed in
terms of modified Henry’s constant:

KH ¼ 10�3rw

ð1þ KhydÞ e
ð�lnðK0

HÞ�PFþlnð4CO2ÞÞ (34.14)

where KH is corrected for unit conversion from molality to molarity with water density
rw (see Table 34.4). The term (1 þ Khyd) is a correction factor that may be relevant,
because in majority of CO2 solubility studies [32,33], the measured concentration of
CO2

� is in fact the sum of concentrations of CO2 and H2CO3. Then the equilibria are
discussed in term of Reactions (34.15) and (34.16) with ½CO2

�� ¼ ½CO2� þ ½H2CO3�,
where carbonic acid is not explicitly considered.

CO2ðgÞ # CO2ðaqÞ� (34.15)

CO2ðaqÞ� þ H2OðlÞ # HCO�
3ðaqÞ þ HðaqÞþ (34.16)

Therefore, the equilibrium constant of Reaction (34.15) is KH
� ¼ KH � ð1þ KhydÞ.

The KH
0 term in Eq. (34.14) is the Henry’s constant of CO2 dissolution at water

saturation pressure shown via Eq. (34.17), where ai are the constants as shown in
Table 34.3 [28]:

ln
�
K0
H

� ¼ a1 þ a2T þ a3
T

þ a4
T2 (34.17)
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Table 34.3 ai constants of Eqs. (34.13), (34.17), (34.19), (34.22), (34.24), (34.26)
a

KH [28] 4CO2
[29] Kca [30] Kbi [30] Kw [31] Pws [27]

a1 1.3000 E1 1.0000 233.51593 �151.1815 �4.098 0.1167 E4

a2 �1.3341 E � 2 4.7587 E � 3 e �0.0887 �3245.2 �0.7242 E6

a3 �5.5898 E2 �3.3570 E � 6 �11974.3835 �1362.2591 2.2362 �0.1707 E2

a4 �4.2258 E5 e e e �3.984 E7 0.1202 E5

a5 e �1.3179 �36.5063 27.7980 13.957 �0.3233 E7

a6 e �3.8389 E � 6 �450.8005 �29.5145 �1262.3 0.1492 E2

a7 e e 21313.1885 1389.0154 8.5641 E5 �0.4823 E4

a8 e 2.2815 E � 3 67.1427 4.4196 e 0.4051 E6

a9 e e 0.0084 0.0032 e �0.2386

a10 e e �0.4015 �0.1644 e 0.6502 E3

a11 e e �0.0012 �0.0005 e e

aThe ai values are rounded to four digits after the decimal.

M
athem

atical
m
odeling

of
uniform

C
O
2
corrosion

809



Table 34.4 Temperature dependence of the physiochemical properties

Parameter Relationship References

Water density (kg/m3) rw ¼ 753.596 þ 1.87748 T � 0.003562 T2 [2]

Water viscosity (cP)
m ¼ mref 10

�
1:1709 ðTref�TÞ�0:001827ðTref�TÞ2

ðT�273:15Þþ89:93

� [34]

Tref ¼ 293.15 K, mref ¼ 1.002 cP

Diffusion coefficienta
Di ¼ Di;ref

T

Tref

mref

m

Molar volume of CO2(aq) (cm
3/mol) fVm ¼ 37:51� 9:585� 10�2 ðT � 273:15Þ þ 8:74� 10�4ðT � 273:15Þ2

� 5:044� 10�7ðT � 273:15Þ3
[35]

Saturation pressure of CO2 (mm Hg)
logðPCO2SÞ ¼ 7:58828� 861:82

ðT � 273:15Þ þ 271:883

[36]

aReference values are listed in Table 34.7.
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The PF term in Eq. (34.14) is the so-called Poynting correction factor (Eq. 34.18),
which accounts for the change in solution volume as a result of CO2 dissolution, where
fVm is the partial molar volume of CO2(aq) (see Table 34.4), and Pws is the water
saturation pressure calculated via Eq. (34.13).

PF ¼
fVmðP� PwsÞ

RT
(34.18)

The fugacity coefficient of CO2(g), 4CO2
may be calculated based on the empirical

expression of Duan et al. [29], which was shown to agree well with the more complex
iterative calculations of the fifth-order virial equation of state used in their earlier
study [37].

4CO2
¼ a1 þ

h
a2 þ a3T þ a4

T
þ a5
T � 150

i
Pþ

h
a6 þ a7T þ a8

T

i
P2 (34.19)

Eq. (34.19) is valid for pressures up to CO2 saturation pressure (PCO2S in Table 34.4)
when T < 305 and at 305 < T <405 up to P ¼ 75 þ (T�305) � 1.25, where T and P
are in Kelvin and bar, respectively. The KH values calculated based on Eq. (34.14)
were found to be in a good agreement with those of Oddo and Tomson [38] and
Weiss [39].

Carbon dioxide hydration equilibrium for Reaction (34.3) may be described by
Eq. (34.20).

CH2CO3ðaqÞ

CCO2ðaqÞ
¼ Khyd (34.20)

The CO2 hydration reaction and its equilibrium constant, Khyd, have been discussed
by a number of authors [33,40e43]. Although the reported values are not always in
good agreement, the lack of temperature dependence of the equilibrium constant has
been agreed upon [33,42]. In a more recent study Soli and Byrne [42] reviewed the
existing literature briefly and reported Khyd ¼ 1.18 � 10�3 based on their own
measurements.

Carbonic acid dissociation, Reaction (34.4), equilibrium is described mathematically
through Eq. (34.21):

CHCO�
3ðaqÞCHþðaqÞ

CH2CO3ðaqÞ
¼ Kca (34.21)

The temperatureepressure dependence relationship describing Kca have been
developed by Li and Duan [28,30] in the form of Eq. (34.22), where the preexponential
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terms are the corrections for the units and accounting for the hydration reaction, and
a1ea11 are constants as listed in Table 34.3.

Kca ¼
 
1þ 1

Khyd

!
10�3

� rwe

�
a1þa2Tþa3

Tþa4
T2
þa5 lnðTÞþ

�
a6
Tþa7

T2
þa8

T ln T
�
ðp�psÞþ

�
a9
Tþa10

T2
þa11

T ln T
�
ðp�psÞ2

�

(34.22)

The term Ps in Eq. (34.22) is equal to unity at T < 373.15 and Ps ¼ Pws at higher
temperatures.

Bicarbonate dissociation equilibrium, Reaction (34.5), is mathematically expressed
through Eq. (34.23):

CCO2�
3ðaqÞ

CHþ
ðaqÞ

CHCO�
3ðaqÞ

¼ Kbi (34.23)

Li and Duan [28,30] also developed a temperatureepressure dependence relationship
for Kbi, where Ps and the preexponent terms have a similar meaning to that discussed for
carbonic acid dissociation reaction, and a1ea11 values are listed in Table 34.3.

Kbi ¼ 10�3rwe

�
a1þa2Tþa3

Tþa4
T2
þa5 lnðTÞþ

�
a6
Tþa7

T2
þa8

T ln T
�
ðp�psÞþ

�
a9
Tþa10

T2
þa11

T ln T
�
ðp�psÞ2

�

(34.24)

Water dissociation reaction, shown via Reaction (34.6), is mathematically
described by Eq. (34.25):

Kw ¼ COH�
ðaqÞCHþ

ðaqÞ
(34.25)

The values for Kw can be obtained from the formulation introduced by Marshall and
Frank [31] following the form of Eq. (34.26) with a1ea7 coefficients listed in Table 34.3.
The first term in Eq. (34.26) is also the correction for units conversion from molality to
molar concentrations.

Kw ¼ �10�3rw
�2

10
�
�
a1þa2

Tþa3
T2
þa4

T3
þ
�
a5þa6

Tþa7
T2

�
logð10�3rwÞ

�

(34.26)

The equilibrium concentrations of the different chemical species in the bulk solution
can be obtained by solving the set of mathematical expressions presented above. In a
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solution without an externally induced electric field, the concentration of ions must also
satisfy the electroneutrality constraint as shown by Eq. (34.27).

X

i

ziCi ¼ 0 (34.27)

Assuming an “open” system with an excess of CO2 gas (i.e., constant PCO2ðgÞ), the
carbonic acid concentration is defined solely by the PCO2ðgÞ, whereas the concentration
of the other carbonate species is a function of the solution pH. These can be obtained
byconsidering the electroneutrality equation alongwithCO2 chemical equilibria, forming
a set of six nonlinear, coupled algebraic equations. These can be solved using various
methods (e.g., numerical NewtoneRaphson method), to obtain the concentration of the
six chemical species: CO2(aq), H

þ
ðaqÞ, H2CO3(aq), HCO�

3ðaqÞ, CO
2�
3ðaqÞ, and OH

�
ðaqÞ.

The examples of such calculations are demonstrated in Fig. 34.1 through 34.3.
Fig. 34.1 shows the comparison of molar fraction of the dissolved CO2 at various CO2
partial pressures obtained experimentally [44], with the water chemistry calculations as
described earlier. The significant effect of nonideal behavior of CO2 gas at high partial
pressures on the water chemistry can be seen when comparing the calculations based
on Henry’s law (Eq. 34.17) and the one based on CO2 fugacity (Eq. 34.19). These results
suggest that at partial pressures above 10 bar (145 psi), a significant deviation from ideal
conditions should be expected.
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Figure 34.1 Comparison of the experimental molar fraction of dissolved CO2 in water (closed
circles) with calculated results based on Henry’s law (dashed line) and nonideal gas
calculations (solid line) at 298.15K, as a function of CO2 partial pressure.
Experimental data taken from M.F. Mohamed, A.M. Nor, M.F. Suhor, M. Singer, Y.S. Choi,
Water chemistry for corrosion prediction in high pressure CO2 environments, in: CORROSION,
2011. Paper No. 375.
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Fig. 34.2 shows the pH of the CO2 saturated aqueous solutions, obtained at pressures
up to 75 bar (1087 psi). These results were in good agreement with the experimental
data of Meysammi et al. [45], whereas at higher pressures, some deviations were
observed because of the departure from ideal solution assumption.
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Figure 34.2 Calculated pH of water saturated with CO2(g) at 305.15K, as a function of total
pressure (solid line) compared with experimental data (closed circles), taken from B.
Meyssami, M.O. Balaban, A.A. Teixeira, Prediction of pH in model systems pressurized with
carbon dioxide, Biotechnology Progress 8 (1992) 149e154, http://dx.doi.org/10.1021/
bp00014a009.
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Figure 34.3 Concentration of different species in CO2/water equilibrium at various acidic pH
values and T ¼ 298.15K in an open system with a 1 bar total pressure
ðPCO2x0:968 barð14 psiÞÞ.
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Similar calculations can be used to determine the chemical composition of an
aqueous CO2 saturated solution. Fig. 34.3 shows the concentration of the species
involved in CO2 equilibria under atmospheric pressure at various pH values.

However, the earlier discussion applies for a particular case where the chemical
speciation is only a result of CO2 equilibria (which is true in condensed water systems,
for example). That is not always the case in industrial applications, where additional
species and reactions may be present, such as those in formation water. Nevertheless,
one can readily introduce the additional species, include additional equilibrium rela-
tionships as appropriate, and may perform a very similar calculation then to obtain
the speciation for a more complex scenario. That may include the species such as
neutral salts (e.g., sodium chloride and calcium chloride, barium sulfate), additional
cations, organic acids, hydrogen sulfide, etc.

34.3 The CO2 corrosion rate calculation

The existing mechanistic mathematical models used for calculating CO2 corrosion rate
can be classified in one of the following groups, when considering their modeling
approach and the depth of mechanistic treatment of the involved physiochemical pro-
cesses [9]:

• Semiempirical models are simple tools used to represent the experimentally obtained corrosion
rate data. Thesemodels are obtainedbyfittingmathematical functions to a corrosion rate data set.
In some cases, these functions may carry some rudimentary mechanistic meanings. These types
of models are merely amathematical reflection of a given experimental data set used to calibrate
themandare restricted in validity to the experimental conditions associatedwith those of the data
sets. Thatmakes any extrapolated calculation dubious at best, whereas the expansion to include a
wider range of influential variables may require extensive experimentation and a complete
reconstruction of the model.

• Elementary mechanistic models are developed using the basic understanding of the electro-
chemical nature of the corrosion process as the basis of the calculations. The current/potential
relationships are used to obtain the rate of the surface electrochemical reactions. Using a
mechanistic approach, other significant processes such as mass transfer and homogenous
chemical reactions may also be incorporated into the corrosion rate calculation. The mathemat-
ical relationships used to develop thesemodels are theoretical expressions rooted in fundamental
physiochemical theories. That makes these types of models more dependable for corrosion rate
prediction across a broader range of environmental conditions (e.g., temperature, flow, pCO2,
pH, etc.), as well as for extrapolation. However, these types of models do resort to certain
simplifications to make them easier to understand and resolve mathematically. For example,
in thesemodels each electroactive species is treated individually when it comes tomass transfer,
and their possible interactionwithother species throughchemical reactions or electrostatic forces
is disregarded.

• Comprehensive mechanistic models are based on a detailed description of the solution
composition and reactions at the metalesolution interface, expressed through fundamental
physiochemical laws. Most of the shortcomings of the elementary mechanistic models are
here rectified; for example, they properly incorporate the effect of homogeneous chemical
reactions into surface concentration and corrosion rate calculations, while maintaining the
accurate mass and charge transfer balances. The comprehensive mathematical models enable
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more accurate predictions, they are easier to extend by adding new physics, and their
extrapolation capability is limited only by the validity range of the underlying fundamental
physicochemical laws and not by the data used to calibrate them. However, to develop these
models, a more in-depth mechanistic understanding of the various processes in CO2 corrosion
is required, these models are also more mathematically complex and more computationally
demanding.

34.3.1 Semiempirical models

Generally, the semiempirical models are simple predictive tools justifiable when
limited fundamental understanding is available. The basic mathematical functions used
in these models may originate from rudimentary approximations of the fundamental
physicochemical processes underlying the corrosion phenomena; however, the more
elaborate aspects are accounted for by introducing correction factors in the model
[46,47]. In most cases, these factors are best-fit functions based on limited experimental
datawith no theoretical significance.This lack of theoretical basismakes any combination
of these empirical correction factors (required to cover more complex conditions)d
dubious, to say the least. More importantly, these models cannot reliably be extrapolated
outside the conditions used for their development. For the same reason thesemodels have
little flexibility needed for further extensions to account for new phenomena or new data
and require recalibration of the model with the entire data set to accommodate any such
extension. To date, many variations of empirical/semiempirical models that address a
particular application are found [1,14,16e19,48,49].

In an attempt to focus this review on the more recent mechanistic developments in
CO2 corrosion modeling, the discussion of semiempirical models is limited to a
brief review of the work by de Waard et al. because of its significance in shaping
the understanding of CO2 corrosion as we know it today. However, numerous reviews
on empirical and semiempirical models are available in the literature for further
reference [13,46,47,50e53].

The initial study by de Waard and Milliams in 1975 has been considered the first
mechanistic attempt to describe and further, predict the CO2 corrosion of steel [3].
Using a model developed based on simplistic charge transfer relationships, the authors
proposed a catalytic mechanism for CO2 corrosion as shown via Reactions (34.28) and
(34.29). This mechanism considered carbonic acid as the dominant reduced species,
whereas its concentration was buffered by the chemical equilibrium between the
reaction product

�
HCO�

3

�
and hydrogen ions present in an acid solution:

H2CO3ðaqÞ þ e� / HCO�
3ðaqÞ þ

1
2
H2ðgÞ (34.28)

HCO�
3ðaqÞ þ Hþ

ðaqÞ ! H2CO3ðaqÞ (34.29)

De Waard and Milliams proposed the following relationship for corrosion rate
estimation by considering the charge balance at corrosion potential (ia ¼ ic) and using
pH dependence expressions to relate the potential to corrosion current [3]:

log icorr ¼ �A pHþ B (34.30)
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The term A in Eq. (34.30) is only defined by the Tafel slopes of the cathodic and
anodic reactions, whereas the term B also contains the reaction rate constants. The
correlation coefficient in Eq. (34.30), A, was experimentally obtained to be 1.3. This
value was used as the basis for their proposed mechanism, which gives the theoretical
value of 1.25, considering 40 and 120 mV Tafel slopes for anodic and cathodic
reactions, respectively. Ultimately, using a simplistic correlation between the solution
pH and CO2 partial pressure, de Waard and Milliams introduced their well-known
nomogram for corrosion rate calculation as a function of CO2 partial pressure, based
on the following relationship [1]:

log icorr ¼ �1=2 A logðpCO2Þ þ B0 (34.31)

The initial model developed by de Waard and Milliams did not include the effect of
other electroactive species, such as hydrogen ion, bicarbonate ion, and water; the pH
was assumed to only be defined by the CO2 equilibria; and the effect of mass transfer,
CO2 hydration reaction, and other homogeneous chemical reactions associated with
carbonate species was also disregarded [3]. That made the model simple but narrowed
the range of its applications drastically.

In a series of studies, extending over almost two decades, the initial model of de
Waard and Milliams [3] was used as the basis to add in the effect of various relevant
parameters and environmental conditions [1,17e20]. The effect of pH, flow rate,
nonideal solutions, protective scales, glycol, top of line corrosion, and steel micro-
structure are among those covered in the subsequent publications of de Waard et al.
[1,17e20]. These new effects were accounted for by simply introducing additional
empirical correction factors as multipliers in the original de Waard and Milliams cor-
relation. That transformed the original mechanistic approach of de Waard and Milli-
ams into a semiempirical model with all the disadvantages discussed earlier.

34.3.2 Elementary mechanistic models

In the context of aqueous CO2 corrosion of steel, the deterioration is due to the
electrochemical oxidation of iron as shown in Reaction (34.7), which results in
dissolution of iron and release of electrons. This reaction would spontaneously
progress only if the released electrons are consumed through simultaneous cathodic
reactions (Reactions 34.8e34.11). The corrosion rate is therefore defined by the
charge balance between cathodic and anodic reactions at the steel surface. Hence,
it can be mathematically expressed by describing the current/potential response
of the underlying electrochemical reactions. Based on this scenario, the corrosion
rate is equal to the iron oxidation (dissolution) rate when

ia ¼
X

j

ic;j

As outlined in Section 34.3.1, the same expression served as the basis for the first
model of de Waard and Milliams [3]; however, they only considered reduction of
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carbonic acid as the main cathodic reaction and rate-controlling step. The elementary
mechanistic models expanded on this to include the other relevant physiochemical
processes such as additional cathodic reactions, mass transfer, and chemical reactions,
in the calculation of the charge transfer rates. This gave these models a much improved
ability to incorporate the more advanced understanding of CO2 corrosion, without
making them overly complicated.

34.3.2.1 Historical background

Thefirst elementarymechanisticmodel for CO2 corrosion of steel was introduced in 1989
by Gray et al. [4]. The authors developed their model with iron dissolution as the anodic
reaction and hydrogen ion and carbonic acid reduction as the cathodic reactions. Their
model accounted for the mass transfer at a rotating disk electrode for hydrogen ion and
carbonic acid reduction. The effect of CO2 hydration reaction was also incorporated in
the charge transfer calculation of carbonic acid reduction. Gray et al. [4] adopted most
of the mechanistic findings of Schmitt and Rothmann [26], while suggesting that the
preceding adsorption step for CO2 hydration reaction was unnecessary in predicting the
observed polarization behavior.

Gray and coworkers expanded their experimental conditions toward higher pH values
in a later publication, covering up to pH10 [5]. The authors suggested that at a pH range of
6e10 the reduction of bicarbonate ion becomes significant, and the original model was
expanded to also include the bicarbonate ion reduction.Themechanism forCO2 corrosion
of steel, as proposed by Gray et al. in these two studies [4,5], has rapidly gained general
acceptance and was further developed in the following years.

In 1995 Dayalan et al. proposed a model based on equating the mass transfer and
charge transfer of electroactive species at the metal surface and imposing the chemical
equilibria of the carbonic acid and bicarbonate ion dissociation [54]. This set of algebraic
equations was then solved to obtain the surface concentration of chemical species as well
as the corrosion potential. This was an ambitious step forward, yet the model proposed
by Dalayan et al. suffered from miscalculations in charge transfer rates, did not include
the temperature effect, and did not account for the effect of CO2 hydration reaction. Even
with these shortcomings, this model was of significance because it provided the first
insight into the surface concentration of species, which are necessary for protective
iron carbonate layer formation calculations [55]. Furthermore, this study was one of
the first to discuss and incorporate carbonic acid and bicarbonate ion dissociation
reactions at the metal surface.

In 1996, an elementary mechanistic model was also developed by Ne�si�c et al., mainly
focused on improving the estimated electrochemical rate constants and implementation of
this mechanistic approach into corrosion rate prediction for industrial applications [22].
This model was developed by considering the mass transfer, CO2 hydration reaction,
and the kinetics of the electrochemical reactions similar to that previously proposed by
Gray et al. [4,5]. Hydrogen ion, carbonic acid, water, and oxygen reduction was included
in the model as the possible cathodic reactions and iron dissolution as the only anodic re-
action. In this model, Ne�si�c et al. assumed that the carbonic acid reduction was only
limited by the CO2 hydration reaction, as the preceding chemical reaction step, and the
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effect ofmass transfer on the chemical reaction limiting current of carbonic acid reduction
was ignored. Although such an assumption is reasonable for stagnant conditions, it may
lead to significant errors at high solution velocities where the rate of mass transfer is com-
parable with the rate of the chemical reaction. This issuewas addressed byNe�si�c et al. in a
later publication where the effect of mass transfer was also included in chemical reaction
limiting current calculations for turbulent flow regimes [21].

The elementary mechanistic models are now well established for calculation of
internal pipeline corrosion rates. After the initial study by Gray et al. [4,5], numerous
similar models have been developed and used to improve the mechanistic understand-
ing of the corrosion process as well as the accuracy of the predicted corrosion rates
[56e61]. The scope of these models was expanded to incorporate more complex
scenarios such as the effect of corrosion product layer [55,62], multiphase flow
[63], and the presence of other corrosive species such as oxygen, hydrogen sulfide,
and organic acids [11,21,57,61,64,65].

34.3.2.2 Mathematical description

The net current density resulting from the electrochemical reactions occurring at the
metal surface can be obtained by superposition of the current density from every indi-
vidual reaction (ij) as shown in Eq. (34.32).

inet ¼
X

j

ij (34.32)

For the electrochemical reactions involved in aqueous CO2 corrosion of steel, the
current/potential relationships are given in Table 34.5. Considering the heterogeneity
of the electrochemical reactions, the concentration terms appearing in these relation-
ships represent the concentration at the metal surface, which may be different from
the bulk concentrations as a result of the mass transfer limitation. Nevertheless, the ef-
fect of mass transfer on the surface concentration of electroactive species and thus the
rate of electrochemical reactions can be incorporated in current density calculations
through Eq. (34.33).

1
i
¼ 1

ict
þ 1
ilim

(34.33)

The term ict in Eq. (34.33) is the pure charge transfer controlled current, which is
obtained from the relationships listed in Table 34.5, where the surface concentrations
of electroactive species are equal to bulk concentrations at the pure charge transfer control
condition. The electrochemical parameters required for charge transfer calculations are
listed in Table 34.6. The ilim term in Eq. (34.33) is the mass transfer limiting current as
described in Eq. (34.34).

ilim ¼ nFkmC
b (34.34)
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Table 34.5 Current potential relationships for the reactions listed in Table 34.2

Electrochemical reaction Mathematical relationship for half reactiona

Reaction (34.7) ia;Fe ¼ nFeFk0FeC
s
OH�e

�
ð2�aFeÞFðEapp�E0Fe�fsÞ

RT

�
b

Reaction (34.8) ic;Hþ ¼ �nHþFk0HþC
s
Hþe

 
�aHþnHþF

�
Eapp�E0Hþ�fs

�

RT

!

Reaction (34.9) ic;H2O ¼ �nH2OFk0H2Oe

0
@�aH2OnH2OF

�
Eapp�E0H2O

�fs

�

RT

1
A

Reaction (34.10) ic;H2CO3 ¼ �nH2CO3Fk0H2CO3C
s
H2CO3

e

0
@�aH2CO3nH2CO3F

�
Eapp�E0H2CO3

�fs

�

RT

1
A

Reaction (34.11)
ic;HCO�

3
¼ �nHCO�

3
FkHCO�

3
Cs
HCO�

3
e

0
BB@

�aHCO�
3
nHCO�

3
F

�
Eapp�E0HCO�

3
�fs

�

RT

1
CCA

aic and ia denote the current density calculations for cathodic half reactions and anodic half reactions, respectively.
bfs is the potential in the solution at adjacent to the metal surface, which accounts for ohmic drop if applicable.
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Table 34.6 Electrochemical parameters for the relationships in Table 34.5, where

k0j [ k0j;ref e

�
L

DHj
R

�
1
TL

1
Tj ; ref

��

nj aj E0, j versus SHE (V) k0 j, ref DHj (kJ/mol) Tj, ref (K)

j ¼ Fe 2 0.5a �0.447b 1.59 � 105
� mol
s$m2$M

�
a 37.5a 298.15a

j ¼ Hþ 1 0.5a 0.000 5.18 � 10�5
� mol
s$m2$M

�
a 30a 298.15a

j ¼ H2O 1 0.5c �0.8277 b 2.70 � 10�5
� mol
s$m2

�
c 30c 293.15c

j ¼ H2CO3 1 0.5a �0.381f 3.71 � 10�2
� mol
s$m2$M

�
a 50a 293.15a

j ¼ HCO�
3 1 0.5d �0.615 f 7.37 � 10�5

� mol
s$m2$M

�
d 50e 298.15e

Parameters obtained or recalculated from, a: Nordsveen et al. [2], b: CRC Handbook [73], c: Zheng et al. [11], d: Gray et al. [5], e: Han et al. [57], f: Linter and
Burstein [74].
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The mass transfer coefficients (km) for variety of common flow geometries are
readily available in the literature. For example, the well-known Levich equation is
used to calculate the mass transfer limiting current density at a rotating disk electrode
as shown in Eq. (34.35) [8]:

ilim ¼ 0:62 � 103 nFD2=3u1=2n�1=6Cb (34.35)

where Cb is the bulk molar concentration of the reactant, u (rad/s) is angular velocity,
D is the diffusion coefficient as listed in Table 34.7 for the common chemical species,
and other parameters are in SI units.

For a rotating cylinder electrode, a correlation developed by Eisenberg et al. [66]
(simplified as Eq. 34.36) or similar expressions [67] may be used. In Eq. (34.36)
the bulk concentration of the active species, Cb, is in molar, dcyl is the diameter of
the cylinder electrode in meter, and other parameters have their common meaning
in SI units.

ilim ¼ 0:0487 � 103 nFD0:644d0:4cylu
0:7n�0:344Cb (34.36)

The mass transfer correlation in fully developed single-phase turbulent flow
through straight pipes was developed by Berger and Hau [67a], where the Sherwood
number (Sh) is correlated to the Reynolds number (Re) and the Schmidt number (Sc),
as shown in Eq. (34.37), and the mass transfer coefficient can be obtained using
km ¼ Sh$D/L.

Sh ¼ 0:0165 Re0:86Sc0:33 (34.37)

8� 103 < Re < 2� 105; 1000 < Sc < 6000

Table 34.7 Reference diffusion coefficients at 258C (778F)

Species
Diffusion coefficient in water
3 109 (m2/s) References

CO2 1.92 [94]

H2CO3 2.00 [2]

HCO3
� 1.185 [73]

CO3
2� 0.923 [73]

Hþ 9.312 [85]

OH� 5.273 [73]

Naþ 1.334 [85]

Cl� 2.032 [73,85]

Fe2þ 0.72 [85]
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For many other flow regimes and geometries such as multiphase flow, U-bends, and
elbows, similar correlations also exist in the literature [68e72].

In addition to the mass transfer from the bulk solution, the effect of slow CO2

hydration reaction on the carbonic acid reduction needs to be included in calculations.
In this case also, Eq. (34.33) can be used whereas the mass transfer limiting current
(ilim) has to be modified for simultaneous accommodation of the preceding chemical
reaction through the diffusion layer. At a rotating disk electrode, the limiting current
density for an electrochemical Reaction (34.39) proceeding a generic homogeneous
Reaction (34.38) can be calculated via Eq. (34.40) [75]. These equations can be readily
applied for the case of CO2 corrosion with the chemical reaction being CO2 hydration
and the electrochemical reaction being carbonic acid reduction, as implemented in the
models developed by Gray et al. [4,5].

Y# O (34.38)

Oþ ne� # R (34.39)

ilim;O ¼
nFD

�
Cb
O þ Cb

Y

�

dd þ dr=K
(34.40)

dd ¼ 1:61 D1=3u�1=2y1=6 (34.41)

dr ¼
�

D

ðkf þ kbÞ
�1=2

(34.42)

The dd term in Eq. (34.40) is the diffusion layer thickness that can be calculated
via Eq. (34.41), and dr is the so-called reaction layer thickness as described via
Eq. (34.42).

Ne�si�c et al. proposed a similar relationship for turbulent flow conditions such as the
cases of rotating cylinder electrodes or pipelineflow, using a series of assumption suitable
for the particular case of CO2 corrosion [76]. Based on their proposed relationship, the
limiting current for carbonic acid reduction can be calculated as shown in Eq. (34.43),
considering both turbulent mixing and the slow hydration of CO2.

ilim;H2CO3
¼ nH2CO3FC

b
H2CO3

�
D kb;hyd

�1=2 coth
dd

dr
(34.43)

dd ¼ D=km (34.44)

dr ¼
�
D
�
kb;hyd

�1=2
(34.45)
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Based on the discussions in this section so far, the current/potential response of the
commonly accepted electrochemical reactions involved in CO2 corrosion can be
calculated. The relevant relationships to calculate the rate of each reaction are summa-
rized in Table 34.8. For iron oxidation or water reduction reactions, no mass transfer
consideration is required because of the constant concentration of the reactant, thus,
the current density resulting from these reactions can be calculated via Eqs. (34.7)
and (34.9) (in Table 34.5), respectively. For hydrogen ion, carbonic acid, and bicar-
bonate ion reduction, Eq. (34.33) should be used to account for the mass transfer
and chemical reactions as required.

Using the mathematical relationships as summarized in Table 34.7, at a known
electrode potential the current density from every individual reaction may be readily
obtained. On the other hand, if the electrode potential is unknown, such as in the
case of corrosion rate calculations, the current density/potential relationships of all
the reactions can be introduced into Eq. (34.32), forming a single nonlinear algebraic
equation to be solved for one unknown, the electrode potential. The corrosion potential
(mixed potential) can be obtained using numerical root finding methods such as
bisection or NewtoneRaphson. Finally, the anodic current density calculated via
Eq. (34.7) at corrosion potential yields the corrosion current. This value can be further
translated to corrosion rate based on Faraday’s law and proper unit conversion. For
example, for corrosion current icorr (A/m

2) the conversion to corrosion rate (mm/year) is

CR ¼ iCorr
2F

�MwFe

rFe
� 3600� 24� 365 (34.46)

An example of the elementary mechanistic models has been developed and published
as an open source code for public users by Ne�si�c et al. [21] called FREECORP. This
model is based on the physiochemical processes discussed earlier and can be considered
as an improved version of their initial study published in 1996 [22]. The model includes
the effect of flow for rotating cylinder electrodes and straight pipelines, the effect of
CO2 hydration reaction, additional corrosive species such as oxygen, acetic acid, and
hydrogen sulfide, and the effect of corrosion product layer.

Table 34.8 List of equations required to describe the current/potential
response of each electroactive species

Reaction Corresponding mathematical relationships

Iron oxidation Eq. (34.7)

Hydrogen ion reduction Eqs. (34.8), (34.33), (34.34)

Carbonic acid reduction Eqs. (34.10), (34.33), (34.40) or Eq. (34.43)

Bicarbonate ion reduction Eqs. (34.11), (34.33), (34.34)

Water reduction Eq. (34.9)
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Fig. 34.4 demonstrate a comparison of the predicted steady state voltammogram by
the model developed by Ne�si�c et al. with experimental data at pH 4 and 1 bar pCO2

[21]. The predicted corrosion rates using the same model [21] are also compared
with the experimental data in Fig. 34.5 for a wide range of solution composition
and environmental conditions.

34.3.2.3 Summary

The development of the elementary mechanistic models created a platform to apply the
more recent understandings of the CO2 corrosion into corrosion rate predictions. With
the mechanistic approach in the calculations, these models also provided the opportunity
for investigating the individual underlying processes. The elementary mechanistic
models are used to quantify the polarization behavior (usually the steady state voltam-
mograms) of the system to obtain the physiochemical parameters involved in various
underlying processes, i.e., reaction rate constants of the electrochemical reaction and
their activation energies, kinetic, and thermodynamic parameters describing the homo-
geneous reactions, mass transfer coefficient, etc. The mechanistic nature of the model,
and the parameters obtained during the model development, allows for more confident
extrapolated corrosion rate calculations. For the same reason, these models have the flex-
ibility to easily include additional corrosive species and, to some extent, new physics.
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Figure 34.4 Comparison of the predicted steady state polarization behavior (solid lines) with
the experimental data (points) at 20�C (68�F), 1 bar (14.5 psi) CO2, pH 4, pipe diameter of
0.015 m, and flow velocity of 2 m/s.
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
S. Ne�si�c, H. Li, J. Huang, D. Sormaz, Paper 572 presented at CORROSION 2009, Atlanta,
GA. © NACE International 2009.
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However, the simple approach of implementation of physicochemical theory in the
elementary mechanistic models discussed here suffers from one fundamentally flawed
assumption. In these models it is assumed that species are transferred from the bulk
fluid toward the metal surface and back independently from each other. In other words,
the well-defined homogeneous chemical reactions as well as the ionic interaction
(electromigration) between species inside the diffusion layer are ignored.

34.3.3 Comprehensive mechanistic models

The comprehensive mechanistic models are developed based on the fundamental physi-
cochemical laws describing the processes involved in the corrosion phenomena. Using
such a rigorous fundamental approach gives thesemodels a great advantage in simulating
elaborate, interconnected processes underlying CO2 corrosion with its complex water
chemistry, mass transfer, and electrochemical reactions. For the same reason, these
models by nature have a broad range of validity across varying environmental
conditionsdas long as the used physiochemical laws hold truedand the flexibility to
incorporate additional processes and chemical species.

The in-depth treatment of the underlying processes in these models provides a unique
insight into the possible reaction pathways and the significance of individual processes,
which in turn, further improves the understanding of CO2 corrosion mechanism. For
example, the significance of the buffering ability of weak acids such as carbonic acid
and organic acids were not well understood until these models emerged [2,6,77].
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Figure 34.5 Comparison of the experimental and predicted corrosion rates at pCO2 from 1 to
10 bar (14.5e145 psi), temperature from 20 to 60�C (68e140�F), flow velocity from stagnant
to 12 m/s, pH from 4 to 6, and acetic acid concentration from 0 to 390 ppm.
Data taken from S. Ne�si�c, H. Li, J. Huang, D. Sormaz, An open source mechanistic model for
CO2/H2S corrosion of carbon steel, in: CORROSION, 2009. Paper No. 572.
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The comprehensive mathematical models are built around the mass transfer and
homogeneous chemical reactions in the solution near the metal surface; the two key
elements in CO2 corrosion. This can be expressed as the well-known NernstePlanck
equation:

vCi

vt
¼ �V$Ni þ Ri

where Ni represents the mass transfer via molecular diffusion, electromigration,
convective flow, and turbulent mixing, and the Ri includes the homogeneous chemical
reactions. Using the proper boundary conditions along with the NernstePlanck
equation, as discussed in Section 34.3.3.3, the concentration distribution of the
chemical species and the rate of electrochemical reactions (hence the corrosion rate)
can be accurately determined.

34.3.3.1 Historical background

The first attempt to describe the CO2 corrosion with the general approach of the
comprehensive mathematical models was by Turgoose et al. in 1992 [78]. The mathe-
matical model developed in that study accounted for the mass transfer by diffusion and
convective flow as well as homogeneous chemical reactions as independent phenomena
in series, rather than the simultaneous treatment as in the NernstePlanck equation.
Despite that deficiency, the authors were able to demonstrate the potential of this type
of modeling in providing detailed information about the concentration distribution
of chemical species in the diffusion layer. It was shown that the various corrosion
mechanisms proposed previously, such as the catalytic mechanism (EC0) proposed by
de Waard and Milliams [3] and Wiȩckowski et al. [79] or the CE mechanism proposed
by Schmitt and Rothmann [26], are only limited interpretations of a complex water
chemistry coupled with electrochemical reactions. However, the authors ignored the
charge transfer kinetics of both cathodic and anodic reactions, and the model was only
used to calculate the current response at mass transfer limiting condition.

In 1995, Pots developed the first comprehensive mathematical model utilizing
the NernstePlanck equation to simultaneously account for the mass transfer and homo-
geneous chemical reactions at the solution near themetal surface [77]. The charge transfer
rates were assumed to follow the Tafel equation as the boundary conditions at the metal/
solution interface. In that study also, the corrosion undermass transfer limiting conditions
was at focus and much of the details about the kinetics of the electrochemical reactions
were ignored. In such conditions, Pots noted that the carbonic acid reduction at the metal
surface is not necessarily required to explain the limiting current, and that its effect may
be also explained through the parallel homogeneous carbonic acid dissociation followed
by hydrogen ion reduction. That was one of the first reports on the significance of the
buffering ability of carbonic acid (or other weak acids [8]) during the corrosion
process, which was quantified by employing the comprehensive mathematical models.

The comprehensive mathematical models of CO2 corrosion of steel were further
improved in a series of publications by Ne�si�c et al. [2,23e25,80]. Besides the use of
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NernstePlanck equation to describe the concentration profile of the chemical species in
the solution, the homogeneous chemical and electrochemical reactions were treated with
more details than in the previous models [77,78]. The scope of the model was further
expanded by demonstrating its ability to incorporate the corrosion product layer
formation and determining the porosity distribution throughout that layer. The buffering
ability of carbonic acid, as reported by Pots [77], was also confirmed by Ne�si�c et al.
[2,23]. However, the authors noted that while the carbonic acid reduction reaction
was not required to explain the observed limiting currents in polarization curves, this
additional cathodic reaction significantly improved the corrosion rate prediction when
the corrosion current was controlled by the rate of electrochemical reactions.

In a study by Remita et al., the mechanism of CO2 corrosion was revisited using a
similar modeling approach for quantitative analysis of the experimental data [6]. In
that study, authors simplified the model introduced by Ne�si�c et al. [2,23], using steady
state calculation (i.e., dC/dt ¼ 0 in NernstePlanck Equation). Using their model, Remita
et al. analyzed the experimental cathodic polarization curves and claimed that not only
the limiting currents can be fully explained through the buffering effect of carbonic acid
but also the charge transferecontrolled currents may be quantified only through the
hydrogen ion reduction reaction.

The comprehensive mathematical models, with their analytical approach, have
attracted many researchers in the last decades. In more recent years, similar models
have been developed and used to describe various corrosion scenarios. A few exam-
ples are the studies of sour corrosion by Triobollet et al. [12,81], CO2 corrosion under
a thin water film by Remita et al. [82], pit propagation in CO2 and acetic acid environ-
ment by Amri et al. [83], and top of the line corrosion by Zhang et al. [84].

34.3.3.2 Mathematical description

Since heterogeneous electrochemical reactions are involved in CO2 corrosion, the con-
centration of the chemical species at the metal surface may deviate from those at the
bulk solution. The comprehensive mathematical models are able to accurately calcu-
late the surface concentration of chemical species based on the known concentrations
at the bulk, and with simultaneous consideration of the mass transfer between the bulk
and the surface along with the homogeneous chemical reactions.

The mass transfer in corroding systems, or electrochemical systems in general, oc-
curs via three simultaneous mechanisms: convective flow due to the (turbulent) move-
ment of the bulk fluid; molecular diffusion, as a result of the concentration gradient of
the species; electromigration of the ions, arising from the presence of an induced or a
spontaneous electric field. Hence, the flux of any given species i can be described
through Eq. (34.47) [85].

Ni ¼ �ziuiFCiVf� DiVCi þ vCi (34.47)

The concentration of each chemical species at an elementary volume of the solution
can therefore be defined through its flux and by applying mass conservation. The
change in concentration of species i over the time interval of Dt is defined by the
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change in its flux over Dx, in addition to the rate of consumption/production of species
i through homogeneous chemical reactions. This is mathematically expressed via
Eq. (34.48), which is also known as the NernstePlanck equation [85].

vCi

vt
¼ �V$Ni þ Ri (34.48)

For most practical applications, the tangential and radial components of Eqs.
(34.47) and (34.48) are not of any practical significance. Furthermore, the mobility
of ions can be estimated using EinsteineSmoluchowski relationship (ui ¼ Di/RT).
Therefore, for a one-dimensional semi-infinite geometry in the direction x normal to
the metal surface, Eqs. (34.47) and (34.48) can be simplified to Eqs. (34.49) and
(34.50), respectively.

Ni ¼ �Di
vCi

vx
� ziDiFCi

RT

vf

vx
þ vxCi (34.49)

vCi

vt
¼ �Di

v

vx

vCi

vx
� v

vx

�
ziDiFCi

RT

vf

vx

�
þ vx

vCi

vx
þ Ri (34.50)

The average bulk movement of the fluid in the direction normal to the surface is
accounted for in the convective flow term (vxC), where vx describes the velocity profile
inside the diffusion layer. Unlike the elementary mechanistic models, where all the mass
transfer processes are lumped into a single parameter (mass transfer coefficient, km),
the comprehensive mathematical models implement the velocity distribution of the fluid
inside the diffusion layer. For a laminar flow regime of rotating disk electrodes, the
analytical solution of the velocity profile and the diffusion layer thickness were shown
as Eq. (34.51), where a ¼ 0.510, and Eq. (34.52), respectively [86].

vx ¼ �au
�u
y

�1=2
x2 (34.51)

d ¼
�
3Dlim

ay

�1=3�u
y

��1=2
(34.52)

However, at the conditions of interest for most corrosion applications, the dominant
mass transfer mechanism in the bulk solution is in the form of turbulent mixing,
which then decays as the solid wall is approacheddin the diffusion boundary layer.
The turbulent mixing of the fluid can be expressed as eddy diffusivity profile within
the diffusion boundary layer. The mathematical relationships for eddy diffusivity of
turbulent flow through straight tubes have been developed in a number of different
studies [87,88]. A simple expression for eddy diffusivity (Dt) distribution and diffusion
layer thickness (d) is shown in Eqs. (34.53) and (34.54), respectively [88].

Dt ¼ 0:18
�x
d

�3
y (34.53)
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d ¼ 25 Re�7=8d (34.54)

The eddy diffusivity (Dt) can be lumped with molecular diffusion coefficient (Di) in
Eqs. (34.49) and (34.50), to account for the turbulent mixing, whereas the convective
flow term (vxC) is no longer applicable.

An accurate account of the homogeneous chemical reactions involved in the complex
water chemistry of CO2 saturated solution is essential for calculating the surface
concentration of the chemical species. This is of significance, because the buffering
system of the solution containing weak acids such as carbonic acid, organic acids,
and hydrogen sulfide may act as an additional source (or sink) for the chemical species
as their surface concentrations depart from the equilibrium at the bulk solution. The ef-
fect of these homogeneous reactions is reflected in the Ri term of Eq. (34.50).

The rate of each chemical reaction j in the general form of Reaction (34.55) can be
calculated as shown in Eq. (34.56).

Xnr

r¼1

Cr#
Xnp

p¼1

Cp (34.55)

Rj ¼ kf ;j
Ynr

r¼1

Cr � kb;j
Ynp

p¼1

Cp (34.56)

With simple mathematical manipulation, the rate of production (or consumption) of
every species i (Ri) for j chemical reactions shown in Table 34.1 may be expressed in a
matrix format as Eq. (34.57) [2]. The kinetic rate constant of the chemical reactions can
be found in Table 34.9.

2
66666666666664

RCO2ðaqÞ

RHþ
ðaqÞ

RH2CO3ðaqÞ

RHCO�
3ðaqÞ

RCO2�
3ðaqÞ

ROH�
ðaqÞ

3
77777777777775

¼

2
66666666666664

1 �1 0 0 0

0 0 1 1 1

0 1 �1 0 0

0 0 1 �1 0

0 0 0 1 0

0 0 0 0 1

3
77777777777775

�

2
66666666666664

Rdis

Rhyd

Rca

Rbi

Rw

3
77777777777775

(34.57)

Considering the discussion so far in this section, Eq. (34.50) can be applied for each
chemical species to determine its concentration distribution inside the diffusion layer.
The diffusion coefficients of the chemical species and the physical properties of water
can be found in Tables 34.7 and 34.4, respectively. However, for this system of equations
to be complete, the electric potential appearing in the electromigration term also needs to
be specified. This parameter can be characterized through an additional relationship
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known as the Poisson’s equation, which relates the electric potential in a medium with a
uniform dielectric constant, to a given charge distribution [85]:

V2f ¼ �F

ε

X

i

ziCi (34.58)

Although Eq. (34.58) is a more valid theoretical description of the electric
potential distribution inside the diffusion layer, a simplified expression known as the
“electroneutrality” constraint (Eq. 34.59) has commonly been used as an approximation
in mathematical simulation of electrochemical systems:

X

i

ziCi ¼ 0 (34.59)

This simplification is based on the very large values of the proportionality constant in
Poisson’s equation (F/ε) [85].With the relative dielectric constant of salinewater being in
the range of 60e80 for salt concentrations up to 1 M [93], this proportionality constant
would be in order of 1014 V$m/C. Therefore, while the electroneutrality constraint is
not a fundamental law of nature, it is a reasonable mathematical simplification for
the electrochemical systems with moderate or high ionic conductivity where the
Laplacian of the potential (V2f) is not numerically significant when considering
the proportionality constant. In such conditions, the resulting error arising from this
assumption is generally well below the error threshold considered for the numerical
methods in use. This assumption is favored in mathematical models because it
significantly simplifies the mathematical expressions and notably decreases the
computational demands of the calculations.

It should be noted that, in mathematical models of electrochemical systems, it is also
common to assume that the effect of electromigration on concentration distribution
of electroactive species is negligibly small. This allows for the electromigration term
appearing in Eq. (34.47) to be disregarded,which simplifies the calculations significantly.
Bearing in mind that this assumption is only valid for the solutions with relatively high

Table 34.9 Rate constants for reactions listed in Table 34.1 kf denotes
the reaction progress from left to right and K[ kf /kb
Reactions # Reaction rate constant References

(34.3)

kf ;hyd ¼ e

�
22:66� 7799

T

�

ð1=sÞ
[42]

(34.4) kb,ca ¼ 4.7 � 1010 (1/M$s) [89e91]

(34.5) kb,bi ¼ 5.0 � 1010 (1/M$s) [89,91]a

(34.6) kb,w ¼ 1.4 � 1011 (1/M$s) [90,92]

aIn the absence of direct measurements the value of kb,bi was estimated based on kb,ca.
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conductivity (i.e., high ionic strength) and at low current densities, this approach may be
used in many CO2 corrosion scenarios.

34.3.3.3 Initial and boundary conditions

The solution of Eq. (34.48), as a transient partial differential equation, requires the
proper initial and boundary conditions to be specified. At the initial time (t ¼ 0) it
can be assumed that the well-mixed solution comes into contact with the metal surface.
Hence, the concentrations of chemical species throughout the diffusion layer are con-
stant, known values, defined by the chemical equilibria of the solution as discussed in
Section 34.2.

At the bulk solution (x ¼ d) the concentration of chemical species remains unchanged
at all times (t � 0). Therefore, a Dirichlet type boundary condition can be defined for the
bulk solution based on the known concentration of species identical to the initial
conditions.

The boundary condition at the metal/solution interface is the Neumann boundary
condition of defined fluxes and includes all the electrochemical reaction rate calculations.
For an electroactive chemical species, the flux at the metal/solution boundary is equal to
the rate of the corresponding electrochemical reactions. For an electroactive species, i
involved in j electrochemical reactions, the flux at the metal surface can be described
through Eq. (34.60).

Ni
		
x¼0 ¼ �

X

j

sijij
njF

(34.60)

The currentepotential relationships, used to calculate the rate of electrochemical
reactions, can be found in Table 34.5. The negative sign in Eq. (34.60) represents a
sign convention, where cathodic currents are presumed negative and anodic currents
are positive. For the electrochemical reactions shown in Table 34.2, the species on
the left hand side are represented with a negative stoichiometric coefficient (Sij) and
the ones on the right hand side, with positive numbers.

Similar to the homogeneous chemical reaction, Eq. (34.60) can be transformed into
a matrix notation to include all the electroactive species:

2
666666666666664

NFe2þaq

		
x¼0

NHþ
aq

		
x¼0

NH2CO3;aq

		
x¼0

NHCO�
3;aq

		
x¼0

NCO2�
3;aq

		
x¼0

NOH�
aq

		
x¼0

3
777777777777775

¼

2
666666666666664

1 0 0 0 0

0 �1 0 0 0

0 0 �1 0 0

0 0 1 �1 0

0 0 0 1 0

0 0 0 0 1

3
777777777777775

�

2
666666666666664

iFe=2F

iHþ=F

ica=F

ibi=F

iw=F

3
7777777777777775

(34.61)
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For nonelectroactive species the flux at the metal surface is zero:

Ni
		
x¼0 ¼ 0 (34.62)

Eq. (34.60) and (34.62) can be applied to describe the mass transfer for all chemical
species at themetal surface. The electric potential inside the solutionmay also be specified
through the electroneutrality constraint via Eq. (34.59) (or Poisson’s equation) similar to
that in the governing equations.

Considering the governing equations, the initial conditions, and the boundary
conditions discussed so far, this system of equations is fully specified if the potential
at the metal surface (Eapp in Table 34.5) is known so that the rate of electrochemical
reactions can be calculated. That is common in case of electroanalytical measurements
(e.g., potentiodynamic sweep) where electrode potential is the controlled parameter.
However, in corrosion rate predictions this parameter (Eapp ¼ corrosion potential) is
generally not known a priori. In that case, an additional relationship is requireddthe
charge conservation at the metal surface. All the cathodic (reduction) currents are
balanced by the anodic (oxidation currents), meaning that the net current resulting
from all j electrochemical reactions is equal to zero (i.e., there is no need for an exter-
nally “applied” current iapp). The charge conservation can be mathematically expressed
as Eq. (34.63).

iapp ¼ 0 ¼
X

j

ij (34.63)

Table 34.10 summarizes all the relevant mathematical equations required to
develop a comprehensive mathematical model as discussed in this section.

34.3.3.4 Numerical solution

The mathematical equations as summarized in Table 34.10 form a set of nonlinear,
coupled, partial differential equations to be solved numerically. With the simple
one-dimensional geometry spanning from the metal surface toward the solution,
typical for uniform corrosion rate calculations, the finite difference method can be
used to solve the equations. This method is commonplace in mathematical modeling
of electrochemical systems [95e97] and have been discussed in detail elsewhere
[85,98].

The partial differential equations are discretized using Taylor’s series approximations,
resulting into a set of algebraic equations. These equations can further be transformed into
a matrix format for convenience. The final solution can then be obtained through various
solution algorithms such as Neman’s “BAND” open source code where the coefficient
matrix is developed and further solved by LU decomposition method [85,98].

In the numerical solution of this set of non-linear differential equations an explicit
time integration approach is sometimes preferred over the implicit methods for
simplicity. However, the nonlinear expressions in the electromigration and chemical
reaction terms, as well as the nonlinear boundary conditions related to electrochemical
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rate calculations, are often the cause of instability of calculations when an explicit
approach was used. A simple remedy is using iterations; although this approach is
mathematically simple, it can be computationally demanding, because it requires a
very fine spatial and temporal resolution to ascertain the convergence of the
calculation.

A more robust approach is based on the use of implicit methods including Taylor
series expansion for linear approximation of the nonlinear terms [2,85]. Although this
approach adds more complexity to the mathematical treatment, it improves stability of
the calculations and enables handling of a variety of different imposed environmental
conditions during corrosion rate calculations. Furthermore, to decrease the computational
errors, higher order approximations of the nonlinear terms can be used along with an
iterative scheme.

Depending on the simulation goals, one may prefer either of these approaches. For
example, if the purpose of the model is to predict a highly transient, short time,
response of the system such as potentiodynamic sweeps, a high temporal resolution
is already required to achieve a reasonable accuracy and therefore, a simple explicit
scheme would be suitable. On the other hand, if the model is developed to predict
long-term corrosion rates, using much larger time steps is the only feasible approach
that would keep the computational time reasonable, which must be done by using im-
plicit methods coupled with higher order approximations and iterative procedures.

Table 34.10 Summary of equations used in the comprehensive
mathematical model

Electrode surface boundary

Ni ¼ �
X

j

sijij
njF

for all electro active species

Ni ¼ 0 for all non-electro active species
X

i

ziCi ¼ 0

iapp ¼ 0 ¼
X

j

ij for unknown electrode potential case

Diffusion layer

vCi

vt
¼ �Di

v

vx

vCi

vx
� v

vx

�
ziDiFCi

RT

vf

vx

�
þ vx

vCi

vx
þ Ri for all species

X

i

ziCi ¼ 0

Bulk boundary and initial condition

Ci ¼ Cb
i for all species

F ¼ 0
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An example of comprehensive mechanistic models for CO2 corrosion of steel was
developed by Ne�si�c et al. [2,23,24]. In addition to current/potential calculation for
each electrochemical reaction, these models can provide the concentration profile
of the chemical species throughout the diffusion layer. Fig. 34.6 illustrates an
example of such calculations at pH 6 and 1 bar (14.5 psi) CO2 [2].

34.3.3.5 Summary

The comprehensive mathematical models reflect the state of the art in the
mechanistic understanding of the uniform CO2 corrosion. These models allow
the simultaneous consideration of all the main physiochemical processes in CO2

corrosion, with each process being described through basic theoretical laws. The
comprehensive models have all the key advantages of the elementary mechanistic
models and much more. The ability of these models to incorporate any number
of homogeneous and surface reactions provides a strong platform for corrosion
rate predictions for more realistic industrial conditions. In particular, the effect
of homogeneous chemical reactions and the complex interaction of the chemical
species in the solution is an essential aspect of CO2 corrosion that remains unre-
solved in the elementary models, making it an exclusive feature of the comprehensive
mechanistic models. Of course, there are still many knowledge gaps with respect to
various aspects of CO2 corrosion; yet these models have the necessary flexibility
to include new/improved understanding of physiochemical processes as they are
uncovered. With such a strong theoretical foundation, these models are well suited
to serve as a basis for future developments. Challenges would include modeling for
higher temperatures and pressures, prediction of localized corrosion, effect of oil/water
wetting, effect of corrosion inhibitors, etc.
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Figure 34.6 Concentration profile of electroactive species at pH 6, 1 bar CO2 (14.5 psi), 20�C
(68�F), pipe with 0.1 m diameter, and 1 m/s flow velocity.
Reproduced with permission from NACE International, Houston, TX. All rights reserved. S.
Ne�si�c, M. Nordsveen, R. Nyborg, A. Stangeland, Paper 40 presented at CORROSION 2001,
Houston, TX. © NACE International 2001.
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However, the comprehensive mathematical models come with their own “price
tag.” These models are mathematically and computationally more demanding and
are more complicated to construct. The numerical solution algorithms, computational
stability, and the calculation time are among the aspects that one needs to consider
when developing these types of models.

34.4 Effect of the corrosion product layer

The CO2 corrosion is often accompanied by corrosion product layer formation at
the metal surface. In the simplest case, at the conditions typical for CO2 corrosion
in transmission lines, this corrosion product layer is dominated by the iron carbonate
deposit. The protectiveness, mechanical properties, and physical properties of this
precipitated layer are affected by numerous parameters such as water chemistry,
environmental conditions such as temperature and fluid flow, steel composition, and
microstructure, etc. [99e107].

The precipitation/dissolution of iron carbonate as demonstrated through the
following heterogeneous chemical equilibrium (Reaction 34.64) is mathematically
described via Eq. (34.65), where Ksp is the iron carbonate solubility product constant
[102].

Fe2þ þ CO2�
3 # FeCO3ðsÞ (34.64)

Ksp ¼ CFe2þCCO2�
3

(34.65)

If the product of the concentration of the dissolved ions exceeds the saturation limit
(Ksp), the formation of iron carbonate precipitation is thermodynamically favored. This
porous deposit may affect the corrosion rate through two main mechanisms:

• Limiting the rate of mass transfer of the chemical species toward and away from the metal
surface, as a physical barrier.

• Reducing the rate of electron transfer reactions by blocking a portion of the metal surface,
making them unavailable as reaction sites.

The formation of a protective iron carbonate layer in CO2 corrosion of steel can
be discussed from both a thermodynamic and a kinetic point of view [99]. A
thermodynamic indicator for the precipitation process is described by the extent of
departure from equilibrium Eq. (34.64), represented by “saturation value” ðSFeCO3Þ
defined as:

SFeCO3 ¼
CFe2þCCO2�

3

Ksp
(34.66)

However, although a high saturation value is an indication of iron carbonate layer
formation, it does not represent the protectiveness quality of the deposit. The latter is
mainly determined by the properties of the iron carbonate layer, such as density,
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porosity, and adherence to the metal surface, which are greatly affected by kinetics of
iron carbonate precipitation [99,106]. Furthermore, the protectiveness of the corrosion
product layer can be influenced by various chemical and mechanical removal processes
[103,108,109].

A more representative measure for the quality of a protective iron carbonate layer
would therefore have to include the kinetic aspects of the layer deposition, in addition
to the thermodynamic feasibility of the layer formation. In this regard, van Hunnik
et al. [99] introduced the so-called “scaling tendency” parameterddescribed by
Eq. (34.67)das a practical measure to assess the protectiveness and sustainability
of an iron carbonate layer [99,100,110]. The authors suggest that, the formation of
an iron carbonate layer does not completely stop the corrosion process, which in
turn causes the existing corrosion product layer to detach from the metal surface
[99,111]. This process, known as “film undermining” [25], affects the adherence, den-
sity, and porosity of the corrosion product layer and ultimately its protectiveness.

ST ¼ RFeCO3ðsÞ

CR
(34.67)

Based on the aforementioned discussion, a scaling tendency of ST[1 suggests that
the undermining is overpowered by the rapidly forming iron carbonate precipitate,
creating a dense protective layer. On the other hand, a scaling tendency of ST� 1
represents the case where the undermining is much faster than the formation of the
corrosion product layer; therefore, only a porous and nonprotective layer may be formed,
even at high saturation values [25,110].

The precipitation rate of iron carbonate in Eq. (34.67) can be described by an
expression in general form of Eq. (34.68) [112].

RFeCO3ðsÞ ¼
A

V
f ðTÞgðSFeCO3Þ (34.68)

where f ðTÞ ¼ e

�
A� B

RT

�

represents the temperature dependence of the rate constant
based on Arrhenius’ law with constants A and B to be determined empirically. The
precipitation rate dependence on saturation value is accounted for by the gðSFeCO3Þ
function that is defined by the mechanism of the precipitation/dissolution reaction. For
an elementary reaction this function can be theoretically expressed as Eq. (34.69) [112].

gðSFeCO3Þ ¼ KspðSFeCO3 � 1Þ (34.69)

This equation is similar to what was proposed by Sun and Nesic [113] indicating
that the precipitation reaction follows a first-order reaction kinetics. Alternative
forms of the function gðSFeCO3Þ, such as the ones introduced by van Hunnik et al.
[99] and Johnson and Tomson [107], may suggest a more complex mechanism for
this reaction (Table 34.11). However, the lack of mechanistic justification of these pre-
cipitation rate equations reduces them to semiempirical expressions with all of their
intrinsic limits. A summary of the expressions for precipitation rate proposed by the
abovementioned references is provided in Table 34.11.
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Table 34.11 Summary of the precipitation rate expressions.

Reference f(T) gðSFeCO3Þ Ksp

Johnson and
Tomson [107]

e

�
54:8��123000

RT

�
Ksp

�
SFeCO3

0:5 � 1
�2

e

�
�36:22��30140

RT

�

van Hunnik
et al. [99]

e

�
52:4��119800

RT

�
KspðSFeCO3 � 1Þ

�
1� SFeCO3

�1
�

Not specified

Sun and Nesic
[113]

e

�
21:3��64851:4

RT

� KspðSFeCO3 � 1Þ [102]

Reprinted with permission from A. Kahyarian, M. Singer, S. Nesic, Modeling of uniform CO2 corrosion of mild steel in gas transportation systems: a
review, Journal of Natural Gas Science and Engineering 29 (2016) 530e549.
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In the case of elementary mechanistic models, the effect of a protective iron carbonate
layer can be accounted for by introducing an additional mass transfer resistance layer
and the blocking effect of the iron carbonate deposit on the charge transfer rates. Under
such circumstances, the current density is calculated using Eq. (34.33), whereas a
composite mass transfer coefficient should be used when calculating the limiting current
densities (Eq. 34.34), to account for the effect of corrosion product layer on the mass
transfer rate of the electroactive species. The composite mass transfer coefficient for
each species (kcomp.) can be obtained via Eq. (34.70).

1
kcomp:

¼ 1
km

þ 1
kd

(34.70)

The term km in Eq. (34.70) is the mass transfer coefficient inside the solution similar
to that discussed in Section 34.3.2.2, whereas kd, is the mass transfer coefficient for
species i inside the porous corrosion product layer. That is essentially the diffusion
through a porous medium with porosity of ε, tortuosity of s, and the thickness of dl,
which can be described as:

kd ¼ εsDi

dl
(34.71)

The effect of slow carbon dioxide hydration reaction on carbonic acid limiting current
density can be included in the calculations in a similar fashion as described in Section
34.3.2.2. However, the mathematical relationships, such as the one derived by Ne�si�c
et al. [76], need to be reworked with a different set of boundary conditions to accommo-
date for the effect of the corrosion product layer.

While this approach can be used to properly reflect the effect of corrosion product
layer, the aforementioned intrinsic shortcoming of the elementary mechanistic models
remains unresolveddi.e. disregarding the homogeneous chemical reactions in the diffu-
sion layer. Additionally, although being simple to implement, this approach further re-
quires that the thickness (dl) and porosity (ε) of a protective iron carbonate layer to be
specified before any corrosion rate calculation (Eq. 34.71). As these parameters
are usually not known, an additional empirical correlation is needed, relating the
properties (protectiveness) of a protective iron carbonated layer to environmental
conditions [23].

Using an approach similar to that discussed above, the comprehensive mechanistic
models can also be adapted to account for the effect of a precipitated corrosion product
layer. An additional mass transfer barrier can be included in these models by considering
a new boundary at the corrosion product layer interface (x ¼ dl), with the boundary
conditions based on the known flux of chemical species. To account for mass transfer
through a porous media, with a porosity ε, the NernstePlanck equation is rewritten
as [2,23]:

vðεCiÞ
vt

¼ �V$
�
ε
3=2Ni

�
þ εRi (34.72)
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where at the x > dl distance away from the steel surface, where there is no iron
carbonate layer, the porosity ε is equal to one. Furthermore, all electrochemical rate
expressions (current densities) are modified by multiplying with surface porosity ε, to
account for the surface blocking effect. Although these models benefit from accurate
surface concentration calculations and account for the homogeneous chemical
reactions, the distribution of porosity in the precipitating iron carbonate layer still
needs to be predefined. In a simplistic approach it could be described by an empirical
function in the same way as it is done for the elementary models [23].

Using a more comprehensive approach, Ne�si�c et al. presented a model for
calculation of porosity distribution in the iron carbonate layer [24,80]. The authors
proposed that the porosity could be calculated using a mass balance for the solid
iron carbonate precipitate as:

vε

vt
¼ �MFeCO3

rFeCO3

RFeCO3 � CR
vε

vx
(34.73)

where the first term is related to precipitation kinetics (Eq. 34.68) and the second
(convective-like) term arises from the undermining effect as described earlier. This
approach is equivalent to using the concept of scaling tendency but one that is based on
local concentrations at the steel surface and in the porous iron carbonate layer, rather
than bulk concentrations. With this approach, the porosity is treated as an additional
variable in calculations and its distribution through the diffusion layer can be obtained
by solving Eq. (34.73) simultaneously with Eq. (34.72) for all the other unknown
variables (e.g., concentration of species).

Fig. 34.7 shows the comparison of the calculated results with the experimental data
obtained in the study by Ne�si�c et al. [25]. The estimated profile of corrosion product
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Figure 34.7 SEM image of the corrosion product layer cross section formed after 10 h at
T ¼ 80�C (176�F), pH ¼ 6.6, PCO2 ¼ 0:54 bar ð7:8 psiÞ, ferrous ion concentration of
250 ppm, and v ¼ 1 m/s. The graph at right shows the calculated porosity profile along the film
thickness of the iron carbonate layer depicted in different shades of gray in similar conditions
where white corresponds to ε ¼ 1 and black is ε ¼ 0.
Reproduced with permission from NACE International, Houston, TX. All rights reserved.
S. Ne�si�c, J. Lee, V. Ruzic, Paper 237 presented at CORROSION 2002, Denver, CO. © NACE
International 2002.

840 Trends in Oil and Gas Corrosion Research and Technologies



layer porosity shows good qualitative agreement with the SEM image, where a dense
precipitate is found with the part closer to the metal surface appearing to be more porous.
However, as discussed by the authors, the estimated corrosion product layer thickness
lacks accuracy at some of the conditions, which could be due to imprecise iron carbonate
deposition kinetics or a removal processes via mechanical destruction as well as
chemical dissolution [103,108,109], which are not considered in that model [25].

34.5 Summary

Uniform CO2 corrosion can now be considered a mature topic in the context of corrosion
science and engineering. The understanding of the underlying physiochemical processes
enables construction ofmechanisticmodels of varying complexity, which can be success-
fully used to aid our understanding of the complex interplay between different parameters
and to predict the corrosion rates. Furthermore, they may serve as a repository of the
current knowledge on the topic, as well as a solid platform for building in new effects
as they are discovered and understood.

While we have come a long way in the past few decades, plenty of challenges lie
ahead. Modeling the effect of high pressure (close to and above the critical point for
CO2) and high temperature (above 100�C) is currently being addressed. Complexities
arising frommultiphase flow affecting water wetting in oil transportation lines and water
condensation in wet gas lines are another major modeling challenge. The effect of H2S,
organic acids, nonideal solutions (due to very high concentrations of dissolved solids),
scaling, underdeposit corrosion, erosionecorrosion, and corrosion inhibition are some
of the new frontiers in CO2 corrosion modeling. A number of research groups around
the world are currently working on many of these issues, and as the understanding
matures, it will find its way into the mechanistic CO2 corrosion models of the future.

A special mention should be given to modeling of localized CO2 corrosion. This is
the ultimately challenging topic lying ahead of us, because there is no single cause or
mechanism governing localized CO2 corrosion. However, some progress has been
made and the solid foundation built in terms of mechanistic CO2 corrosion models
will serve as a good platform for expanding these models to address localized corrosion.

Nomenclature

Symbol Definition

A Surface area (m2)

Ci Concentration of species i (M)

Cb
i

Concentration of species i at bulk (M)

Cs
i Concentration of species i at metal surface (M)

CR Corrosion rate (mm/year)

Continued
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Symbol Definition

Di Diffusion coefficient of species i (m2/s)

Di,ref Diffusion coefficient of species i at reference temperature (m2/s)

E Electrode potential (V)

E0j Standard potential of reaction j (V)

F Faradays constant (C/mol)

DHj Enthalpy of reaction j (kJ/mol)

ij Current density of reaction j (A/m2)

icorr Corrosion current density (A/m2)

inet Net current density (A/m2)

ict Charge transferecontrolled current density (A/m2)

ilim Limiting current density (A/m2)

iapp Applied current density (A/m2)

Kj Equilibrium constant of reaction j

Ksp Solubility product constant (M2)

k0j Rate constant of electrochemical reaction j

k0j;ref Rate constant of electrochemical reaction j at reference temperature

K0
H

Henry’s constant at water saturation pressure (M/bar)

km Mass transfer coefficient in solution (mol/s$m2$M)

kd Mass transfer coefficient in porous deposit (mol/s$m2$M)

kcomp. Composite mass transfer coefficient (mol/s$m2$M)

kf Forward reaction rate constant

kb Backward reaction rate constant

MwFe Molecular weight of Fe (kg/kmol)

MFeCO3
Molecular weight of FeCO3 (kg/kmol)

nj Number of transferred electrons in electrochemical reaction j

Ni Flux of species i (mol/m2$s)

R Universal gas constant (J/K$mol)

PF Poynting correction factor

PCO2ðgÞ Partial pressure of CO2 (bar)

Ptot Total pressure (bar)

P Pressure (bar)
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Symbol Definition

PCO2S
Saturation pressure of CO2 (bar)

Pws Saturation pressure of water (bar)

Ri Reaction rate of species i (M/s)

Re Reynolds number

SFeCO3
Saturation value

Sc Schmitt number

Sh Sherwood number

ST Scaling tendency

sij Stoichiometric coefficient of species i in reaction j

T Temperature (K)

Tref Reference temperature (K)

t Time (s)

ui Mobility of species i (m/s)

V Volume (m3)

fVm
Molar partial volume of CO2(aq)

vx Velocity along x axis (m/s)

x Distance from metal surface (m)

zi Charge of ion i

aj Transfer coefficient of electrochemical reaction j

d Diffusion layer thickness (m)

dd Diffusion layer thickness (m)

dr Reaction layer thickness (m)

dl Corrosion product layer thickness (m)

ε Dielectric constant

ε Porosity

m Water viscosity (kg/s$m)

mref Water viscosity at reference temperature (kg/s$m)

rFe Density of iron (kg/m3)

rw Density of water (kg/m3)

rFeCO3

Density of iron carbonate (kg/m3)

y Kinematic viscosity (m2/s)

f Electric potential inside liquid (V)

Continued
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Symbol Definition

fs Electric potential inside liquid at the metal surface (i.e., ohmic drop) (V)

4CO2
Fugacity coefficient of CO2(g)

s Corrosion product tortuosity

u Angular velocity (rad/s)
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Abbreviations

�/PD Degrees per pipe diameter. A measure of flexibility in pipe coatings subject to
bending

3LPE Three-layer polyethylene. Coating used for pipe
3LPP Three-layer polypropylene. Coating used for pipe
AC Alternating current
ACA Australian Corrosion Association
ACS American Chemical Society
AFM Atomic force microscope
AGA American Gas Association
AIM Asset integrity management
AIMS Asset integrity management system
ANN Artificial neural network
APB Acid-producing bacteria
API American Petroleum Institute
ARO Abrasion resistant overlaydsecondary coating for protection against impact

and abrasion during burial
ASD Acoustic sand detectors
ASME American Society of Mechanical Engineers
ASR Acceptable sand rate
ASTM American Society for Testing and Materials
AUV Autonomous underwater vehicles
AWWA American Water Works Association
bbl/day Barrels per day
BCSR Biocatalytic cathodic sulfate reduction
BHP Bottom hole pressure
BHT Bottom hole temperature
BOD Basis of design
BS&W Bottom sediments and water
BSI British Standards Institute
CAPEX Capital expenditure
CCBP Corrosion control best practices
CCD Corrosion control document
CCT Critical crevice temperature
CD Cathodic disbondmentdcoating delamination arising out of CP exposure
CEM Corrosioneerosion monitor
CEPA Canadian Energy Pipeline Association
CFD Computational fluid dynamicsda modeling technique typically to simulate

flow of fluids



CIP Coating Inspection ProgramdProvided by NACE International
CIPS Close Interval Potential Surveyda technique used to assess the performance of

cathodic protection
CLR Crack length ratio
CLSM Confocal laser scanning microscopy
CM Corrosion manual
CMAS Coupled multielectrode array system
CMIC Chemical microbiology-influenced corrosion
CML Cement mortar liningdconcrete coating for steel pipe internals
CMPs Corrosion management plans
CMS Corrosion management system
CO2 Carbon dioxide, an acid forming, suffocating, heavier than air gas
CP Cathodic protectiondexternally applied current for corrosion control
CPT Critical pitting temperature
CR Computed radiography
CR Corrosion rate (mm/year)
CRA Corrosion resistant alloy
CS Carbon steel
CSA Canadian Standards Association
CSCC Chloride stress corrosion cracking
CTE Coal tar epoxy enamel
CUI Corrosion under insulation. Common external corrosion mechanism of insulated

assets such as pipes, storage tanks etc.
CWC Concrete weight coating. Used to control buoyancy of pipes
DA Direct assessment
DC Direct current
DCVG Direct current voltage gradientda technique that provides information both on

the stability of cathodic protection and performance of the coating
DEG Diethylene glycol
DFT Dry film thickness
DLFBE Dual layer FBE. Two layer coating, both of FBE. Popular for abrasion or UV

environments
EAC Environmentally assisted cracking
ECDA External corrosion direct assessment
ECR Erosionecorrosion resistance
ECTFE Ethylene chlorotrifluoroethylene. A fluorinated polymer
EDS Energy dispersive spectroscopy
EEMUA Engineering Equipment and Materials Users Association
EFC European Federation of Corrosion
EMAT Electromagnetic acoustic transducer
EMIC Electric microbiology-influenced corrosion
EN Electrochemical noise
EOR Enhanced oil recovery
EPA Environmental Protection Agency
EPRI Electric Power Research Institute
EPS Extracellular polymeric substances
ERW Electric resistance welding
ESCC External stress corrosion cracking
ESEM Environmental scanning electron microscope
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FBE Fusion bonded epoxy. Common coating used for line pipe
FCP Flexible composite pipe. Thermoplastic pipe with internal reinforcement
FHWA Federal Highway Administration
FIFRA Federal Insecticide, Fungicide, and Rodenticide Act
FISH Fluorescence in situ hybridization
FJ Field joint (also girth weld). Weld connection between two pipes
FPS Floating production systems
FPSO Floating production storage and offloading
FRP Fiber reinforced plastic FRP
FSM Field signature method
FST Flow suction tanks
GDP Gross Domestic Product
GHB General heterotrophic bacteria
GMAW Gas metal arc welding
GNP Gross National Product
GOR Gaseoil ratio
GRE Glass-reinforced epoxy
GRPP Glass reinforced Plastic Pipe
GW Girth weld (also field joint). Weld connection between two pipes
HAC Hydrogen-assisted cracking
HAZ Heat-affected zone of a weld in which welding heat has altered in microstructure
HDB Hydrostatic design basis
HDD Horizontal directional drillingdcoated pipe string is drawn through a prebored

hole, usually under road crossings, etc.
HDPE High-density polyethylene (used for piping or pipelining)
HE Hydrogen embrittlement
HELP Hydrogen enhanced localized plasticity
HER Hydrogen evolution reaction
HIB Hydrogen-induced blistering
HIC Hydrogen-induced cracking
HID Hydrogen-induced disbonding
HPCC High-performance composite coating. All-powder pipe coating
HpHSCC High pH stress corrosion cracking
HPHT High-pressure high temperature
H2S Hydrogen sulfide, an acid forming, toxic, corrosive gas
HSC Hydrogen stress cracking
HSE Health, safety and environment
HSLA High-strength low alloy
HSS Heat shrink sleevedused as a girth weld protection
HTHPRCE High-temperature, high-pressure rotating cylinder electrode
ICCP Impressed current cathodic protection
ICDA Internal corrosion direct assessment
ID Internal diameter
IGSCC Intergranular stress corrosion cracking
ILI In-line inspection
IMM Inert multipolymeric matrix, is a hybrid coating for CUI control
IMPACT International measures of prevention, application, and economic of corrosion

technologiesda study published by NACE International
IOB Iron-oxidizing bacteria
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IOW Integrity operating window
IPLOCA International Pipe Line & Offshore Contractors Association
IR Infrared thermography
IRB Iron-reducing bacteria
ISO International Organization for Standardization
KPI Key performance indicator
LAT Low application temperature. Refers to coatings that melt at a lower than normal

temperature
LCC Life cycle costing
LE Life extension
LEFM Linear elastic fracture mechanics
LPR Linear polarization resistance
LRUT Long range ultrasonic testing
MAOP Maximum allowable operating pressure
MEA Monoethanolamine
MEG Monoethylene glycol
MFL Magnetic flux leakage
MIC Microbiological induced corrosiondbacteria that cause metal loss
MIG Metal inert gas
MIO Micaceous iron oxidedused as barrier pigment in paints
MNP Most probable numberda method of getting quantitative data of live bacteria in

media
MOB Manganese-oxidizing bacteria
MOC Management of change
MPY Mills per year
MYS Minimum yield strength
NACE National Association of Corrosion Engineers
NBS National Bureau of Standards
NDE Nondestructive examination
NIST National Institute of Standards and Technology
NNpHSCC Near-neutral pH stress corrosion cracking
NPD Norwegian Petroleum Directorate
NRB Nitrate-reducing bacteria
NRIM National Research Institute for Metals
OCP Open-circuit potential
OH&S Occupational health and safety
OPEX Operational expenditure
PAUT Phased array ultrasonic testing
PCE Pressure containing equipment
PCR Pitting corrosion rate
PCR Polymerase chain reaction
PDB Pressure design basis
PDV Present discounted value
PE Polyethylene. Sometimes colloquially “polythene”
PEC Pulse eddy current
PEEK Polyethyl ethyl ketone
PIM Pipeline integrity management
PM Parent material
PO Polyolefin (e.g., polyethylene, polypropylene)
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PP Polypropylene
PP Potentiodynamic polarization
PPC Personnel protection coating
ppm Parts per million
PR Precipitation rate (mol/m2 per s)
PRCI Pipeline Research Council International
PREN Pitting resistance equivalent number
PSA Petroleum Safety Authority
PTFE Polytetrafluoroethylene (chemical-resistant polymer)
PVC Polyvinyl chloride
PWHT Postweld heat treatment
PWMC Preferential weld metal corrosion
QCM Quartz crystal microbalance
qPCR Quantitative polymerase chain reaction
RBI Risk-based inspection
RBMI Risk-based maintenance and inspection
RCA Rotating cylinder autoclave
RCE Rotating cylinder electrode
ROI Return on investment
ROV Remotely operated vehicle
RPCM Ring pair corrosion monitor
RTP Reinforced thermoplastic pipe. Thermoplastic pipe with internal reinforcement
RTR Reinforced thermosetting resin. Usually glass, aramid or carbon fiber in epoxy,

polyester or vinyl ester matrices
SACP Sacrificial Anode Cathodic Protection
SAGD Steam-assisted gravitational drainage
SAW Submerged arc welding
SCC Stress corrosion cracking
SCCDA Stress corrosion cracking direct assessment
SCE Standard calomel electrode
SEM Scanning electron microscopy
SFB Slime-former bacteria
SHE Standard hydrogen electrode
SIC Sprayable insulative coatings
SMAW Shielded metal arc welding
SMYS Specified minimum yield strength
SOB Sulfur-oxidizing bacteria
SOHIC Stress oriented hydrogen-induced cracking
SPAR A generic name for floating production facilities that comprise a vertical

cylindrical buoyant hull.
SRA Sulfate-reducing archaea
SRB Sulfate-reducing bacteria.
SRP Sulfate-reducing prokaryotes
SRU Sulfate-removal package
SSC Sulfide stress cracking
SSPC Society for Protective Coatings Standards
SVEM Scanning vibrating electrode microprobe
SWC Stepwise cracking
SZC Soft zone cracking
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TDS Total dissolved salts
Tg Glass transition temperaturedrigid to flexible transition point
TGB Total general bacteria
THPS Tetrakis hydroxymethyl phosphonium sulfatedit is a water treatment chemical
TIL Thermal insulating layer
TLC Top-of-line corrosion
TMIC/IC Titanium-modified inorganic copolymer/inorganic copolymer, is a hybrid

coating for CUI control
TSA Thermally sprayed aluminium
TSS Total suspended solids
UDC Under deposit corrosion
UNS Unified numbering system
USDA United States Department of Agriculture
UT Ultrasonic testing
UTS Ultimate tensile strength
UWILD Underwater inspection in lieu of dry docking
VCI Volatile corrosion inhibitor
VFA Volatile fatty acids
VHN Vickers hardness number
VIV Vortex Induced Vibration
VOC Volatile organic compounddsolvents used in paint manufacture
VSI Vertical scanning interferometry
WCR Water condensation rate (kg/m2 per s)
WHP Water hole pressure
WHT Water hole temperature
WL Weight loss
WM Weld metal
XPS X-ray photoelectron spectroscopy
XRCT X-ray computed tomography
XRD X-ray diffraction
ZRA Zero resistance ammeter
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‘Note: Page numbers followed by “f” indicate figures, “t” indicate tables.’

A
A-T bonds. See Adenineethymine bonds

(A-T bonds)
Abrasion resistance, 572, 581
Abrasion-resistant overlay (ARO), 572
Accelerated testing, model characterization

based on, 791e794
accelerated chemical aging, 792e793
accelerated long-time strength, 794
accelerated mechanical aging, 793
stress-rupture of E-glass/polyester rods,

795f
Acceptable sand rate (ASR), 352
Acceptance standards, 782
Acetic acid (CH3COOH), 41, 172, 462
Acid gases, 176, 580
Acid-producing bacteria (APB), 191, 197,

490e491, 525t, 527
Acid/chemically induced corrosion, 774
Acoustic sand detectors (ASDs), 352
Acoustic sensors, 479
Acquaintance deficiency, 206
Active ingredients, 551
Active substance (AS), 552e553
evaluation for specific applications,

553e554
evaluation of BP containing approved AS,

554
Activeepassive transition, 444e445
ACULON, 585
Adenineethymine bonds (A-T bonds),

500e501
Adenosine triphosphate (ATP), 198,

548e549
Advantex, 794
AEGIS antimicrobial coating, 586
Aerotolerant organisms, 198
Aerotolerantes, 198
AFM. See Atomic force microscopy (AFM)

Aging, 785
accelerated chemical, 792e793
accelerated mechanical, 793
fiber breakage, 789e791
of GRP pipelines, 788, 790e791
matrix plasticization and swelling, 791
mechanisms and processes, 789e791
weepage, 789

AH36 steel, 254, 255t
AIMS. See Asset integrity management

system (AIMS)
Alcohols, 129
effect on nylons, 637e638

Aldehyde-based chemistries, 494
Alkaline solutions, 638
Alkalinity, 128e129
Alkenes, 33
Alloying elements and microstructure effect,

327e329
Alloys, 351
Aluminium (Al), 32
Aluminum alloys, 193, 201
Aluminum silicones, 420e421
Ambiguity, 243
Amidoethylimidazolines, 179, 179f
Amines, 88
Ammonia (NH3), 41
Amorphous FeS, 119
Amphiphilic inhibitor molecules, 179
Amplification-based methods, 520
Anaerobic Desulfovibrios, 192
Ancillary phenomena, 478, 478t
Anions, 216
Ankerite (Ca(Fe,Mg,Mn)(CO3)2), 434e435
Annual maintenance, 17e18
Annualized value (AV), 15
of cash flow, 18e19

Annular flow, 386
Anode sleds, 598, 598f



Anodic current density, 824
Anodic depolarization mechanism,

202e203
Anodic polarization curves evaluation,

217e219
Anodic reactions, 151e154
Anodic Tafel gradients, 115
Antifouling coatings, 586
Antimicrobials, 502e504
APB. See Acid-producing bacteria (APB)
Aphaltenes, 40
API RP14E, 84
API Specification 5CRA, 79
API Specification 5CT, 79
Appurtenances, 768e769
Aqueous chloride anion (Cle), 174
Aqueous CO2, 807e808
Aqueous species, 172e174

chlorides, 174
H2S, 173
organic acids, 172e173

Archea, 193
ARO. See Abrasion-resistant overlay (ARO)
Aromatics, 33
AS. See Active substance (AS)
ASDs. See Acoustic sand detectors (ASDs)
ASME B31.4:2006 standard, 766
Asphalt, 566
Asphaltenes, 33
ASR. See Acceptable sand rate (ASR)
Asset integrity management system (AIMS),

53, 767
ASTM A923, 617
ASTM D2992, 789, 794
ASTM G205, 42
ASTM G48, 617, 620
Atomic force microscopy (AFM), 194
ATP. See Adenosine triphosphate (ATP)
Attenuation modeling, 598, 598f
Australia, corrosion cost calculation in,

10
Australian Corrosion Association, 10
Autonomous underwater vehicles (AUVs),

596e597
Autotrophs, 198
AUVs. See Autonomous underwater

vehicles (AUVs)
AV. See Annualized value (AV)

B
Bacterial injury, 496e497
Bacteriophages, 504
Basic sediments and water (BS&W), 46
Basis of design (BOD), 349
Battelle-NBS report, 7
BCSR theory. See Biocatalytic cathodic

sulfate reduction theory (BCSR
theory)

BHPMP. See Bis-hexamethylene triamine-
penta(methylene phosphonic) acid
(BHPMP)

Bicarbonate dissociation equilibrium, 812
Bicarbonate ion (HCO3-), 38, 149
Biocatalytic cathodic sulfate reduction

theory (BCSR theory), 203
Biocidal Product Committee (BPC), 554
Biocidal Product Regulation (BPR),

553e554
evaluation of AS for specific applications,

553e554
evaluation of BP containing approved AS,

554
Biocidal products (BPs), 552e553
Biocides, 502e504, 540e544, 555
advanced monitoring techniques, 498e502
advancements, 495
application, 544e549, 547f
biocidal practices for mitigating microbial

problems, 489e491
biocideseclear instructions for safe using,

554e555
limitations, 493e495, 493f, 494t, 497f, 500f
microbial cell injury theory, 495e498, 503f
mode of action, 491e493
monitoring program, 548
next-generation biocide development,

555e559, 556f
nonoxidizing biocides, 541e543
oxidizing biocides, 543e544
regulatory impact on biocide usage,

549e555
EU, 552
United States, 549e552

testing revealing biofilms structure,
495e498, 503f

Biocompetitive exclusion chemistries, 504
Biocorrosion, 193e194
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Biofilms, 199e201, 495e498, 503f
Biofouling, 193, 201, 540
Bis-hexamethylene triamine-

penta(methylene phosphonic) acid
(BHPMP), 441e442

Bisection method, 824
Bisulfide ions (HSe), 115, 121
Bitumen, 33
Bleach. See Hypochlorite
Blistering, 136e137
BOD. See Basis of design (BOD)
BPC. See Biocidal Product Committee

(BPC)
BPD, 553
BPD/BPR implementation process, 553
BPR. See Biocidal Product Regulation

(BPR)
BPs. See Biocidal products (BPs)
“Breakout” technologies, 583e588. See also

Incremental technologies
antifouling coatings, 586
encapsulant materials, 587e588, 588f
“green” coatings, 588
hydrophobic coatings, 585
MIC-resistant coatings, 586
nanotechnology, 585
nonmetallic solutions, 586e587
self-healing coatings, 583e584
self-inspecting coatings, 584e585

BrightWater, 558
Brine chemistry, 39
Brine solution, 232
BS&W. See Basic sediments and water

(BS&W)
Bubble test method, 369
“Buffering effect” mechanism, 160e161
Burst testing of GRP pipe, 795e797
Butanoic acid (C3H7COOH), 41
ButlereVolmer relationships, 156
Butyl rubber, 566
Bypass loop, 475e477

C
c-factor, 84
Calcite (CaCO3), 432
Calcium (Ca), 32
Calcium carbonate, 433
Caliper-caused downhole tubing damage,

90f

Canadian Energy Pipeline Association
(CEPA), 305

Capital cost (CAPEX), 14
Carbon dioxide (CO2), 80e81, 100, 149,

617, 771
“CO2 dominated” environment, 391
dissolution equilibrium, 808
hydration equilibrium, 811
SPPS:CO2 model and erosion resistance,

750e754
top of line corrosion mechanisms, 388e393
corrosion product layer and associated
breakdowns, 390f

cross section analysisemorphology of
large localized features, 390f

localized corrosion features growth
underneath FeCO3 layer, 391f

surface profile analysis, 392f
Carbon requirement, microorganisms

classification based on, 198e199
Carbon steels (CSs), 113e114, 134,

266e267, 341, 343e346, 355e357,
356f, 410, 613, 663, 694

advances in, 615e616
corrosion mitigation, 357
erosion mitigation, 356e357
history and development, 613e614
nonescale-forming mechanism, 345e346,

345f
pipeline material, 273e274, 273f
scale-forming mechanism, 344e345, 344f
SSC avoidance in, 286e288

Carbonate ion (CO3
2-), 149

Carbonateebicarbonate electrolyte for high
pH SCC, 302

Carbonic acid (H2CO3), 149e151, 197, 771
dissociation, 811

Carboxylic acids, 129
Carboxymethyl inulin (CMI), 441e442
Cardinal rule, 610
Cash flow, 16
AV of, 18e19
PDV of, 17e18

Casing, 33
Catalytic mechanism (EC0), 152e153,

827
Cathodic depolarization by hydrogenase,

201e202
Cathodic disbondment (CD), 568e569
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Cathodic polarization, 203
Cathodic protection (CP), 4, 91, 593e594,

774e775. See also Offshore
cathodic protection (Offshore CP)

effect, 327e329
Cathodic reactions, 154e155, 278
CBPC. See Chemically Bonded Phosphate

Ceramics (CBPC)
CCBP. See Corrosion Control Best Practices

(CCBP)
CCCPT. See CUI Cyclic Corrosion Pipe

Test (CCCPT)
CCD. See Corrosion Control Document

(CCD)
CCT. See Critical crevice temperature

(CCT)
CD. See Cathodic disbondment (CD)
CDC biofilm reactors. See Glass bioreactors
cDNA. See Complementary DNA (cDNA)
Cell viability staining, 514e515, 523te524t
Cellular glass, 414e415
Cement mortar (CML), 572
CEPA. See Canadian Energy Pipeline

Association (CEPA)
CH3CH2COOH. See Propionic acid

(C2H5COOH)
Charge transfer rate calculations, 155e156,

157t
Chemical degradation, 632
Chemical environment, 215e216
Chemical inhibition, 252e253
Chemical microbiologically influenced

corrosion (CMIC), 194
Chemical resistance of polymers, 632e640
Chemical treatment for deposits, 379e380
Chemically Bonded Phosphate Ceramics

(CBPC), 583e584
Chemistry, 385
Chemistry leveraging, 505
Chemoautotrophs, 199
Chemoheterotrophs, 198
Chemolithoautotrophs, 198
Chemolithotrophic bacteria, 193
Chemotrophs, 198
Chevron cracking, 259
China, cost of corrosion in, 11
Chloride ions, 38, 216, 230
Chlorides, 174
Chlorine dioxide, 542

1-(3-Chloroallyl)-3,5,7-triaza-1-
azoniaadamantane chloride (CTAC),
542e543

Chromate conversion coatings, 583
Chromium, 288
Chromium alloy, 614
CLAD CRA materials, 620e622
Clad material, 614
Cladded pipe, 401
Cladding, see Insulation jacketing
Clark’s solution, 434
Classical SCC, 295
Classical theory, 664e665
Clean steel technology, 613, 615
Clone library, 519e520, 523te524t
Clone sequencing, 519e520,

523te524t
Closed cell materials. See Impermeable

materials
Closed system, 413
CLR. See Crack length ratio (CLR)
CM. See Corrosion Manual (CM)
CMAS. See Coupled multielectrode array

system (CMAS)
CMC. See Critical micelle concentration

(CMC)
CMI. See Carboxymethyl inulin (CMI)
CMIC. See Chemical microbiologically

influenced corrosion (CMIC)
CML. See Cement mortar (CML)
CeMn pipeline steel, 136
CMPs. See Corrosion management plans

(CMPs)
CMS. See Corrosion management system

(CMS)
CO2 corrosion, 149. See also

Microbiologically influenced
corrosion (MIC); Pitting corrosion;
Sour corrosion

additional aqueous species, 172e174
corrosion product layers, 168e172
crude oil effect, 176e177
electrochemistry of, 150e167
field experiences and key challenges,

181e182
inhibition of, 179e180
localized corrosion, 177e179
multiphase flow effects, 174e176
water chemistry in, 149e150, 150t
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Coal tar enamel (CTE), 564e566, 565t
Coating, 304e305
coating-related factors, 299
solutions, 416e422

epoxies, 419
metallic coatings, 419e420

and surface condition, 299e300
Coaxial lighting, 221
Cobalt-based alloys, 321
COHMAS. See Composite and

Heterogeneous Material Analysis
and Simulation Laboratory
(COHMAS)

Cold cracking. See Hydrogen-induced
cracking (HIC)

“Cold spot” corrosion, 394
Collapsed lines, 652, 652f
Commercial PE-RT raw materials, 644
Commonwealth Department of Science and

Technology, 7
Communication process, 24
Complementary DNA (cDNA), 517
“Completion fluid”, 33
2-Component phenolic epoxies, 416
Composite and Heterogeneous Material

Analysis and Simulation Laboratory
(COHMAS), 789

Composite materials, 787
Composition-related corrosion, 770e772.

See also Flow-related corrosion
carbon dioxide, 771
hydrogen sulfide, 771
oxygen, 772

Comprehensive mathematical model,
equations in, 834t

Comprehensive mechanistic models, 807,
815e816, 826e836

historical background, 827e828
initial and boundary conditions, 832e833
mathematical description, 828e832
numerical solution, 833e835
rate constants for reactions, 831t
reference diffusion coefficients, 822t

Compressor, impact of distance to,
300e301, 308, 309t

Computed radiography (CR), 423e424
Comsol (MultiphysicsFinite Element

software), 793, 798
Concrete weight coatings (CWCs), 401, 566

Condensation
condensed water chemistry, 386e388
process, 386
rate, 692e693

Condition based reassessment, 781e782
Conductive deposits, 366e367
Confidential statement of formula, 551
Congressional Directive, 7
“Consecutive mechanism”, 152e153
Contact angle, 42
Contigs, 521
Continuous corrosion inhibitor injection, 87
Continuous improvement, 28, 64, 64t
Continuous injection of inhibitor, 397
Continuous measures, 784
Continuous monitoring
of erosion, corrosion, or erosionecorrosion,

353e354
sand monitoring, 352

Contractors, 23
Controlled-release corrosion inhibitors

(CRCIs), 585
Convective flow, 828
Conventional epoxies, 419
Conventional PCR, 515e516
Conventional qPCR, 517
Copper (Cu), 32, 321
Corporate management, 22e28, 22f, 55
Corrosion, 54, 249, 341, 388e393, 431,

432f. See also CO2 corrosion; Cost
of corrosion

allowance, 401
assessment, 104
attacks, 123e124
due to carbon dioxide, 460
CO2 top of line corrosion mechanisms,

388e393
control, 101e102
of assets, 593
document, 73e74
downhole corrosion control, 106e108
practices, 16e17

corrosion-inducing organisms, 627
corrosioneerosion cycle, 650
in different scaling tendency brines,

433e438, 433t, 437t
effect, 31, 322
causing agents, 37
composition of produced fluids, 32e33
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Corrosion (Continued)
dissolved gas reservoir, 32f
free gas-cap reservoir, 32f
nonassociated gas reservoir, 32f
oil, water, and gas in reservoir, 31f
oil and gas processing installation, 37f
in oil and gas production, 37e49
production and surface transportation of
hydrocarbons, 33e37

range of crude oil compositions, 34t
range of gas compositions, 34t
transportation of fluids, 35fe36f

effective corrosion control, 431
H2S top of the line corrosion mechanisms,

393
due to hydrogen sulfide, 460
mechanism of mild steel by sulfur/water

suspensions, 242
mitigation, 357
modeling, 472e473
monitoring, 102e103, 471
multiphase pipelines design, 400e403
potential, 824
prediction tools, 614
probe, 402e403
product layer effect, 836e841, 840f
equations in comprehensive
mathematical model, 834t

precipitation rate expressions, 838t
product layers, 168e172
Fe3C, 168e169
Fe3O4, 171e172
FeCO3, 170e171

products, 387
risk assessment, 471e473
science, 666e667
models, 686

sulfur particle size effects on, 241e242
surface roughness in, 233e235
testing, 455
laboratory testing setups, 399e400
methodology development for TLC
assessment, 399e400

standard for volatile inhibition
evaluation, 400

threats, 777e778
trending to close gaps, 399e403

Corrosion Control Best Practices (CCBP),
73e74

Corrosion Control Document (CCD),
73e74

Corrosion engineering models, 673e686
pit initiation, 675e677
pit propagation, 677e685
Stage 1, 674e675
Stage 2-surface layers, 675
stages of pitting corrosion to, 674f
validation of localized pitting corrosion

model, 684t
Corrosion inhibition, 86e90, 402
Corrosion inhibitors, 243, 368e369, 378,

455, 456t
availability, 479
corrosion inhibition testing in systems

experiencing erosion corrosion,
459e460

molecules, 179
multiphase flow simulations, 455e456
pitting corrosion, 460e461
purpose of testing, 455
testing to preventing corrosion in

multiphase flow with high shear,
456e459

top-of-the-line corrosion inhibitor testing,
462e463

under-deposit corrosion, 461e462
Corrosion management, 481
comparison of corrosion-management

approaches, 75t
corrosion control document, 73e74
cost saving through, 20e22
current status and future development,

74e76
DA process, 72e73
financial tools, 12e20
5-M methodology, 54e67
incorporating into corporate management

systems, 22e28
integrity operating windows, 73
oil and gas industry, 53
purposes for buy-in, 29t
RBI, 72
strategies for successful, 29e30
two-by-two matrix, 21f
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Corrosion management plans (CMPs), 28
Corrosion management system (CMS), 3, 12
Corrosion Manual (CM), 73e74
Corrosion rate (CR), 116, 275e276, 506,

694, 824
corrosion rateepredictive models, 807
FeS layers effect on, 115e116, 117f

Corrosion resistant alloy (CRA), 102, 288,
401, 442, 703, 769

erosionecorrosion of, 347
Corrosion under insulation (CUI), 409, 563
corrosion rate of steel in water at different

temperatures, 414f
CUI failures, 410e411, 412f

nondestructive inspection techniques to
preventing, 423e425

current understanding and industry
knowledge, 411e422

ESCC, 410
inspection ports, 409e410
knowledge gaps and future trends,

425e427
mechanism, 411e413
Simulation test, 429
sources of water, 409

Corrosion-resistant alloys (CRAs), 84, 149,
315, 321, 342, 358, 378, 613, 613f,
663

CLAD CRA materials, 620e622
for critical service conditions, 617e620
erosionecorrosion deterioration, 342
history and development, 613e614
sulfur content effect on HIC, 616f

Corrosive species, 158
Corrosivity
of CO2 systems, 81
of oil, 40e43

Cost of corrosion, 3
corrosion management

cost saving through, 20e22
financial tools, 12e20
incorporating into corporate management
systems, 22e28

economic sectors, 13f
global, 12
methodologies to calculating, 3e5
review of published studies, 5e11

Australia, 7, 10
China, 11

India, 10
Japan, 6, 8
Kuwait, 7e8
Saudi Arabia, 9e10
United Kingdom, 6
United States, 5e7, 9e11
West Germany, 6

Coupled multielectrode array system
(CMAS), 367, 372e373, 372f

Coupled specimen, experiments on,
370e373

CMAS, 372e373
inert deposit test methods, 370e371

Coupon surface, 434, 435fe436f
CP. See Cathodic protection (CP)
“CP compatible” tapes, 570e572
CPT. See Critical pitting temperature (CPT)
CR. See Computed radiography (CR);

Corrosion rate (CR)
CRA. See Corrosion resistant alloy (CRA)
Crack dormancy, 725e726
Crack growth
modeling
of Stage-2 crack growth rate, 738e740
of threshold, 732e738, 733f

rate, 712t, 713f
Crack initiation and growth, SCC, 707e722
of high-pH stress corrosion cracking,

708e713
interactive behavior of, 717e722
load historyedependent interactions,
717e721

time-dependent/frequency-dependent
interactions, 721e722

of near-neutral pH SCC, 714e717
Crack initiation and growth modeling,

722e729
of HpHSCC, 723e725
of NNpHSCC, 725e729

Crack length ratio (CLR), 290
Crack velocity, 709
Cracking, 257, 288
CRAs. See Corrosion-resistant alloys

(CRAs)
CRCIs. See Controlled-release corrosion

inhibitors (CRCIs)
Crevices, 773
attacks, 124e125, 126f
corrosion, 124, 215, 772e773
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Critical anode current density (Icrit), 219
Critical crevice temperature (CCT),

223e226
Critical micelle concentration (CMC), 179
Critical pit stability, 228e229
Critical pitting temperature (CPT), 223e226
Cross-linked polyethylene (PEX), 628e629

PEX-a, 645
PEX-b, 645
pipe, 645

Cross-linking, 644
Crude, 33
Crude oils, 33, 42e43

compositions, 34t
crude oilebrine system, 39
effect, 176e177
sediments in, 46e47

Crystal structures, 117
CSs. See Carbon steels (CSs)
CTAC. See 1-(3-Chloroallyl)-3,5,7-triaza-1-

azoniaadamantane chloride (CTAC)
CTE. See Coal tar enamel (CTE)
Cubic FeS, 388
CUI. See Corrosion under insulation (CUI)
CUI Cyclic Corrosion Pipe Test (CCCPT),

428
Current cost of corrosion, 15
Current density, 218, 227f
Current flow, 593
Currentepotential relationships, 832
CWCs. See Concrete weight coatings

(CWCs)
Cyclic polarization, 443e444, 444f
Cyclic reaction, 516

D
DA. See Direct assessment (DA)
DAPI. See 4’,6-Diamidino-2-phenylindole

(DAPI)
Data organization, 481
Data requirements, 551
Dazomet, 491e492, 494e495
DBNPA. See 2,2-Dibromo-3-

nitrilopropionamide (DBNPA)
DCTs. See Direct chemical triggers (DCTs)
de Waard corrosion model, 614
Dead legs, 97
Decoupled anode sleds, 610e611, 611f
Degradation, 203e206, 205t

Delayed cracking. See Hydrogen-induced
cracking (HIC)

Denaturing gradient gel electrophoresis
(DGGE), 500e501

Depolarization theory, 202
Derjagin, Landau, Verwey, Overbeek theory

(DLVO theory), 200
Design based reassessment, 782
Design life, 765, 768
of asset, 765e766
economic, 766

Design service life, 17
Desulfovibrio desulfuricans (D.

desulfuricans), 194
Desulfovibrio genus, 194
Detection methods, 208
Deterioration, 203e206, 205t
Deutschmarks (DM), 6
Development of standards, 209
Dewing, 389, 391, 399e400
corrosion, 176

DGGE. See Denaturing gradient gel
electrophoresis (DGGE)

4’,6-Diamidino-2-phenylindole (DAPI),
514e515, 523te524t

staining technique, 526e527
2,2-Dibromo-3-nitrilopropionamide

(DBNPA), 491e492, 494, 541e542
Dielectric tapes/wraps, 566e567, 567f
Diffusion
diffusion-controlled cathodic process, 119
model approach, 116
“through-the-thickness”, 792

4,4-Dimethyloxazolidine (DMO), 492e495,
542e543

Direct assessment (DA), 53e54, 72e73
Direct chemical triggers (DCTs), 137
Direct costs, 5, 17
Direct intrusive monitoring. See also

Indirect methods
electrochemical methods for, 475, 476t, 477
physical methods for, 474, 475t

“Direct reduction” mechanism, 161
Direct techniques, 474
Directeindirect cost model, 4e5
Dislocation interaction, 318
Displacement fluids, 90e91
Dissimilatory sulfite reductase (DSR),

513e514
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Dissolution growth curve, 714e715
Dissolved gas reservoir, 32f
Dissolved hydrogen, 258
Dissolved salt anions, 215e216
Dissolved salts/salinity, 128
Distributor registrations. See Supplemental

registrations
DLVO theory. See Derjagin, Landau,

Verwey, Overbeek theory (DLVO
theory)

DM. See Deutschmarks (DM)
DMO. See 4,4-Dimethyloxazolidine (DMO)
DNA, 520
DNA-based sensing technology, 522
fragments, 519
sequence, 521

DNV-OS-F101:2014 standard, 766
DNVGL Recommended Practice O501,

351e352
Documentation, 27
of extending service life, 783

Double-stranded DNA (dsDNA), 514
Downhole, 652
Downhole corrosion, 105e108. See also

Internal corrosion
API RP14E, 84
caliper-caused downhole tubing damage,

90f
comparison of costs for prevention

methods, 90e91
control, 106e108
control of external corrosion, 91
corrosion inhibition, 86e90
corrosion management of downhole

environment, 79e80
development of trunkline corrosion, 80f
downhole internal coatings and nonmetallic

materials, 91
downhole material selection, 106
environmental cracking, 84e86
flow enhanced corrosion, 82f
principle corrosive agents in production

fluids, 80e84
template table, 107te108t

Downhole tubulars, RTP used in, 649
Drilling, 33
muds, 503

Droplets, 386
transport, 399

dsDNA. See Double-stranded DNA
(dsDNA)

DSR. See Dissimilatory sulfite reductase
(DSR)

Dual-layer coatings, 568
Duplex lines, 613
Duplex stainless steel, 617, 619t

E
E-Glass, 794, 798
E/CRC. See Erosion/Corrosion Research

Center (E/CRC)
EAC. See Environmentally assisted cracking

(EAC)
EC0. See Catalytic mechanism (EC0)
ECHA. See European Chemical Agency

(ECHA)
“Economic design life”, 766
Economics, 577
Economy, 563
ECR. See Erosionecorrosion resistance

(ECR)
ECTFE. See Ethylene-

chlorotrifluoroethylene (ECTFE)
Eddy current measurements, 477
Edge attacks, 124e125, 126f
EDS. See Energy dispersive spectroscopy

(EDS)
EFC. See European Federation of Corrosion

(EFC)
Effective corrosion control, 431
Efficiency, 578
Effluent water, 39
EinsteineSmoluchowski relationship, 829
Electric Power Research Institute

(EPRI), 9
Electric resistance welding (ERW), 249,

251e252
Electric-chemical probes, 403
Electrical conductivity, 120
Electrical continuity issues, 609e610
Electrical field signature mapping,

479e480
Electrical microbiologically influenced

corrosion (EMIC), 194
Electrical resistance (ER), 348, 366,

459e460
disadvantage of ER probes, 354
probes, 475
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Electrochemical methods, 172
to determining pitting potential, 217e226,

217t
anodic polarization curves evaluation,
217e219

CPT and CCT, 223e226
pit depth, 219e222, 221f
repassivation potential measurements,
219, 220f

for direct intrusive monitoring, 475, 476t
Electrochemical models, 667e673
Electrochemical noise (EN), 348, 475, 477
Electrochemical potential and temperature,

298e299, 304
Electrochemical reactions, 114e115

anodic reactions, 115
cathodic reactions, 115
redox reactions, 806t

Electrochemical science
models, 686
science-based models, 56

Electrochemical techniques, 268, 443
Electrochemical tests, 88
Electrochemistry, 114e116, 385, 459e460

of CO2 corrosion, 150e167, 151t
anodic reactions, 151e154
cathodic reactions, 154e155
charge transfer rate calculations,
155e156, 157t

homogeneous reactions effect, 158e164
mass transfer effect, 164e167

Electrode potential, 824
Electrolyte composition effect in pitting

corrosion
pitting in electrolytes containing sulfur,

232e233
pitting in halide solutions, 231e232

Electromagnetic acoustic transducer
(EMAT), 272e273

Electromagnetic casingecorrosion
evaluation tool, 479e480

Electromigration, 828
“Electroneutrality” constraint, 831
Elemental sulfur, 241e242

effects of, 130e134
Elementary mechanistic models, 807, 815,

817e826
current potential relationships for reactions,

820t

electrochemical parameters for
relationships, 821t

historical background, 818e819
mathematical description, 819e825
protective iron carbonate layer effect, 839

EMAT. See Electromagnetic acoustic
transducer (EMAT)

Embrittlement, 273e274
EMIC. See Electrical microbiologically

influenced corrosion (EMIC)
Empirical models, 807
EN. See Electrochemical noise (EN)
Encapsulant materials, 587e588, 588f
Energy
microorganisms classification based on

energy requirement, 198e199
service processors, 552

Energy dispersive spectroscopy (EDS),
46e47

Enforcement, 552
Engineering procurement and construction

companies (EPCs), 427
Environmental conditioning, 788e789
aging of GRP pipelines, 788, 790e791
prediction of long-term properties in

standards, 788e789
pressure testing of GRP pipe after,

795e797
Environmental cracking, 84e86
Environmental Protection Agency (EPA),

549
Environmentally assisted cracking (EAC),

250, 256, 773e774
EPA. See Environmental Protection Agency

(EPA)
EPCs. See Engineering procurement and

construction companies (EPCs)
Epoxies, 419
phenolics, 420

EPRI. See Electric Power Research Institute
(EPRI)

EPS. See Extracellular polymeric substances
(EPS)

EPS matrix. See Exopolysaccharide matrix
(EPS matrix)

ER. See Electrical resistance (ER); Erosivity
(ER)

Erosion, 341e342, 772
mitigation, 356e357
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Erosion/Corrosion Research Center (E/
CRC), 357e358, 749

Erosional velocity criteria from API RP 14E,
351

Erosionecorrosion, 341e342, 772. See also
Pitting corrosion

Arrhenius’s equation constants, 759t
corrosion inhibition testing in systems

experiencing, 459e460
emerging trends in erosionecorrosion

modeling and prediction, 760e761
knowledge gaps and future research trends,

359e360
management, 358e359, 358f
mechanisms, 343e349

carbon steel, 343e346
corrosion-resistant alloys, 346e349

mechanistic models, 749
mitigation, 355e358
monitoring, 352e355
prediction mechanistic model, 756e759
principle of multiphase erosionecorrosion

model, 757f
processes in oil and gas production,

341e342
risk assessment/modeling, 349e352
SPPS erosion model, 750
SPPS:CO2 model and erosion resistance,

750e754
SPPS:E-C model validation, 759e760
threshold velocity model, 755e756

Erosionecorrosion resistance (ECR), 755
Erosivity (ER), 755e756
ERW. See Electric resistance welding

(ERW)
ESCC. See External stress corrosion

cracking (ESCC)
Ethylene-chlorotrifluoroethylene (ECTFE),

580
EU. See European Union (EU)
European Chemical Agency (ECHA),

554
European Federation of Corrosion (EFC),

271, 427e428
European Union (EU), 549, 552e555
AS, 553
biocideseclear instructions for safe using,

554e555
BP, 553

BPR, 553e554
regulatory framework, 553

Evaluation methodologies, 207e209
detection and monitoring methods, 208
future research significances, 209
microbiology, 207e208
modeling and prediction, 209
procedures and standardization, 209

Exopolymeric substances, 191
Exopolysaccharide matrix (EPS matrix), 491
Extended design life, 768
Extended DLVO theory, 200
Extended Rault’s law, 149e150
Extending service life. See also Life

extension (LE)
documentation, 783
implementation, 784
methodology for, 766e784
needs for future work, 784e786
reassessment process, 780e783, 780f

External communication, 24e25
External corrosion
control, 91
threats, 774e775. See also Internal

corrosion threats and LE
External stress corrosion cracking (ESCC),

410
Extracellular polymeric substances (EPS),

191
Extraneous reactions, 491

F
Fabricated articles, 640
Facultative aerobes, 198
Facultative anaerobes, 198
Failed fiber-reinforced plastic liner, 652,

653f
Failure modes, 342
Fatigue role, 715
FBE. See Fusion-bonded epoxy (FBE)
Fe(HS)2, 119
Federal Insecticide, Fungicide, and

Rodenticide Act (FIFRA), 549
FennoCide TR44, 503e504
Ferric chloride test, 617
Ferric iron (Fe3+), 195, 438
Ferritic alloy, 617
Ferritic-Widmanst€atten structure, 135
Ferrous iron (Fe2+), 193, 195, 438

Index 867



Ferrous sulfides (FeS), 193e194
films, 216
formation mechanism, 388

FexSy. See Iron sulfide (FeS)
FHWA. See US Federal Highway

Administration (FHWA)
Fiber breakage, 789e791
Fiber-reinforced plastic composites (FRP

composites), 629e630, 649
Fick’s law, 792e793
Field application monitoring of phenomena

associated with corrosion, 478e479
Field data comparison with model prediction

and, 701e702
accuracy of field data, 701
analysis of ILI data, 701e702
model predictions, 701

Field joint coatings (FJ coatings), 574e576,
574f, 575te576t

HSS, 576, 577f
3LPO FJ coatings, 582e583

Field signature method (FSM), 403
FIFRA. See Federal Insecticide, Fungicide,

and Rodenticide Act (FIFRA)
Film forming, 179
Financial evaluation, 783
Financial tools, corrosionmanagement, 12e20

AV of cash flow, 18e19
cash flow, 16
corrosion control practices, 16e17
current cost of corrosion, 15
past trends, 20
PDV of cash flow, 17e18

“Fine-tuning” of alloys, 617
Fingerprinting methods, 500e501
Firmicutes, 193
FISH. See Fluorescent in situ hybridization

(FISH)
5-M methodology, 54e67

case histories, 65e67
elements, 54e57
implementation, 57e64
scoring KPI, 64

Fixed structures. See also Floating
production systems (FPS); Offshore
pipelines; Subsea production
systems

anode pod structure attached with clamps,
605f

dual clamp on anode, 605f
history, 601e603
Inspection and monitoring, 603e604
life extension, 604e606
platform anode with core design to prevent

snagging, 602f
polarization monitor measures potential and

current density, 604f
short-life anodes strings, 606f

FJ coatings. See Field joint coatings (FJ
coatings)

Floating production storage and offloading
(FPSOs), 596e597, 609

Floating production systems (FPS),
596e597, 606e607. See also Fixed
structures; Offshore pipelines;
Subsea production systems

history, 606e608
inspection and monitoring, 608
life extension, 608e609
new developments, 608

Flow
assurance, 611
cytometry, 502, 517e518, 523te524t, 546,

547f
enhanced corrosion, 82f
flow-assisted corrosion, 772
flow-related corrosion, 772. See also

Composition-related corrosion
loops, 459
testing, 462e463

modeling, 472e473
pattern map, 174
rate, 100
regime, 353, 385e386
map, 174

velocity, 47e48, 128
control, 357

Flow Suction Tanks (FST), 105
Fluid mechanics, 385
Fluorescent in situ hybridization (FISH),

499, 514e515, 523te524t,
526e527

Foam matrix, 398
Foam-glass. See Cellular glass
Formic acid (HCOOH), 41, 172
Fouling, 586
FPS. See Floating production systems

(FPS)
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FPSOs. See Floating production storage and
offloading (FPSOs)

Free gas, 31
Free gas-cap reservoir, 32f
FREECORP, 824
FRP composites. See Fiber-reinforced

plastic composites (FRP composites)
FRP/GRE pipe, 645e646
FSM. See Field signature method (FSM)
FST. See Flow Suction Tanks (FST)
Fugacity coefficient, 811
Full coverage deposit, 374e376
Functionality, 563
Fusion welding techniques, 249e250
Fusion-bonded epoxy (FBE), 567e568,

568f
LAT, 579

G
G-C bonds. See Guanineecytosine bonds

(G-C bonds)
Gallionella ferruginea (G. ferruginea), 195
Galvanic
corrosion, 124, 250e251, 774
effects, 368, 370
probes, 477

Galvanically coupled hydrogen stress
cracking (GHSC), 86

Gas metal arc welding (GMAW), 249
Gas(es), 100
compositions, 34t
evolution in pits, 231
hydrate inhibitors, 129e130
MIC consequences in gas industry,

203e206
microorganisms in, 192e197
permeation, 633e634
pipelines, 274
transmission pipeline, 67, 71f

Gaseoil ratio (GOR), 272, 614
GDP. See Gross domestic product (GDP)
General corrosion, 123, 237, 461
Genetic hybridization methods, 499e500
GeoChip, 518
GHSC. See Galvanically coupled hydrogen

stress cracking (GHSC)
Girth welds (GWs). See Field joint coatings

(FJ coatings)
Glass bioreactors, 545

Glass fiber types, 629e630
Glass reinforced epoxy (GRE), 787
Glass reinforced plastic pipes (GRP pipes),

787, 787f
aging, 788, 790e791
pressure testing after environmental

conditioning, 795e797
simulation of remaining strength, 798e800
weepage on outer surface, 790f

Glass transition temperature (Tg), 567
Glass-reinforced epoxy (GRE), 101,

629e630
Glutaraldehyde, 493, 494t, 541e542
Glycols, 129
GMAW. See Gas metal arc welding

(GMAW)
GNP. See Gross national product (GNP)
GOR. See Gaseoil ratio (GOR)
Gravimetric corrosion, 116
Gravity forces, 386
GRE. See Glass reinforced epoxy (GRE);

Glass-reinforced epoxy (GRE)
Green-fluorescent nucleic acid dye, 514
“Green” coatings, 588
Greigite (Fe3S4), 120e121, 130
Grit blasting, 299e300
Grooving corrosion, 251e252
Gross domestic product (GDP), 3
Gross national product (GNP), 4
GRP pipes. See Glass reinforced plastic

pipes (GRP pipes)
Guanineecytosine bonds (G-C bonds),

500e501
Guided ultrasonic lamb, 477

H
HAc. See Acetic acid (CH3COOH)
HAC. See Hydrogen-assisted cracking

(HAC)
“Half-reaction”, 806e807
Halide(s), 414e415
anions, 230
hydrogen ions concentrations in pit growth,

230
pitting in halide solutions, 231e232

HAZ. See Heat affected zone (HAZ)
HDB. See Hydrostatic design basis (HDB)
HDPE. See High-density polyethylene

(HDPE)
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HE. See Hydrogen embrittlement (HE)
Heat affected zone (HAZ), 249e250, 260f
Heat and mass transfer, 385
Heat shrink sleeves (HSSs), 568
Heat transfer theory, 690
HELP. See Hydrogen-enhanced localized

plasticity (HELP)
Henry’s constant, 149e150

of CO2 dissolution, 808
HER. See Hydrogen evolution reaction

(HER)
Heteroatom compounds, 33
Heterotrophs, 198
Heyrovsky step, 154
HIC. See Hydrogen-induced cracking (HIC)
HID. See Hydrogen-induced disbonding

(HID)
High pressure high temperature (HPHT),

431e432
corrosion
in different scaling tendency brines,
433e438, 433t, 437t

and scale, 431, 432f
current knowledge gaps and future research

trends, 448
effective corrosion control, 431
iron-containing scales solubility, 438e441
oil and gas production systems, 432
pitting corrosion potential at high

temperatures, 442e448
robust corrosion management plan

development, 431e432
scale inhibition at high temperatures,

441e442
High-density polyethylene (HDPE), 628,

631f, 633
permeation effects in, 633e634

High-performance composite coating
system (HPCC system), 579e580

High-pH SCC (HpHSCC), 295, 297f, 707.
See also Near-neutral pH SCC
(NNpHSCC)

carbonateebicarbonate electrolyte for, 302
characteristics, 295e297
cracking environment, 297e300
coating and surface condition, 299e300
electrochemical potential and
temperature, 298e299

stress, 300, 301t

impact
distance to compressor or pump station,
300e301

pipeline age, 302
modeling of crack initiation and early stage

crack growth, 723e725
time-dependent film formation in, 721e722

High-pH stress corrosion cracking, initiation
and growth of, 708e713

High-shear single-phase test apparatus, 457,
458t

High-strength low-alloy (HSLA), 265e267
advances in, 615e616

High-strength steels, 320
High-temperature, high-pressure rotating

cylinder electrode (HTHPRCE),
675e676

High-throughput 16S/18S ribosomal DNA
sequencing, 208

Hoar method, 4
Hoar report, 6
Homogeneous reactions effect, 158e164
HPCC system. See High-performance

composite coating system (HPCC
system)

HpHSCC. See High-pH SCC (HpHSCC)
HPHT. See High pressure high temperature

(HPHT)
HSC. See Hydrogen stress cracking (HSC)
HSLA. SeeHigh-strength low-alloy (HSLA)
HSSs. See Heat shrink sleeves (HSSs)
HTC cell, 428e429
HTHPRCE. See High-temperature, high-

pressure rotating cylinder electrode
(HTHPRCE)

Hungry water, 401
Hydrates, 581
Hydride(s), 317e318
formation, 318

Hydrocarbon(s), 31, 192
chemistry, 42
condensate, 392e393
effect on nylons, 637
hydrocarbon/water co-condensation,

396
production and surface transportation of,

33e37
Hydrodynamic factors, 457
Hydrofracturing, 506e507
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Hydrogen (H2), 100, 193e194, 258e259
atoms, 315
effect types, 325t
enhanced plasticity, 318
evolution, 115
flux, 321e322, 477
H2O/CO2/H2S system, 386e387
hydrogen-facilitated

dissolution, 729
fatigue growth curve, 715

permeation monitors, 477
reduction, 115
role, 715
solubility of, 259f

Hydrogen damage, 315
forms in materials, 316f
HAC, 321e334
HE, 321e334
knowledge gaps and research trends,

335e336
in steels, 323f
types, 317e321

corrosion-resistant alloys, 321
stainless steels, 320e321
steels, 319e320, 320f

Hydrogen embrittlement (HE), 315, 317,
319, 321e334

effect
alloying elements and microstructure,
327e329

cathodic protection, 327e329
corrosion, 322
H2S, 322e324, 324f

environmental factors, 321e322
failure modes in steels, 318f
forms, 318

Hydrogen evolution reaction (HER), 119
Hydrogen ion (H+), 149
Hydrogen stress cracking (HSC), 319
Hydrogen sulfide (H2S), 100, 113, 173,

192e194, 196, 272, 276, 319, 771,
805

effect, 322e324, 324f
hydrogen sulfideedominated systems, 83
molecules, 119
partial pressure effect, 126e128, 127f
permeation of, 291
effect of pH on dissociation of, 274f
TLC mechanisms, 393

Hydrogen-assisted cracking (HAC), 316,
321e334

effect
alloying elements and microstructure,
327e329

cathodic protection, 327e329
corrosion, 322
H2S, 322e324, 324f

environmental factors, 321e322
Hydrogen-enhanced localized plasticity

(HELP), 722
Hydrogen-induced cracking (HIC), 98, 250,

257e263, 271, 319, 332f
case studies, 260e263
prevention, 263
solubility of hydrogen, 259f
weld metal cracks, 260f

Hydrogen-induced disbonding (HID),
263e264

Hydrogenase, cathodic depolarization by,
201e202

Hydrolysis, 629, 635
of PA11 and PA12, 636
PA6 and PA6.6, 635e636

Hydrophobic coatings, 585
Hydrostatic design basis (HDB), 632
Hydrostatic testing, 311
Hydrosulfide ion (HSe), 282
Hydroxide ion (OH-), 152e153
Hypochlorite, 543e544

I
ICCP. See Impressed current cathodic

protection (ICCP)
ICPs. See Inherently conducting polymers

(ICPs)
ICTs. See Indirect chemical triggers (ICTs)
ID. See Inner diameter (ID)
ILI. See In-line inspection (ILI)
Imidazolines, 88
IMPACT. See International Measures of

Prevention, Application, and
Economic of Corrosion
Technologies (IMPACT)

Impermeable materials, 415
Implementation of extending service life,

784
Impressed current anode systems, 606,

607f
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Impressed current cathodic protection
(ICCP), 105, 594e595, 595f, 599,
607

Improved coatings, 597e598
IMR format. See Inspection, maintenance,

and repair format (IMR format)
In-line inspection (ILI), 103e104, 182,

311e312, 394, 699e700
analysis of ILI data, 701e702
field condition analysis, 702
ILI data analysis, 702

tool, 272e273
Incidents/modifications, 776
Inconel, 623te624t
Incremental technologies, 578e583. See

also “Breakout”; technologies
abrasion resistance, improved, 581
advances in
preparation and application, 582
in testing and standards, 583

chemical resistance, improved, 580
flow properties, improved, 580e581
HPCC system, 579e580
improved heat and pressure resistance,

578e579
insulation, improved, 581e582, 582f
LAT FBE, 579
3LPO FJ coatings, 582e583
mechanical properties, improved, 581

India, cost of corrosion in, 10
Indirect chemical triggers (ICTs), 137
Indirect costs, 5
Indirect methods, 474
Individual specimen, experiments on,

373e377
full coverage deposit, 374e376
partial coverage deposit, 376e377

Inert deposits, 364e366, 370e371
Inert ingredients, 551
Infrared absorption, 120
Infrared thermography (IR thermography),

423e424
Inherently conducting polymers (ICPs), 584
Inhibition of CO2 corrosion, 179e180
Inner diameter (ID), 646
Innovation, 577e578
Inorganic

acids, 197
biocides, 492

chemicals effect on nylons, 638
deposits, 363
hybrids, 421

Inorganic zinc (IOZ), 411
Inputeoutput economic model (IO

economic model), 4e5, 7
Inspection, 103e104
data, 775e776, 777t

Inspection, maintenance, and repair format
(IMR format), 605f

Insulation
coatings, 421e422
jacketing, 415e416
solutions, 414e415, 415f

Integrity
of asset, 767
management, 53

Integrity operating windows (IOW), 53e54,
73, 74f, 775

Intelligent pigging, 103e104, 402e403
Interaction energy approach, 200
Interfacial
phenomena, 48
tension, 48

Intermicrobes’ interactions, 209
Intermittent flow, 386
Internal
coating, 401
communication, 24
hydrogen pressure, 318
pitting corrosion, 663

Internal corrosion. See also Downhole
corrosion

onshore gas pipelines, 98
onshore multiphase pipelines, 98e99
onshore oil pipelines, 96e97
dead legs, 97
low flow rate, 97
shut downs, 97

Internal corrosion threats and LE,
770e774. See also External
corrosion threats

composition-related corrosion, 770e772
environmentally assisted cracking,

773e774
flow-related corrosion, 772
other causes, 774
surface deposit-related corrosion,

772e773
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Internal Plastic Coating (IPC), 580e581
International Measures of Prevention,

Application, and Economic of
Corrosion Technologies (IMPACT),
3, 10e11, 783

International Standards Organization (ISO),
427

documents, 271
ISO 13623:2009 standard, 766
ISO 15156, 85, 85f, 273e274, 284
ISO 31000 standard, 25
ISO/TS 12747:2011 petroleum and natural

gas industries, 765
Intrusive types, 102
IO economic model. See Inputeoutput

economic model (IO economic
model)

IOB. See Iron-oxidizing bacteria (IOB)
IOW. See Integrity operating windows

(IOW)
IOZ. See Inorganic zinc (IOZ)
IPC. See Internal Plastic Coating (IPC)
IR thermography. See Infrared

thermography (IR thermography)
IRB. See Iron-reducing bacteria (IRB)
Iron (Fe), 32
dissolution, 115
oxidation, 151, 411e412

Iron carbide (Fe3C), 168e169, 346
Iron carbonate (FeCO3), 170e171, 173,

344, 387, 750, 836
Iron interstitials (FeO

- ), 119
Iron oxide (Fe3O4), 171e172
Iron sulfide (FeS), 113, 117, 118t, 120, 172,

277, 277f, 366, 387e388, 439e440,
440t

amorphous FeS, 119
corrosion by, 278t
films formation, 83, 276e277, 277f
layers effect on corrosion rate, 115e116,

117f
polymorphs, 216, 243

pitting corrosion and, 237e240, 239t
regeneration, 278t
scales, 351
types formation during sour corrosion,

121e123

Iron-containing
minerals, 438
scales solubility, 438e441
FeS, 439e440, 440t
Magnetite, 440e441
siderite, 438e439

Iron-oxidizing bacteria (IOB), 191,
194e195, 525t, 527

Iron-reducing bacteria (IRB), 191,
195e196, 527

ISO. See International Standards
Organization (ISO)

J
Japan, cost of corrosion, 6, 8
Jet impingement devices, 457
Joint NACE/ISO standard MR0175/ISO

15156, 771

K
KAUST. See King Abdullah University of

Science and Technology (KAUST)
Key performance indicators (KPIs), 57, 58t,

86e87, 546
to context of corrosion control, 58t
for continuous improvement, 64t
in gas transmission pipeline, 71f
for maintenance, 63te64t
to mitigating internal and external

corrosion, 60t, 62t
to model internal and external corrosion,

59t, 61te62t
to monitoring internal and external

corrosion, 61t, 63t
in oil
and gas transmission pipeline, 70f
production pipeline, 68f
transmission pipeline, 69f

in risers, 66f
Key Programme 4 (KP4), 785
King Abdullah University of Science and

Technology (KAUST), 789
King and Miller mechanism, 202
Knowledge gaps, 395e399
hydrocarbon/water co-condensation, 396
localized corrosion and TLC stabilization,

395e396
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Knowledge gaps (Continued)
sour TLC, 396e397
uncertainty relating to mitigation principles

and applications, 397e399
KP4. See Key Programme 4 (KP4)
KPIs. See Key performance indicators

(KPIs)
Kuwait, cost of corrosion, 7e8

L
Label, 551
Labor costs, 577
LAT. See Low application temperature

(LAT)
Lattice decohesion, 318
LCC. See Life cycle costing (LCC)
LCM. See Localized corrosion monitoring

(LCM)
LE. See Life extension (LE)
LEFM. See Linear elastic fracture mechanics

(LEFM)
Legislation, 577
LEIS. See Localized electrochemical

impedance spectroscopy (LEIS)
Life cycle costing (LCC), 14e15, 106
Life extension (LE), 765, 767, 768f. See also

Extending service life
condition/integrity assessment phase, 778f
external corrosion threats and, 774e775
in fixed structures, 604e606
FPS, 608e609
identifying basis for asset LE
design, fabrication, and construction
basis, 769e770

design life and extended design life, 768
system description, 768e769

internal corrosion threats and, 770e774
composition-related corrosion, 770e772
environmentally assisted cracking,
773e774

flow-related corrosion, 772
other causes of internal corrosion, 774
surface deposit-related corrosion,
772e773

in offshore pipelines, 599e601
operational history effects, 774e775
technical integrity assessment, 777e780

Lignosulfonate drilling muds, 80e81
“Like dissolves like” principle, 633

Linear elastic fracture mechanics (LEFM),
709

Linear polarization methods, 475e477
Linear polarization resistance (LPR),

252e253, 374, 475e477
bubble cell method, 237

Liners, 647e649
FRP composite and nonbonded

thermoplastic liners, 649
line failures, 653e656
shop-lined piping and fittings, 649
used in
downhole tubulars, 649
pipelines, 648

Liquid
coatings, 570
hydrocarbons, 634

Load historyedependent interactions,
717e721

Localized corrosion, 98, 123e124,
177e179, 178f, 215, 393, 395e396,
460, 663, 749

prediction of, 698e699
triggers, 137, 138te140t

Localized corrosion monitoring (LCM), 457
Localized electrochemical impedance

spectroscopy (LEIS), 460
Localized features, 389
Long-range ultrasonic testing (LRUT), 354,

424
Long-term hoop strength, 632
LotusLeaf Coatings, 585
Low application temperature (LAT), 579
FBE, 579

Low flow rate, 97
Low-alloy steels, 663
Low-molar-mass hydrocarbons, 633
2LPO. See Two layer polyolefin (2LPO)
3LPP, 401, 573t, 575te576t
5LPP, 581, 582f
7LPP, 581
LPR. See Linear polarization resistance (LPR)
LRUT. See Long-range ultrasonic testing

(LRUT)

M
M/PTs. See Mechanical/physical triggers

(M/PTs)
MAC. See Maleic acid copolymer (MAC)
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Mackinawite (FeS1ex), 83, 119e120,
388

Magnetic flux leakage (MFL), 291, 311,
402e403, 700

Magnetite, 440e441
Maintenance
corrosion, 57
costs, 577
program, 60

Maleic acid copolymer (MAC), 441e442
Management
corrosion, 55
managementecontext of corrosion control,

57e58
review, 28

Management of change process (MOC
process), 26e27

Manganese sulfide inclusions (MnS
inclusions), 251e252

Manganese-oxidizing bacteria, 191,
194e195

MAOP. See Maximum allowable operating
pressure (MAOP)

Marcasite (FeS2), 121
Martensitic stainless steels, 617, 618t
Mass loss coupons, 474e475
Mass transfer, 174e175
coefficients, 822
effect, 164e167
limiting current, 819

Material
costs, 577
materialemicrobe interaction, 209
selection, 99e100
selection process, 614e615, 615f
verification, 770

Matrix plasticization, 791
Maximum allowable operating pressure

(MAOP), 65, 273
MBO. See 3,3’-Methylenebis[5-

methyloxazolidine] (MBO)
Me-too registrations, 552
MEA. See Monoethanolamine (MEA)
Mean load pressure fluctuations, 720
Mechanical driving forces, conditions for

increasing of, 730e731
Mechanical removal of deposits, 379
Mechanical/physical triggers (M/PTs),

137

Mechanistic model(s), 749
erosionecorrosion prediction, 756e759
SPPS:E-C mechanistic model, 759

MEG. See Mono-ethylene-glycol (MEG)
Membrane systems, 556e557
Mesa corrosion of flow line, 81, 81f
Messenger RNA (mRNA), 517
Metagenomics, 520e521
advantages and limitations, 522e526,

523te525t
NGS, 521
random shotgun sequencing, 520e521
sensor for microbial detection, 522

Metal chloride, 215e216
Metal inert gas (MIG), 265
Metal sulfide(s), 117, 136
Metallic
coatings, 419e420
jacketing, 416

Metallurgical triggers (MTs), 137
Methane clathrates. See Hydrates
Methane hydrate formation, 580
Methanogens, 193, 525t, 539e540
Methanol, 129, 637e638
3,3’-Methylenebis[5-methyloxazolidine]

(MBO), 492e494, 542e543
MFL. See Magnetic flux leakage (MFL)
MIC. See Microbiologically influenced

corrosion (MIC)
Microaerophiles, 198
Microalloying metals, 134
Microarray(s), 499, 518e519, 523te524t
Microbes, 547e548
oil and gas operational challenges

influenced by, 539e540
Microbial
activity, 522
cell injury theory, 495e498, 503f
contamination, 491e492
mitigating microbial problems, 489e491
sensor for microbial detection, 522

Microbiologically influenced corrosion
(MIC), 39e40, 49, 96, 137, 191,
201e203, 206, 380, 489, 496, 515,
539, 555e556, 620, 679, 773. See
also CO2 corrosion; Pitting
corrosion; Sour corrosion

anodic depolarization mechanism,
202e203
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Microbiologically influenced corrosion (MIC)
(Continued)

biofilms, 199e201
carbon steel surfaces modified by

microorganisms, 192f
cathodic depolarization by hydrogenase,

201e202
consequences in gas and oil industry
degradation and deterioration, 203e206,
205t

diagnosis, 527e530, 529t
King and Miller mechanism, 202
knowledge gaps and future research trends,

206e209
knowledge and acquaintance deficiency,
206

sampling procedures and evaluation
methodologies, 207e209

MIC-resistant coatings, 586
microbiologically influenced corrosion

mechanisms, 201e203
microorganisms with, 193e197
APB, 197
IOB and manganese-oxidizing bacteria,
194e195

IRB, 195e196
methanogens, 193
P. aeruginosa, 196
slime-former bacteria, 196
SOB, 196
sulfate-reducing bacteria, 193e194

microorganisms
classification of, 198e199
in oil and gas, 192e197

monitoring, 527e530, 530te531t
other mechanisms, 203
risk scores for, 680te681t

Microbiology, 207e208
Microchemical techniques, 460
Microorganisms, 489, 540

classification, 198e199
based on energy and carbon requirement,
198e199

based on oxygen demand, 198
taxonomic hierarchy, 199

in oil and gas, 192e197
microorganisms with microbiologically
influenced corrosion, 193e197

Microscope, 221
MIG. See Metal inert gas (MIG)
Mild steel, 149
aqueous CO2 corrosion, 150e151, 151t
CO2 corrosion of, 167
corrosion, 179, 242

Mineral acids, 638
Minimum required strength (MRS), 632
Minimum velocities, 379
Mismatched anodes, 610
Mitigation
corrosion, 56e57
erosionecorrosion, 355e358
carbon steels, 355e357, 356f
corrosion-resistant alloys, 358

of extending service life, 782
mitigationeexternal corrosion, 60
mitigationeinternal corrosion, 59
of UDC, 378e380
chemical treatment for deposits,
379e380

mechanical removal of deposits, 379
Mixed-wet surface, 675
MnS inclusions. See Manganese sulfide

inclusions (MnS inclusions)
MOC process. See Management of change

process (MOC process)
Modeleexternal corrosion, 60
Modeling
corrosion, 55e56
modeleinternal corrosion, 59
and prediction, MIC, 209

Modern external pipe coating technologies,
573t

Modified Henry’s constant, 808
Molecular
diffusion, 828
methods, 498e499
microbiology techniques, 513e526
techniques, 498e499

Monitoring, 402e403, 505e507
advanced monitoring techniques, 498e502
for corrosion inhibitor performance, 471
corrosion management and data
organization, 481

field application monitoring of
phenomena associated with corrosion,
478e479

876 Index



monitoring corrosion in field
applications, 474e477

monitoring device locations, 474
monitoring for corrosion inhibitor
optimization, 480

monitoring objectives, 473, 473t
risk assessment, 471e473, 472t
system inspection, 479e480

methods, 208
monitoringeexternal corrosion, 60
monitoringeinternal corrosion, 60
objectives, 473, 473t

Mono-ethylene-glycol (MEG), 129,
391e392

Monoclinic pyrrhotite, 120
Monoethanolamine (MEA), 257
Mooring systems, 608
Most probable number (MPN), 490e491,

522, 525t
mRNA. See Messenger RNA (mRNA)
MRP. SeeMutual recognition process (MRP)
MRS. See Minimum required strength

(MRS)
MTs. See Metallurgical triggers (MTs)
Multielectrode array impedance analyzers,

477
Multilayer
coatings, 581
liners, 647

Multiphase flow, 174
effects, 174e176
modeling, 472e473
simulations, 455e456
testing to preventing corrosion in, 456e459

Multiphase pipelines design, 400e403
corrosion allowance, 401
corrosion inhibition via chemical means,

402
CRA, cladded pipe, and internal coating,

401
monitoring, 402e403
thermal insulation and pipe burial, 401

Mutual recognition process (MRP), 554
Myxotrophs, 199

N
NA. See Naphthenic acids (NA)
NACE. See National Association of

Corrosion Engineers (NACE)

NACE Task Group 516 (NACE TG516), 426
Nanotechnology, 495, 503e504, 585
Naphthenic acids (NA), 33
National Association of Corrosion

Engineers (NACE), 271
documents, 271
International Materials Requirement

MR0175, 84e85
International Publication 31215, 89
Materials Requirement, 85
MR-0175, 271e273, 272f, 284
SP-0110e2010, 471e472

National Bureau of Standards (NBS), 7
NDE. See Nondestructive examination

(NDE)
NDT technique. See Nondestructive testing

technique (NDT technique)
Near-neutral pH SCC (NNpHSCC), 295,

303f, 707. See also High-pH SCC
(HpHSCC)

bicarbonate/carbonic acid electrolyte for,
309

characteristics, 302e303
cracking environment, 303e308, 307f
coating, 304e305, 310t
electrochemical potential and
temperature, 304

stress, 305e308
cracks, 715
impact of distance to compressor or pump

station, 308, 309t
initiation and growth of, 714e717
impact of pipeline age, 308
modeling of crack initiation and early-stage

crack growth, 725e729
Neman’s “BAND” open source code, 833
NernstePlanck equation, 164, 827e829,

839e840
Neumann boundary condition, 832
Neutron backscatter technique, 423
New Chemical Registration, 551e552
New CUI coating technologies

development, 425e426
New insulation developments, 426e427
New test methods development, 426
New Use Registrations, 552
NewtoneRaphson method, 824
Next-generation biocide development,

555e559, 556f
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Next-generation sequencing (NGS),
520e521, 523te524t

Nickel (Ni), 32, 321
nickel-based alloys, 620, 622f,

623te624t
Nitrate, 504
Nitrate-reducing bacteria (NRB), 555
Nitric acid (HNO3), 197
Nitrogen compounds, 41
Nitrous acid (HNO2), 197
NNpHSCC. See Near-neutral pH SCC

(NNpHSCC)
No sand (NS), 370e371
Nonassociated gas reservoir, 32f
Nonbonded thermoplastic liners, 649
Nonclassical pitting corrosion theory,

665
Nonclassical theory, 665e666
Nondestructive examination (NDE), 352,

354e355, 423
Nondestructive inspection techniques,

423e425
computed radiography, 424
infrared thermography, 423e424
LRUT, 424
neutron backscatter technique, 423
PEC, 425
profile radiography, 424

Nondestructive testing technique
(NDT technique), 222

Nonintrusive direct techniques, 477
Nonintrusive types, 102e103
Nonmetallic

jacketing, 416
materials, 100, 627
aging mechanisms and processes,
789e791

applicable standards, 640, 641t
application, 640e649
environmental conditioning,
788e789

future trends, 656
inherent corrosion resistance, 628
limitations, 651
model characterization based on
accelerated testing, 791e794

qualifications, 640, 642te643t
rehabilitation, 650
typical failures, 651e656

in use in oil and gas production,
628e640

validation of prediction approach,
795e800

Nonoxidizing biocides, 491e492,
541e543. See also Oxidizing
biocides

DBNPA, 542
glutaraldehyde, 541e542
preservatives, 542e543
Quats, 542
THPS, 542

Nonescale-forming mechanism, 345e346,
345f

Nonstructural liners, 650
Norsok model, 807
NORSOK standard Y-002, 765e768, 778,

784
Norwegian Oil and Gas assets, 765e766
Norwegian Petroleum Directorate (NPD),

765
Novolac epoxies, 416, 420
NPD. See Norwegian Petroleum Directorate

(NPD)
NRB. See Nitrate-reducing bacteria (NRB)
NS. See No sand (NS)
Numerical model, 797e798
Numerical NewtoneRaphson method, 813
Nylons, 629
alcohols effect on, 637e638
hydrocarbons effect on, 637
inorganic chemicals effect on, 638
permeation by gases, 638

O
o/w emulsion. See Oil-in-water emulsion (o/

w emulsion)
Obligate aerobes, 198
Obligate anaerobes, 198
OCP. See Open circuit potential (OCP)
OCTG. See Old Country Tubular Goods

(OCTG)
Office of Enforcement and Compliance

Assurance (OECA), 552
Offline indirect measurements, 474
Offshore cathodic protection (Offshore CP),

596e597
evolution of applied, 596
fixed structures, 601e606
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floating production systems, 606e609
offshore pipelines, 597e601
subsea production systems, 609e612

Offshore CP. See Offshore cathodic
protection (Offshore CP)

Offshore oil and gas production assets,
766e767

Offshore pipelines. See also Fixed
structures; Floating production
systems (FPS); Subsea production
systems

history, 597
inspection and monitoring, 598e599
life extension, 599e601
new design guidelines

anode sleds and attenuation modeling,
598, 598f

improved coatings, 597e598
Offshore sour gas pipeline systems, 473
Offshore wind turbine foundations, 603
Oil, 32
microorganisms in, 192e197
production pipeline, 65e67, 68f
reservoirs, 205e206
transmission pipeline, 67, 69f
wetting, 175e176

Oil and gas
assets, 766e767
corrosion in oil and gas production, 37e49

factors influencing corrosivity of oil,
40e43

flow velocity, 47e48
interfacial phenomena, 48
microbiologically influenced corrosion,
49

nature of oil and corrosion, 39e40
sediments in crude oil, 46e47
water chemistry and corrosion, 38e39
water/oil ratio and corrosion, 43e46

industry, 53
pipelines, 249
production systems, 765, 768e769
transmission pipeline network, 67, 70f
weldments corrosion in oil and gas

industry, 251e266
Oil industry. See also Petroleum

microbiology
applications of molecular microbiology

techniques, 526e530

MIC
consequences in, 203e206
diagnosis, 527e530, 529t
monitoring, 527e530, 530te531t

reservoir souring and mitigation, 526e527
Oil-in-water emulsion (o/w emulsion), 674
Oil-wet surface, 675
Oilfield
chemicals, 141e142
operations, 541

Old Country Tubular Goods (OCTG), 615
Olefins. See Alkenes
One-off measures, 784
Onshore
atmospheric corrosion, 96
corrosion in onshore production and

transmission sectors
control of pipeline corrosion, 99e104
corrosion challenges in, 109
downhole corrosion, 105e108
Graham Wood, 95
onshore atmospheric corrosion, 96
onshore gas pipelineseinternal
corrosion, 98

onshore multiphase pipelineseinternal
corrosion, 98e99

onshore oil pipelineseinternal corrosion,
96e97

onshore underground corrosion, 96
tanks and vessels, 105

test station, 599
Open celled materials. See Permeable

materials
Open circuit potential (OCP), 370e371,

443e444
Operating and maintenance cost (OPEX),

14, 90e91
Operational history effects
incidents/modifications, 776
inspection data, 775e776, 777t
operating and fluid composition data, 776t
operational data, 775

Operational taxonomic unit (OTU), 521
OPEX. See Operating and maintenance cost

(OPEX)
Optimization, 502e507
biocides, preservatives, and antimicrobials,

502e504
chemical applications, 505
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Optimization (Continued)
monitoring and, 505e507

Organic
acids, 41, 129, 150, 172e173
antimicrobial chemistries, 492e493
biocides, 491e492
deposits, 363
hybrids, 421

Organization, 23
OTU. See Operational taxonomic unit

(OTU)
Overload, 717e718

pressure fluctuations, 720
Oxidizing biocides, 491e493. See also

Nonoxidizing biocides
chlorine dioxide, 543
hypochlorite, 543e544
peracetic acid, 544

Oxidizing species, 130
Oxygen (O2), 37, 80e81, 100, 772

effects of, 130e134
microorganisms classification based on

oxygen demand, 198

P
PA. See Polyamides (PA)
PA11 pipe, 645
PA12 pipe, 645
PAA. See Polyacrylic acid (PAA)
PAN. See Polyacrylonitrile (PAN)
PANI. See Polyaniline (PANI)
Paraffin, 40
Parasitic loss of inhibitor to solid deposit,

369e370
Parent material (PM), 249e250
“Paris Law”, 732
Partial coverage deposit, 376e377
Passive films, 346
PAUT. See Phased array UT technology

(PAUT)
PBRs. See Polished bore receptacles (PBRs)
PCE. See Pressure-containing equipment

(PCE)
PCM. See Percentage crack measurement

(PCM)
PCR. See Pitting corrosion rate (PCR);

Polymerase chain reaction (PCR)
PDB. See Pressure design basis (PDB)
PDV. See Present discounted value (PDV)

PE. See Phosphate ester (PE); Polyethylene
(PE)

PE 4710, 634
PE-RT pipe, 644e645
PE-RT Type II, 628e629
PEC. See Pulsed eddy current (PEC)
PEEK. See Polyethyl ethyl ketone (PEEK)
PengeRobinson-like equation of state

models, 432
Peracetic acid, 544
Peracids, 544
Percentage crack measurement (PCM),

285e286
Permeation
effects in HDPE, 633e634
of nylons by gases, 638
permeable materials, 415

Pesticide, 550
Petroleum, 513
Petroleum industry, 515, 526
Petroleum microbiology. See also Oil

industry
biocides, 540e549
next-generation biocide development,

555e559
oil and gas operational challenges,

539e540
regulatory impact on biocide usage,

549e555
Petroleum Safety Authority (PSA), 765
PEX. See Cross-linked polyethylene (PEX)
PF. See Poynting correction factor (PF)
pH, 100
control, 391e392
effect on dissociation of hydrogen sulfide,

274, 274f
level, 667
of sour aqueous environment, 128e129
stabilization technique, 113e114, 142
stress corrosion cracking failure, 301t

Phase, 174
Phased array UT technology (PAUT), 354
Phenolic epoxies, 416e419
Phosphate ester (PE), 179, 179f, 376e377
Photoautotrophs, 199
Photoheterotrophs, 199
Phototrophs, 198
PhyloChip, 518
Pig(s), 103e104
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Pigging, 379
Pipe burial, 401
Pipeline coatings, 596e597
“Breakout” technologies, 583e588
challenges and drivers, 577e578
CUI, 563
current technologies, 567e572
FJ coatings, 574e576, 574f, 575te576t
incremental technologies, 578e583
older technologies, 564e567, 564f
practicality, 563e564

Pipeline corrosion control, 99e104
corrosion assessment, 104
corrosion monitoring, 102e103
inspection, 103e104
materials selection, 99e100

Pipeline Research Council International
(PRCI), 295

Pipeline(s), 787
age impact, 302, 308
failure, 295
installation techniques, 596e597
integrity management, 53
steels with SCC cracking, 740e743

Pit cover, 229e230
Pit depth, 219e222, 221f, 224t
high-powered digital microscope to

analyze, 222f
round coupon subjected to corrosive

environment, 222f
three-dimensional profile of coupon R3165

pitting, 223f
X-ray radiography of a corroded metal,

225f
Pit growth
criteria for

critical pit stability, 228e229
gas evolution in pits, 231
halide hydrogen ions concentrations,
230

pit cover, 229e230
kinetics, 227e228

in bulk specimen as time function,
227e228

initiation stages of, 228
models, 670te671t

Pit initiation, 675e677
Pit propagation, 677e685

Pitting, 86
attacks, 124, 125f
“driving force”, 446
electrochemical methods, 217e226, 217t
potential, 217, 231, 443e444, 445f

Pitting corrosion, 123, 215e216, 243e244,
460e461, 749. See also CO2

corrosion; Microbiologically
influenced corrosion (MIC); Sour
corrosion; Under-deposit corrosion

behavior in sour systems, 235e242
corrosion engineering models, 673e685
electrochemical methods to determining

pitting potential, 217e226
electrolyte composition effect in, 231e233
environmental effects in pit formation,

216e217
future research on, 242e244
model selection, 685
model status, 686
models for predicting PCR, 666e673, 682t
potential at high temperatures, 442e448
surface roughness in corrosion, 233e235
theories of, 663e666
trends in modeling of pitting corrosion,

686e687
use of models, 685e686

Pitting corrosion rate (PCR), 663
Pitting resistance equivalent number

(PREN), 442, 443f
Pitzer theory, 432
PK. See Polyketones (PK)
Planktonic bacteria, 528
PM. See Parent material (PM)
PMA-qPCR technique. See Propidium

monoazide qPCR technique
(PMA-qPCR technique)

PNCs. See Protective network coatings
(PNCs)

PoE. See Probability of exceedance (PoE)
PoF. See Probability of failure (PoF)
Poisson’s equation, 830e831, 833
Polished bore receptacles (PBRs), 79
Poly sulfides, pitting in, 240e241
Poly-ether-ether-ketone. See Polyethyl ethyl

ketone (PEEK)
Polyacrylic acid (PAA), 441e442
Polyacrylonitrile (PAN), 585
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Polyamides (PA), 629, 634e635
effects of water, 635e636
PA6, 634e636
PA6.6, 634e636
PA11, 634e636
PA12, 634e636

Polyaniline (PANI), 584
Polyester, 794
Polyethyl ethyl ketone (PEEK), 372, 372f,

629, 640
Polyethylene (PE), 566, 568, 649

pipe, 644
tape coatings, 305
in water applications, 634

Polyketones (PK), 629
Polymerase chain reaction (PCR), 501,

513e517, 519e520, 523te524t
Polyolefins (POs), 568
Polyphenylene sulfide (PPS), 629, 639e640
Polypropylene (PP), 568
Polysulfides, effects of, 130e134
Polyvinyl chloride (PVC), 629
Polyvinyl sulfonate (PVS), 441e442
Polyvinylidene fluoride (PVDF), 629,

638e639
aging mechanisms, 639
hydrocarbons effect on, 638e639

POs. See Polyolefins (POs)
Postweld heat treatment (PWHT), 287
Potassium (K), 32
Potentiodynamic polarization (PP),

675e676
Pourbaix diagrams, 117
Powder coating. See Fusion-bonded epoxy

(FBE)
Poynting correction factor (PF), 811
PP. See Polypropylene (PP);

Potentiodynamic polarization (PP)
PPS. See Polyphenylene sulfide (PPS)
PRCI. See Pipeline Research Council

International (PRCI)
Precipitation, 387
Prediction approach validation, 795e800

life prediction simulation tool, 797f
numerical analysis results, 798e800
numerical model, 797e798
pressure testing of GRP pipe, 795e797

Preferential HAZ corrosion, 253e256

Preferential weld metal corrosion (PWC),
251e253

case studies, 251e253
grooving of seam weld line, 252f

Preformed jacketing, 416
PREN. See Pitting resistance equivalent

number (PREN)
Prequalification of test methods, 428e429
Present discounted value (PDV), 14e15
of cash flow, 17e18

Present value (PV), 17
Preservatives, 502e504, 542e543
Pressure, 100
fluctuations, 719, 720f
pressure-rated “liner”, 650
testing of GRP pipe, 795e797
vessels, 105

Pressure design basis (PDB), 632
Pressure-containing equipment (PCE), 350
Primary registrations, 550e551
Probability of exceedance (PoE), 779
Probability of failure (PoF), 784
Probiotics, 555
Produced fluids composition, 32e33
Produced water injection systems (PW

injection systems), 768e769
Product registrations, biocide, 550
Product types (PT), 553
Production fluids, principle corrosive agents

in, 80e84
Profile radiography, 424
“Proof of concept” validation, 398
Propidium monoazide qPCR technique

(PMA-qPCR technique), 523te524t
Propidium monoazideequantitative PCR,

516e517
Propionic acid (C2H5COOH), 41, 172
Protection potential, see

Repassivationdpotential
Protective coatings under insulation, 416,

417te418t
Protective network coatings (PNCs), 582
Proteobacteria, 193
PSA. See Petroleum Safety Authority (PSA)
Pseudomonas aeruginosa (P. aeruginosa),

196
PT. See Product types (PT)
Pulsed eddy current (PEC), 425, 477
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Pump station, impact of distance to,
300e301, 308, 309t

PV. See Present value (PV)
PVC. See Polyvinyl chloride (PVC)
PVDF. See Polyvinylidene fluoride (PVDF)
PVS. See Polyvinyl sulfonate (PVS)
PW injection systems. See Produced water

injection systems (PW injection
systems)

PWC. See Preferential weld metal corrosion
(PWC)

PWHT. See Postweld heat treatment (PWHT)
Pyrite, 121, 388
Pyrosequencing, 501
Pyrrhotite (Fe1exS), 117, 120, 388

Q
Quantitative polymerase chain reaction

(qPCR), 490e491, 515e517,
523te525t, 548e549

Quantitative real-time polymerase chain
reaction, 208

Quantitative reverse transcription PCR
(RT-qPCR), 515e517, 523te524t,
526e527

Quaternary ammonium
compounds, 541e542
salts, 88, 179, 179f

R
Radiotracer method, 159
Rainflow counting method, 742
Random shotgun sequencing, 520e521,

523te524t
RBI. See Risk-based inspection (RBI)
RBMI. See Risk Based Maintenance and

Inspection (RBMI)
RCA. See Root cause analysis (RCA);

Rotating cylinder autoclave (RCA)
RCE apparatus. See Rotating cylinder

electrode apparatus (RCE apparatus)
Reaction layer thickness, 823
Reassessment process for extended service

life, 780e783, 780f
acceptance standards, 782
condition based reassessment, 781e782
design based reassessment, 782
financial evaluation, 783
modifications and mitigation, 782

Recommended Practice DNV-RP-F101, 782
Reference electrode (REF electrode),

375e376
Registrations, 551e552
Regulatory impact on biocide usage,

549e555
EU, 552
United States, 549e552

Rehabilitation, 650
Reinforced thermoplastic pipe (RTP), 587,

632, 646e647. See also Solid wall
nonmetallic pipe

Reinforced thermosetting resin (RTR), 787
Remotely operated vehicles (ROVs), 596,

599, 604
Repassivation, 296
potential, 217e218, 443e445
measurements, 219, 220f

Repeatability, 686
Replica Testing, 505
Reproducibility, 686
Reservoir
mitigation, 526e527
souring, 526e527

Resins, 33, 40
Resources, 23e24
Retrofitted clamp system, 600e601, 601f
Return on investment (ROI), 13e14, 21
Reynolds number (Re), 822
Risers, 65, 66f
Risk assessment, 471e473, 472t
risk assessment/modeling,

erosionecorrosion, 349e352
Risk Based Maintenance and Inspection

(RBMI), 53e54
Risk management, 25e26
Risk-based inspection (RBI), 72, 103
ROI. See Return on investment (ROI)
Root cause analysis (RCA), 776
Rotating cage corrosion tests, 457
Rotating cylinder autoclave (RCA), 234
Rotating cylinder electrode apparatus (RCE

apparatus), 252e253
ROVs. See Remotely operated vehicles

(ROVs)
RT-qPCR. See Quantitative reverse

transcription PCR (RT-qPCR)
RTP. See Reinforced thermoplastic pipe

(RTP)
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RTR. See Reinforced thermosetting resin
(RTR)

S13Cr. See Super 13Cr (S13Cr)
Sacrificial anodes, 594, 594f
Safety critical elements (SCEs), 785
Sampling procedures, 207e209
Sand control, 356
Sand deposit test method, 370
Sand Protection Pipe Saver erosion model

(SPPS erosion model), 749e750
SPPS:CO2 model and erosion resistance,

750e754
scale characterization, 751e753
scale erosion resistance, 753e754

SPPS:E-C model validation, 759e760
“Sandwich” film structures, 116, 123
Sanger-based technique, 520e521
Saturate, aromatic, resin and asphaltene

analysis (SARA analysis), 33
Saturate fraction, 33
Saturation

factor, 750
value, 836

Saturation index (SI), 432
Saudi Arabia, cost of corrosion, 9e10
SAW. See Submerged arc welding (SAW)
Scale, 431, 432f

inhibition at high temperatures, 441e442
inhibitors, 441e442
scale-forming mechanism, 344e345, 344f
“scaling tendency” parameter, 837

ScaleSoftPitzer model, 433e434
Scanning electron microscopy (SEM), 434,

435f, 675e676, 751, 751fe752f,
752t

SCC. See Stress corrosion cracking (SCC)
SCC direct assessment (SCCDA), 311e313
SCEs. See Safety critical elements (SCEs)
Schmidt number (Sc), 822
Schmitt and Rothmann’s mechanism, 159
“Schmoo”, 363, 380
Sediments in crude oil, 46e47
Self-amalgamating” tapes. See Three-ply

pipeline tape
Self-healing coatings, 583e584
Self-inspecting coatings, 584e585
SEM. See Scanning electron microscopy

(SEM)
Semiempirical models, 807, 815e817

Semiinterpenetrating network (SemiIPN),
582

Semistructural rehabilitation, 650
Sensor for microbial detection, 522,

523te524t
Service life”, 766. See also Extending

service life
Sherwood number (Sh), 164, 822
Shielded metal arc welding (SMAW),

249
Shop-lined piping and fittings, 649
Shut downs, 97
SI. See Saturation index (SI)
SIC. See Sprayable insulative coatings (SIC)
Siderite (FeCO3), 434, 438e439
Sievert’s Law, 258, 281
Sign convention, 832
Silane cross-linked PEX. See Cross-linked

polyethylene (PEX)dPEX-b
Silicone-based coatings, 420
Silver (Ag), 595
Silver chloride (AgCl), 595
Single-phase liquid flow, 175
Single-stranded DNA (ssDNA), 515e516
16S ribosomal RNA gene (16S rRNA gene),

513e514, 526e527
Sleepers, 102
Slime-former bacteria, 196
Slow crack growth, 632
Slow strain rate test (SSRT), 257,

258t, 724
Small cross-section bracelet type anodes,

610
Smart Pipe, 650
“Smart” coatings, 583
SMAW. See Shielded metal arc welding

(SMAW)
SME input. See Subject matter expert input

(SME input)
SMYS. See Specified minimum yield stress

(SMYS)
Smythite (Fe7S8eFe3S4), 120e121
SOB. See Sulfur-oxidizing bacteria (SOB);

Sulfuroxidizing bacteria (SOB)
Sodium (Na), 32
Soft zone cracking (SZC), 319
Softening, 632
SOHIC. See Stress oriented hydrogen

induced cracking (SOHIC)
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Solid wall nonmetallic pipe, 643e646. See
also Reinforced thermoplastic pipe
(RTP)

FRP/GRE pipe, 645e646
PA11 and PA12 pipe, 645
PE-RT pipe, 644e645
PEX pipe, 645
polyethylene pipe, 644

Solid(s), 364
CRA pipe materials, 613
parasitic loss of inhibitor to solid deposit,

369e370
solid particle erosionecorrosion, 344
solid-state diffusion, 116

Solubility of iron-containing scales,
438e441

Sour corrosion, 113, 275e279, 805. See also
CO2 corrosion; Microbiologically
influenced corrosion (MIC); Pitting
corrosion

elemental sulfur effects, 130e134
environmental factors affecting, 126e130

alkalinity/pH, 128e129
dissolved salts/salinity, 128
flow velocity/wall shear stress, 128
gas hydrate inhibitors, 129e130
H2S partial pressure effect, 126e128,
127f

organic acids, 129
temperature effect, 126, 127f

gaps in current research and areas for future
study, 141e142

localized corrosion triggers, 137
morphology, 123e125
multiphase wet gas pipeline, 114f
oxygen effects, 130e134
polysulfide effects, 130e134
products and surface layers, 117e123
rates and electrochemistry

electrochemical reactions, 114e115
FeS layers effect on corrosion rate,
115e116, 117f

steel microstructure effect, 134e137
Sour fluids, 275
Sour oil and gas, 113
Sour service, 279e280
Sour systems
corrosion mechanism of mild steel by

sulfur/water suspensions, 242

pitting and iron sulfide polymorphism,
237e240, 239t

pitting corrosion behavior in, 235e242
pitting in presence of sulfide and poly

sulfides, 240e241
sulfur particle size effects on corrosion,

241e242
Sour TLC, 396e397
prediction of, 699

SPCA. See Sulfonated polycarboxylic acid
(SPCA)

Specified minimum yield stress (SMYS),
300, 724

Specimen holder, 364, 365f, 371f, 376, 377f
SPPS erosion model. See Sand Protection

Pipe Saver erosion model (SPPS
erosion model)

Sprayable insulative coatings (SIC), 421,
422t

Spreading method, 42
Squeeze, 88
SRA. See Sulfate-reducing archaea (SRA)
SRB. See Sulfate-reducing bacteria (SRB)
SRPs. See Sulfate-reducing prokaryotes

(SRPs)
SRUs. See Sulfate-removal packages

(SRUs)
SS. See Stainless steel (SS)
SSC. See Sulfide stress cracking (SSC)
ssDNA. See Single-stranded DNA (ssDNA)
SSRT. See Slow strain rate test (SSRT)
Stainless steel (SS), 232, 320e321, 410
Standardization, 400
Standards committees/forums, 427e428
State registrations, 552
Steel(s), 319e320, 320f
microstructure effect, 134e137

Stepwise cracking (SWC), 319
SterneGeary constant, 477
“Stoichiometric FeS”. See Troilite
Stratified flow, 385
Stress, 300, 301t, 305e308
regression, 631

Stress corrosion cracking (SCC), 86, 98,
250, 256e257, 295, 316, 614, 707,
708f. See also Sulfide stress cracking
(SSC)

colony, 296f
crack initiation and growth, 707e722
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Stress corrosion cracking (SCC) (Continued)
of high-pH stress corrosion cracking,
708e713

interactive behavior of crack initiation
and growth, 717e722

of near-neutral pH SCC, 714e717
gaps of knowledge in, 743
high pH SCC, 295e302
hydrostatic testing, 311
in-line inspection, 311e312
modeling of crack growth, 732e740
modeling of crack initiation and growth,

722e729
modeling of transition, 729e732
conditions for increasing of mechanical
driving forces, 730e731

conditions for reduction of threshold
values, 731e732

near neutral pH SCC, 302e309
pipeline steels with SCC cracking,

740e743
SCCDA, 312e313

Stress oriented hydrogen induced cracking
(SOHIC), 100, 262e263, 271,
288e290, 319

testing for resistance to SOHIC, 290
Strong acids, 158
Structural rehabilitation, 650
Subject matter expert input (SME input), 779
Submerged arc welding (SAW), 249
Subsea production systems. See also Fixed

structures; Floating production
systems (FPS); Offshore pipelines

history, 609e610
new developments, 610e612

Sulfate (SO4
2-), 193e194, 196, 232e233

Sulfate-reducing archaea (SRA), 525t
Sulfate-reducing bacteria (SRB), 49, 80e81,

96, 191, 193e194, 322e323, 489,
525t, 539e540

Sulfate-reducing prokaryotes (SRPs), 526,
771, 773

Sulfate-removal packages (SRUs), 556e557
Sulfide (S2e), 232

pitting in presence of, 240e241
Sulfide stress cracking (SSC), 84e85, 98,

264e266, 271, 316, 323e324, 771.
See also Stress corrosion cracking
(SCC)

avoidance in carbon steels, 286e288
for carbon steel, 85f
cases studies, 265
corrosion resistant alloys, 288
domains for carbon steel pipelines, 273f
environmental factors, 284e286
inspection for, 291
ISO 15156, 273e274
knowledge gaps and research trends,

291e292
mechanism, 280e284
NACE MR-0175, 271e273, 272f
prevention, 266
resistance of pipeline CRAs to, 289t
SOHIC, 288e290
sour corrosion, 275e279
sour service, 279e280
stages in failure by, 281f
susceptibility, 264e265
testing for resistance to SSC and SOHIC,

290
Sulfite (SO3

2e), 232
Sulfonated polycarboxylic acid (SPCA),

441e442
Sulfur, 193, 460
compounds, 194
disproportionation, 130e131
particle size effects on corrosion, 241e242

Sulfur-oxidizing bacteria (SOB), 191
Sulfuric acid (H2SO4), 196e197
Sulfurous acid (H2SO3), 197
Sulfuroxidizing bacteria (SOB), 527
Sun model, 276e277
Super 13Cr (S13Cr), 348
Super austenitic stainless steel, 620
Super martensitic materials, 617
“Super tough” effect, 637
Superhydrophobicity, 585
Superposition model, 710e711
Supersaturation, 171, 694
Supplemental registrations, 550
Suppliers, 23
Surface deposit-related corrosion
under deposit and crevice corrosion, 772e773
MIC, 773

Surface diffusion step, 154
Surface layers, 675
amorphous FeS, 119
greigite, 120e121
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iron sulfides types formation during sour
corrosion, 121e123

mackinawite, 119e120
pyrite and marcasite, 121
pyrrhotite, 120
smythite, 120e121
sour corrosion products and, 117e123
troilite, 120

Surface roughness, 242e243
in corrosion, 233e235

Surfactant, 369
Susceptible materials, 342
SWC. See Stepwise cracking (SWC)
Sweet corrosion, 805
Sweet TLC, 395
Swelling, 632, 634, 791
SYBR Green-based staining method, 522
Synergism
of erosionecorrosion for martensitic

stainless steel, 348e349
in nonescale-forming conditions, 345

“Syntactic polypropylene”, 581
System inspection, 479e480
SZC. See Soft zone cracking (SZC)
T
Tafel equation, 156
Tanks, 105
Tantalum (Ta), 231
Tapes
“CP-compatible” tapes, 571e572
viscoelastic wraps, 570e571, 571f
wax tapes, 571

Taxonomic hierarchy, microorganisms
classification based on, 199

Taylor’s series approximations, 833
tcf. See Trillion cubic feet (tcf)
TDS. See Total dissolved solids (TDS)
Technical integrity assessment, 777e780
Temperature, 100, 284
temperatureepressure dependence

relationship, 811e812
Tension leg platforms (TLPs), 596e597,

609
Tetrakis hydroxymethyl phosphonium

sulfate (THPS), 491e492, 541e542
Tetrathionate (S4O6

2e), 232
Tg. See Glass transition temperature (Tg)
The Welding Institute (TWI), 286
Thermal insulation, 401

Thermally sprayed aluminum (TSA), 419
Thermodesulfobacteria, 193
Thermodynamic(s)
approach, 200
hydrate inhibitors, 137
model, 122

Thermoplastic liners, 648e649
Thin flow cells, 457
Thiobacillus ferrooxidans (T. ferrooxidans),

196
Thioglycolic acid, 179, 179f
Thiosulfate (S2O3

2e), 232
THNM. See Tris (hydroxymethyl)

nitromethane (THNM)
THPS. See Tetrakis hydroxymethyl

phosphonium sulfate (THPS)
Three layer polyolefin (3LPO), 569,

569fe570f
FJ coatings, 582e583

Three layer polyolefin (3LPO), 569,
569fe570f

Three-ply pipeline tape, 566e567, 567f
Threshold
conditions for reduction of values,

731e732
modeling for Stage-2 crack growth,

732e738
stress, 300

Time-dependent/frequency-dependent
interactions, 721e722

Titanium (Ti), 231, 321, 328e329
TLPs. See Tension leg platforms (TLPs)
Top-of-line corrosion (TLC), 113, 176, 385,

696, 701. See also Under-deposit
corrosion (UDC)

corrosion trends to close gaps, 399e403
current understanding/knowledge,

385e393
existing TLC models, 693e699
empirical and semiempirical approaches,
693e695

mechanistic models, 695e697
prediction of localized corrosion,
698e699

field data and model prediction comparison,
701e702

accuracy of field data, 701
analysis of ILI data, 701e702
model predictions, 701
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Top-of-line corrosion (TLC) (Continued)
field experience in sweet and sour

environments, 394e395
gaps in modeling of TLC mechanisms
limitations in use of TLC predictive
models, 700

modeling of TLC stabilization, 699e700
prediction of sour TLC, 699

inhibitor testing, 462e463
knowledge gaps, 395e399
mechanisms, 385e393
prediction, 399, 702e703
stabilization, 395e396
water condensation modeling, 689e693

Total dissolved solids (TDS), 431
Tramline corrosion, 254
TransCanada cracks, 303
“Trial and error” approach, 398
Trillion cubic feet (tcf), 580
Tris (hydroxymethyl)nitromethane

(THNM), 542e543
Troilite, 120e122
TSA. See Thermally sprayed aluminum (TSA)
Tulsa University Sand Management Projects

(TUSMP), 353
TWI. See The Welding Institute (TWI)
Two layer polyolefin (2LPO), 568e569
Type II grades of PE-RT, 644

U
UDC. See Under deposit corrosion (UDC)
Uhlig method, 3e4
Uhlig report, 5e6
Ultrasonic

corrosion monitoring methods, 477
in-line inspection tools, 479e480
shear-wave tools, 311
tools, 291
ultrasonic thickness probes, 354
ultrasonic-based instruments, 103

Ultrasonic testing (UT), 402e403, 423
Ultraviolet (UV), 556

light systems, 550
stabilizers, 629e630

Under deposit corrosion (UDC), 46, 363,
461e462. See also Pitting corrosion;
Top of the line corrosion (TLC)

current research and future study, 381
mechanisms to deposit, 364e367

conductive deposits, 366e367
effect of deposit on surface area in
inhibited pipelines, 367

inert deposits, 364e366
mitigation, 378e380
research methodologies, 368e377
experiments on coupled specimen,
370e373

experiments on individual specimen,
373e377

parasitic loss of inhibitor to solid deposit,
369e370

Underload, 717e718
cycles, 719e720
minor loadetype cycles, 739e740
pressure fluctuations, 719e720, 721t

Uniform CO2 corrosion, 158, 174
chemical equilibria of dissolved CO2, 806t
CO2 corrosion rate calculation, 815e836
CO2 corrosion rateepredictive models, 805
corrosion product layer effect, 836e841,

840f
electrochemical redox reactions, 806t
mathematical modeling of, 805
water chemistry calculations, 807e815

Uniform corrosion, 123
United Kingdom
cost of corrosion, 6
UK Committee on Corrosion Protection, 6
UK HSE KP4 program, 785

United States
cost of corrosion
Battelle-NBS report, 7
FHWA report, 9
IMPACT study, 10e11
Uhlig report, 5e6

Department of Agriculture, 549
regulatory impact on biocide usage in,

549e552
confidential statement of formula, 551
data requirements, 551
enforcement, 552
label, 551
pesticide, 550
primary registrations, 551
state registrations, 552
types of biocide product registrations,
550

types of registrations, 551e552
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United States Geological Survey (USGS),
433

US Federal Highway Administration
(FHWA), 3, 9

USGS. See United States Geological Survey
(USGS)

UT. See Ultrasonic testing (UT)
UV. See Ultraviolet (UV)

V
Valeric acid (C4H9COOH), 41
Van Hunnik equation, 696
Vanadium (V), 32
Vapor-phase corrosion inhibitors (VCIs),

422
VCI. See Volatile corrosion inhibitor (VCI)
VCIs. See Vapor-phase corrosion inhibitors

(VCIs)
Vendors, 23
Vertical scanning interferometry (VSI), 434,

436f
Vessels, 105
VFAs. See Volatile fatty acids (VFAs)
Volatile corrosion inhibitor (VCI), 397e398
Volatile fatty acids (VFAs), 33, 41
Volatile inhibition, 397e398
Volmer step, 154
VSI. See Vertical scanning interferometry

(VSI)

W
w/o emulsion. SeeWater-in-oil emulsion (w/

o emulsion)
WaardeMilliams semiempirical model, 244
Wagner’s oxidation rate law, 116
Wall shear stress (WSS), 128, 175
Water, 635
composition, 38t
content, 99e100
cut, 42, 44
dissociation reaction, 812
dropout approach, 689
injection, 522
saturation pressure, 808
water-soluble short-chain carboxylic acids,

41
water-wet surface, 675

water/oil ratio and corrosion, 43e46
wetting, 175e176

Water chemistry
ai constants, 809t
calculated pH dependence of water, 814f
calculations, 807e815
in CO2 corrosion, 149, 150t
and corrosion, 38e39
temperature dependence of physiochemical

properties, 810t
Water condensation modeling, 689e693
local water condensation approach,

690e693
water dropout approach, 689

Water condensation rate (WCR), 689
Water-in-oil emulsion (w/o emulsion),

674
WBE. See Wire beam electrode (WBE)
WCR. See Water condensation rate (WCR)
Weak acid, 150, 155, 158, 807e808
Weepage, 789, 790f
Weld corrosion, 249e250
currents trends and needs in, 266e268
experimental techniques’ development, 268
modeling tools progress, 268
steels development, 266e267
welding techniques development, 267

Weld metal (WM), 249e250
Weldable materials. See Super martensitic

materials
Welding, 249, 286
Weldments corrosion. See also Downhole

corrosion
forms and mechanisms in oil and gas

industry, 251e266
weld corrosion, 249e250, 266e268

West Germany, cost of corrosion, 6
“Wet insulation”, 423
Wettability, 42, 675
Wire beam electrode (WBE), 372
WM. See Weld metal (WM)
Wood, Graham, 95
Wraps
“CP-compatible” tapes, 571e572
viscoelastic, 570e571, 571f
wax tapes, 571

WSS. See Wall shear stress (WSS)

Index 889



X
X-ray diffraction analysis (XRD analysis),

46e47, 120, 434, 435f
X-ray radiography, 222
X65 mild steel surface, 161e163, 163f
X65 steel coupon, 125, 125fe126f, 134,

135f, 135t
XPS technique, 232

Z
Zero resistance ammeter (ZRA), 370
Zinc, 419e420

890 Index
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