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Modular Artificial Neural Network for Prediction of
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Abstract—An application of Kohonen’s self-organizing map
(SOM), learning-vector quantization (LVQ) algorithms, and com-
monly used backpropagation neural network (BPNN) to predict
petrophysical properties obtained from well-log data are pre-
sented. A modular, artificial neural network (ANN) comprising
a complex network made up from a number of subnetworks is
introduced. In this approach, the SOM algorithm is applied first
to classify the well-log data into a predefined number of classes.
This gives an indication of the lithology in the well. The classes
obtained from SOM are then appended back to the training input
logs for the training of supervised LVQ. After training, LVQ can
be used to classify any unknown input logs. A set of BPNN that
corresponds to different classes is then trained. Once the network
is trained, it is then used as the classification and prediction model
for subsequent input data. Results obtained from example studies
using the proposed method have shown to be fast and accurate
as compared to a single BPNN network.

Index Terms—Learning vector quantization, modular, neural
networks, petrophysical, self organizing map, well log.

I. INTRODUCTION

T HE two main issues in evaluating reservoir data using
well logs are characterization of rock formation and

prediction of petrophysical properties. In the literature, a
large number of techniques have been introduced to estab-
lish adequate evaluation models [1]. However, the task is
not all that simple for two reasons: 1) the complexities
of many different factors influencing the log responses and
2) increasing amount of downhole measurements employed
[1]. Traditionally, derivation of such interpretation models
normally falls into two main approaches: graphical crossplot-
ting/statistical techniques and multivariate statistical methods
such as principal component analysis and cluster analysis.
Although both approaches are used extensively, they have
inherent shortcomings. Most of the time, it is difficult to
determine any theoretical or empirical models for the accurate
analysis of reservoirs.

In recent years, neural networks as an emerging technology
have been applied to many areas of log evaluation. This new
technique has proven to be more successful than the classical
statistical methods [2], [3]. Most of the neural-network appli-
cations in this area are reported to be based on backpropagation
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neural networks (BPNN) [2]–[5] with some exceptions such as
fuzzy ARTMAP [6], self-organizing map, and learning-vector
quantization (LVQ) [7]. When BPNN is used as the inter-
pretation model, the inputs to the network are taken from the
data obtained from various logging instruments such as gamma
ray, resistivity, neutron porosity, and bulk density devices. The
outputs from BPNN correspond to different parameters such as
rock matrices, porosity, and permeability. BPNN is essentially
a supervised learning network. Therefore, a set of input and
output vectors must be used to train the network. Of the
entire learning algorithm, the error backpropagation method
is the most widely used [8]. Although this algorithm has been
successful in many applications, it has disadvantages such as
the long training time that can be inconvenient in practical
and on-line applications. This necessitates the improvement of
the basic algorithm or integration with other forms of network
configurations such as modular networks reported here.

In this paper, a modular neural-network based on self-
organizing map (SOM), LVQ, and BPNN is used to predict the
petrophysical properties from well-log data. As compared with
the usual BPNN approach that uses only a single network, the
modular network enables the division of a complex network
into a number of subnetworks. This process is similar to
the “genetic approach” [9] used for petrophysical properties
prediction. Initially, the SOM and LVQ are used to classify the
data that gives an indication of the lithology. Several BPNN’s
corresponding to the number of classes obtained from SOM
are then trained for the purpose of prediction of petrophysical
properties. Since the data to be handled by each subnetwork is
effectively reduced, the training time is significantly shortened.

II. A RTIFICIAL NEURAL NETWORK

A. Self-Organizing Map

A SOM [10] performs unsupervised learning. It has the
ability to learn and organize information without training data
being provided. The SOM network consists of two layers of
nodes and performs clustering through a competitive learning
technique known as “winner-take-all.” In terms of learning
time, SOM network is fast as it uses single-pass learning rather
than multiple feedback.

B. Learning Vector Quantization

The LVQ is closely related to SOM [10]. While SOM
is an unsupervised learning network, LVQ is supervised.
The other difference between the two is that LVQ has no
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defined neighborhood around the “winner” during learning.
LVQ makes use of a competitive learning rule to define
decision boundaries in the input space. Its main purpose is to
define class regions in the input data space. In general, LVQ
is known to be fast in learning and the classification accuracy
is high.

C. Backpropagation Neural Network

BPNN is the most widely used neural network system
and the most well-known supervised learning technique [8].
Basically, BPNN is comprised of three layers: input layer,
hidden layers, and output layer. The backpropagation algo-
rithm is a systematic method for training multilayer artificial
neural network. The objective of training the BPNN is to
adjust the weights between these layers so that the application
of a set of inputs produces the desired set of outputs. The
training speed of the BPNN is slow. Recently, researchers have
reported different ways of accelerating the training process by
modifying the basic BPNN algorithm [11].

III. M ODULAR ARTIFICIAL NEURAL NETWORK

A typical application of BPNN in the prediction of petro-
physical properties uses a single BPNN network. Data obtained
from the input logs such as spontaneous potential, uninvaded
zone resistivity, and gamma ray activity are normalized before
applying them to the input layer of the BPNN. The output neu-
rons are assigned to correspond to the petrophysical properties
such as sandstone, limestone, and dolomite.

This paper proposes a modular neural network that in-
tegrates SOM, LVQ, and BPNN together to perform the
lithology classification and prediction of petrophysical prop-
erties. The block diagram of the modular neural network is
shown in Fig. 1. Further details of the proposed classification
method in the block diagram, which comprises of SOM and
LVQ, can be found in [7]. First, the unsupervised SOM is used
to classify the training input logs and output parameters into
a number of predefined classes. This classification from the
SOM gives an indication of the lithology of the training well.
The classes obtained from the SOM are then appended back
to the training input logs for the training of the supervised
LVQ. After training, the LVQ can then be used to classify any
unknown input logs, according to the training classes.

A number of BPNN networks corresponding to the number
of classes obtained from SOM are trained. After the classifica-
tion process, the data fed into the different BPNN resembles
similar characteristics. In this way, training of the BPNN is
expected to take shorter time.

IV. CASE RESULTS AND DISCUSSIONS

The hardware platform used for this work is a Pentium-90
PC. A set of data that contains 127 input logs and correspond-
ing output properties has been used for training. Another set
of 127 test data are used to examine the performance of the
modular neural network which comprises SOM, LVQ, and
BPNN. The results obtained are then used to compare with
the traditional single BPNN network.

Fig. 1. Block diagram of modular neural network.

TABLE I
COMPARISON OFSINGLE BPNN AND MODULAR NEURAL NETWORK

In this study, three output rock matrices are used to demon-
strate the prediction ability of the proposed network. The
rock matrices are (MAT-1) sandstone, (MAT-2) limestone,
and (MAT-3) dolomite. The input logs are (RHOB) bulk
density, (NPHI) neutron, (RT) uninvaded zone resistivity, (GR)
gamma ray, (DT) sonic travel time, and (SP) spontaneous
potential.
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Fig. 2. Single BPNN output compared to core data.
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Fig. 3. Modular network output compared to core data.
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The BPNN configuration chosen for the single network
consists of six input neurons, five hidden neurons, and three
output neurons. For the modular network, the SOM is initially
used to classify the training data into nine different classes.
Nine classes were found to be appropriately classifying the
data. Then, these classes are attached to the input logs for the
training of the LVQ network. The training data are also divided
into the corresponding classes for training of individual BPNN
networks. The BPNN configuration chosen for all the nine
subnetworks is the same as the single BPNN network.

Table I shows the results obtained from modular-network as
compared with the results from the single-network approach.
As expected, the training time for the modular network is
much shorter than for the single-network method. The overall
accuracy of the modular network is also better based on
the comparison between the mean-square errors. The mean-
square error of the modular network is calculated by taking
the average of the mean-square errors from the subnetworks.
Fig. 2 shows the graphical plot of the results generated from
the single BPNN as compared with the actual core data. The
modular network’s output are shown in the graphical plot
in Fig. 3. From these figures, it can be observed that the
modular network’s output follows closely the desired output
core data. The correlation between the neural network’s output
and the desired core data are calculated by a statistical method
using the percent similarity coefficient. For single BPNN
method, the percentage similarity for MAT-1, MAT-2, and
MAT-3 are 92.4, 41.4, and 53.8, respectively. As for the
modular neural network, the similarity is 98.7, 89.9, and 92.5,
respectively. Again, these figures have given a clear indication
that the modular neural network performs better than single
BPNN.

V. CONCLUSION

A petrophysical prediction method based on a modular
artificial neural network is proposed in this paper. SOM and
LVQ algorithms have been used to classify the lithology of
a given well from the input log data. After the classification
process, a number of BPNN are then used. This approach of
petrophysical prediction has shown to be more accurate as
compared to the traditional single BPNN approach. Results
from the case study have shown that the training time of this
modular network is shorter. This reported approach could be
used as an alternative method for petrophysical prediction in
addition to the traditional methods.
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